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Abstract

The upper tail behaviour is explored for a stopped random product \( \prod_{j=1}^{N} X_j \), where the factors are positive and independent and identically distributed, and \( N \) is the first time one of the factors occupies a subset of the positive reals. This structure is motivated by a heavy-tailed analogue of the factorial \( n! \), called the factoid of \( n \). Properties of the factoid suggested by computer explorations are shown to be valid. Two topics about the determination of the Zipf exponent in the rank-size law for city sizes are discussed.
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1. Introduction

There is presently intense interest in stochastic models which give rise to heavy-tailed probability laws. Reviews with many references include Adler et al. (1998), Mitzenmacher (2004), Newman (2005), and Rachev (2003). Reed and Hughes (2002) showed how heavy-tailed laws can be obtained from random products \( \prod_{j=1}^{N} X_j \), where the factors are independent copies of a random variable \( X > 0 \), and \( N \) is positive integer valued and independent of \( \{X_j\} \). They showed (in subsequent papers) that certain choices of the generating laws yield explicit heavy-tailed laws which fit well to data arising from diverse areas. In this paper we examine some random products where \( N \) is a hitting time derived from the sequence of factors.

The specific model which suggests this structure is the random version of the factorial \( n! \) due to Hayes (2007a). Fix an integer \( n \geq 2 \), and let \( X_1, X_2, \ldots \) be independent with the uniform law on the set \( \{1, 2, \ldots, n\} \). Let \( N = \inf\{j \geq 1 : X_j = 1\} \). Hayes defined the factoid of \( n \) by \( n? = \prod_{j=1}^{N} X_j \). As \( n \) increases, \( n? \) can be expected to grow somewhat like \( n! \) because (i) the mean of random factors is \( \frac{1}{2}(n+1) \), the same as the average value of the factors of \( n! \); and (ii) \( E[N] = n \). By using simulation experiments with \( n = 10 \), Hayes (2007a) concluded that \( n? \) has a heavy right-hand tail, certainly heavier than a lognormal. In addition, \( E[n?] \) appeared to be undefined, i.e. not finite. A histogram constructed from his experimental data suggested that \( \lim_{n \to \infty} P(n? > n!) = e^{-1} \), a conjecture which he verified analytically. Contributions to Hayes’ weblog (Hayes (2007b)) raise the question of alterations to these findings if the stopping rule is changed to a different ‘sentinel value’, \( i \neq 1 \).

One purpose of this paper is an analytical investigation of the properties of \( n? \) and some related models. We begin in Section 2 by presenting our general formulation of more general stopped random products and showing how it reduces to a study of random sums stopped at an independent geometrically distributed random time. A random sum limit theorem is used to give a general limit theorem for our random products.
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Sections 3 and 4 are devoted to (a generalisation of) the factoid. We show in Section 3 that there is a critical exponent $\alpha(n) > 0$ such that $n^t$ has finite moments of order $t$ if and only if $t < \alpha(n)$, and we study how the exponent behaves as $n \to \infty$. In Section 4 we find, in a sense to be made precise, that $P(n^t > x)$ is comparable to $x^{-\alpha(n)}$ for large $x$.

A continuous version of $n^t$ is examined in Section 5. Specifically, the $X_i$ are identically distributed with an arbitrary law which is supported in the nonnegative half-line, and the product is stopped at the first factor which hits the interval $(0, \zeta)$, where $\zeta$ is a fixed positive number. We develop several factoidal-type properties. The asymptotic régime $n \to \infty$ for the factoid is replaced by $\zeta \to 0$.

Gabaix (1999) presented several interesting multiplicative models to explain the Zipf law for city sizes, i.e. the power-law relation between absolute size and size rank. His mathematical details are obscure in places. In Section 6 we discuss two topics arising from his paper. The first concerns the determination of the Zipf exponent $a$ for a model which incorporates a minimum allowable size $s_{\text{min}}$, and Gabaix’s determination of $a$ as $(1 - s_{\text{min}}/\bar{s})^{-1}$, where $\bar{s}$ is the mean size of cities. This identification is approximately valid under a ‘heavy-traffic’ regime of an underlying random walk, but it is not valid in general.

The second topic is the sense in which a Zipf exponent can be associated with the product Markov chain $(S_n: n = 0, 1, \ldots)$, where $S_n = \prod_{1}^{n} X_j$. This turns on identifying its invariant measures, and we find that there is an association with $a = 1$ independently of the form of the law of $X$.

There is some duplication of notation between sections, but no confusion will result from this.

### 2. General formulation

Throughout the paper, let $X$ be a positive random variable with a nondegenerate law, and let $X_1, X_2, \ldots$ be independent copies of $X$. Denote the distribution function of $X$ by $F$, and its support by $\text{supp}(F)$. Let $A$ be a proper subset of $\text{supp}(F)$ such that $p := P(X \in A) \in (0, 1)$. The random variable $N = \inf\{j: X_j \in A\}$ is a stopping time with respect to the sequence $\{X_j: j \geq 1\}$, and it has the geometric law

$$P(N = j) = (1 - p)^{j-1}p, \quad j \geq 1,$$

and

$$E[N] = p^{-1}.$$

Define the product $\Pi = \prod_{j=1}^{N-1} X_j$, where $\Pi = 1$ if $N = 1$. If $B_1, B_2, \ldots$ are Borel subsets of $(0, \infty)$ then

$$P(X_1 \in B_1, \ldots, X_{j-1} \in B_{j-1}, N = j) = F(A) \prod_{i=1}^{j-1} F(B_j \setminus A),$$

where the product is taken as unity if $j = 1$. It follows that

$$P(X_1 \in B_1, \ldots, X_{j-1} \in B_{j-1} \mid N = j) = \prod_{i=1}^{j-1} \frac{F(B_j \setminus A)}{1 - p},$$

i.e. the factors of $\Pi$ are conditionally independent given $N$.

The conditional distribution function of $X$, given $X \not\in A$, is

$$G_p(x) = \frac{F((0, x] \setminus A)}{1 - p}.$$
Let $Y$ be a generic random variable having this distribution function, and let $Y_1, Y_2, \ldots$ be independent copies of $Y$, and independent of $N$. Then

$$
\Pi \overset{D}= \prod_{j=1}^{N-1} Y_j,
$$

(2.1)

where ‘$\overset{D}=\,$’ denotes equality in distribution. In particular, if $U_j = \log Y_j$ then

$$
\log \Pi \overset{D}= \sum_{j=1}^{N-1} U_j,
$$

(2.2)

where an empty sum is defined to be 0. The right-hand side is a geometric sum of the kind studied in Gnedenko and Korolev (1996) and Kalashnikov (1997). Limit theorems for $\log \Pi$ can in principle be deduced as immediate consequences of the double-array transfer theorems described in Gnedenko and Korolev (1996, Chapter 4).

Specifically, suppose that $F$ depends on a positive-valued parameter $\zeta$ and that $p(\zeta) := p \to 0$ as $\zeta \to 0$. If we denote $N$ by $N_\zeta$ and let $n(\zeta) = [1/p(\zeta)]$, then it is evident that $N_\zeta/n(\zeta) \to \varepsilon$, where $\varepsilon$ has the standard exponential law Exp(1) and ‘$\overset{D}=\,$’ denotes convergence in distribution. Denote $U_j$ by $U_{\zeta,j}$ to emphasise the dependence of $G_p$ on $\zeta$. Thus, we have an indexed family of sequences $\{U_{\zeta,j}: j = 1, 2, \ldots, \zeta > 0\}$ and random products $\Pi_{\zeta}$. Let $k(\zeta)$ be a family of positive constants such that if $S_{\zeta,j} = \sum_{i=1}^{j-1} U_{\zeta,i}/k(\zeta)$ then there is a nonnegative random variable $V$ such that, as $\zeta \to 0$,

$$
S_{\zeta,n(\zeta)} \overset{D}= V.
$$

(2.3)

Theorem 4.1.1 of Gnedenko and Korolev (1996) holds with their sequences $\{a_n\}$ and $\{b_n\}$ identically 0. Thus, we obtain the following result.

**Theorem 2.1.** If $p(\zeta) \to 0$ and (2.3) both hold as $\zeta \to 0$ then

$$
\frac{\log \Pi_{\zeta}}{k(\zeta)} \overset{D}= \varepsilon V
$$

and the factors in the limit are independent. The limit law is a mixture of exponential laws and, hence, it is infinitely divisible.

In another direction, denote the distribution function of $U_1$ by $J_p(y) = G_p(e^y)$, and its $j$-fold convolution by $J_p(y; j)$. Denote the survivor function of a distribution function, of $F$ say, by $F = 1 - F$. It follows from (2.1) that

$$
P(\log \Pi_\zeta > y) = p \sum_{j \geq 1} (1 - p)^{j-1} J_p(y; j - 1).
$$

In principle, the asymptotic form of the left-hand side as $x \to \infty$ can be deduced from this, or from related identities.
The factoid

As foreshadowed in Section 1, we fix integers \( n \geq 2 \) and \( i \in \delta_n := \{1, 2, \ldots, n\} \), and let \( X \) have the uniform law on \( \delta_n \). Define

\[ n?i = \prod_{j=1}^{N-1} X_j, \]

where \( N = \inf\{j : X_j = i\} \). The case \( n = 2 \) is trivial since \( P(2?2 = 1) = 1 \) and \( P(2?1 = 2^{j-1}) = 2^{-j} \). The latter relation is essentially the probability law of the payoff in the Petersberg game.

Taking \( A = \{i\} \) in Section 2, we see that \( Y \) has the uniform law on \( \delta_n \setminus \{i\} \). In particular, if \( t \) is real then \( E[Y^t] = M(t; n, i)/(n-1) \), where

\[ M(t; n, i) = \sum_{1 \leq j \leq n, j \neq i} j^t. \]

In the notation of Section 2, the parameter \( \zeta \) here is \( n-1 \) and \( p = \zeta \). It follows from (2.1) that

\[ \mu(t; n, i) := E[(n?i)^t] = n^{-1} \sum_{j \geq 1} (1 - n^{-1})^{j-1} (E[Y^t])^{j-1} = \frac{1}{n-M(t; n, i)}. \]

Our first result concerns the existence of moments.

**Theorem 3.1.** If \( n \geq 2 \) and \( 1 \leq i \leq n \), there exists positive constants \( \alpha(n, i) \) such that \( \mu(t; n, i) < \infty \) if and only if \( -\infty < t < \alpha(n, i) \). Moreover, if \( n \geq 3 \) then

\[ \alpha(n, 1) < \alpha(n, 2) < \cdots < \alpha(n, n) = \alpha(n-1, 1) < \cdots < \alpha(2, 1) = 1 < \alpha(2, 2) = \infty. \]

**Proof.** The function \( M(t; n, i) \) is defined and strictly increasing on the real line, and

\[ \lim_{t \to -\infty} M(t; n, i) = 0. \]

In addition, \( M(0; n, i) = n-1 \) and \( M(1; n, i) = n(n+1)/2 > n \). Hence, if \( (n, i) \neq (2, 2) \), the equation

\[ M(t; n, i) = n \]

has a unique solution \( \alpha(n, i) \) in \((0, 1]\). So the denominator in (3.1) is positive if \( t < \alpha(n, i) \), and the first assertion follows from these properties. The inequalities in (3.2) follow because \( M(t; n, i) \) decreases as \( i \) increases, and the equality \( \alpha(n, n) = \alpha(n-1, 1) \) follows because the equation \( M(t; n, n) = n \) is the same as \( M(t; n-1, 1) = n-1 \).

Table 1 exhibits the critical exponents \( \alpha(n, i) \) for \( n \leq 5 \). Theorem 3.1 immediately shows that \( n?i \) has a heavy upper tail. It is clear from (3.3) that \( t_n := \alpha(n, 1) \to 0 \) as \( n \to \infty \), and, hence, the linear order specified by (3.2) implies that \( \alpha(n, i) \to 0 \) uniformly with respect to \( i \in \delta_n \). Our next result determines the speed of this convergence.
Table 1: Illustrative values of the critical exponent $\alpha(n, i)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.448</td>
<td>0.269</td>
<td>0.185</td>
</tr>
<tr>
<td>2</td>
<td>$\infty$</td>
<td>0.631</td>
<td>0.326</td>
<td>0.210</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>1.000</td>
<td>0.382</td>
<td>0.231</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>–</td>
<td>0.448</td>
<td>0.250</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.269</td>
</tr>
</tbody>
</table>

**Theorem 3.2.** We have $\lim_{n \to \infty} (n \log n)\alpha(n, i) = 1$ uniformly with respect to $i \in S_n$.

**Proof.** Since $(n - 1) \log(n - 1)/n \log n \to 1$, the uniform convergence again follows from (3.2) once we show that $(n \log n)\alpha(n, i) \to 1$. To see this, note that

$$ \int_{j-1}^{j} x^t \, dx < j^t < \int_{j}^{j+1} x^t \, dx, $$

and sum over $j$ to obtain the bounds

$$ L_n(t) := \frac{n^{1+t} - 1}{1 + t} < M(t; n, 1) < U_n(t) := \frac{(n + 1)^{1+t} - 2^{1+t}}{1 + t}. $$

The integral definition of the bounds shows that they are strictly increasing in $t$. Hence, the solution $t_n'$ of $L_n(t) = n$ satisfies $t_n < t_n'$. This equation is

$$ 1 + t = n't - n^{-1} = e^{t \log n} - n^{-1}. $$

It follows that $t_n' \to 0$ as $n \to \infty$, for if not, there is a subsequence $\{t_{n(j)}\}$ bounded away from 0, and then the right-hand side of the equation for $n = n(j)$ grows unboundedly relative to the left-hand side as $j \to \infty$. It follows that $t_n' \log n \to 0$. Expanding the exponential term and cancelling the constant term thus yields $t = t'(\log n)(1 + o(1)) - n^{-1}$, i.e. $1 + 1/nt = (\log n)(1 + o(1))$. It follows that $1/nt_n' \sim \log n$, i.e. $t_n' \sim 1/n \log n$.

The unique solution $t_n''$ of $n = U_n(t)$ satisfies $t_n'' < t_n < t_n'$. Write this equation as

$$ 1 + t = \left(1 + \frac{1}{n}\right)e^{t \log(n+1)} - \left(\frac{2}{n}\right)(1 + o(t)) $$

and expand the exponential factor to obtain

$$ 1 + t = \left(1 + \frac{1}{n}\right)\left(1 + t \log n + O(n^{-2}) + O\left(\frac{1}{n}\right)\right) - \left(\frac{2}{n}\right)(1 + o(1)), $$

i.e. $t \sim t \log n - n^{-1} + O(n^{-2})$. Since $t = O(1/n \log n)$, we conclude that $t_n'' \sim 1/n \log n$. It follows that $t_n \sim 1/n \log n$. This completes the proof.

We might have expected this asymptotic form of the $\alpha(n, i)$ because the leading term in Stirling’s formula shows that $\log n! \sim n \log n$. Comparing values of $1/n \log n$ with those of $\alpha(n, 1)$ in Table 1 exhibits a poor approximation with such small values of $n$. Further analysis...
of the bounds used in the above proof shows that the asymptotic behaviour is approached rather slowly; \( \alpha(n, 1)n \log n - 1 \sim 1/\log n \).

One measure of ‘typical value’ of \( n?i \) is its geometric mean \( g(n, i) \). Applying Wald’s lemma for random sums to (2.2) yields

\[
E[\log(n?i)] = E[N - 1]E[\log Y] = \sum_{j=1, j\neq i}^{n} \log i = \log\left(\frac{n!}{i}\right).
\]

It follows that \( ig(n, i) = n! \), independent of \( i \). According to this measure, if we redefine the generalised factoid product to include the sentinel value \( i \), this measure of typical value is independent of the stopping rule.

Another measure of ‘typical value’ is the median, \( m(n, i) \). It seems possible to obtain only a rather rough estimate of \( m(n, i) \) for large \( n \). This comes from the following limit theorem.

**Theorem 3.3.** Let \( \lambda(n, i) = \log(n?i) \). Then \( \lambda(n, i)/n \log n \xrightarrow{d} \varepsilon \) uniformly with respect to \( i \in \delta_n \), where \( \varepsilon \sim \text{Exp}(1) \).

**Proof.** Begin by observing that, for \( \ell = 1, 2, \ldots \),

\[
E[U^\ell] = (n - 1)^{-1}\left(\sum_{j=2}^{n} (\log j)^\ell - (\log i)^\ell\right).
\]

It follows that \( \lim_{n \to \infty} E[(U/\log n)^\ell] = 1 \) uniformly with respect to \( i \in \delta_n \). In the notation of Section 2, let \( n(\xi) = n - 1 \) and \( k(\xi) = n \log n \), and write

\[
T_n = S_{\xi, n(\xi)} = \sum_{j=1}^{n-1} U_j/k(n).
\]

If \( \delta > 0 \) then Markov’s inequality asserts that \( P(|T_n - 1| > \delta) \leq \delta^{-2} E[(T_n - 1)^2] \). The expectation equals

\[
\frac{(n - 1) E[U^2] + (n - 1)(n - 2)E[U]^2}{(n \log n)^2} = \frac{2(n - 1) E[U]}{n \log n} + 1,
\]

and we now see that this quantity tends to 0 uniformly with respect to \( i \). It follows that (2.1) holds with \( V = 1 \), uniformly with respect to \( i \in \delta_n \), and the assertion now follows from Theorem 2.1.

Stirling’s formula implies that \( \log n! = (n \log n)(1 + o(1)) \) and, hence, Theorem 3.3 can be expressed as

\[
\lim_{n \to \infty} P\left(\frac{\log(n?i)}{\log(n!)} > x\right) = e^{-x}.
\]

This generalises the result of Hayes’ (2007a) simulation and calculation for the case in which \( i = x = 1 \). Combining the identity

\[
P\left(\frac{\log(n?i)}{\log(n!)} > \frac{\log m(n, i)}{\log(n!)}\right) = \frac{1}{2} = e^{-\log 2}
\]

with Theorem 3.3 yields a crude estimate of the median as \( \log m(n, i) \sim 0.693 \log n! \). This yields the estimate \( m(10, 1) \approx 35200 \), rather more than Hayes’ estimated value of 27000.
4. Factoid tails

Let \( S(x; n, i) = \Pr(n? i > x) \) denote the survivor function of the factoid. The asymptotic behaviour of this function can be elucidated with the help of some renewal theory. Let \( T(y; n, i) \) be the survivor function of \( \lambda(n, i) = \log(n? i) \). There are two atypical examples where \( \lambda(n, i) \) has a lattice law.

**Example 4.1.** We have seen that \( \Pr(2? 1 = 2^j) = 2^{-j-1} \) for \( j = 0, 1, \ldots \). Hence,

\[
T(y; 2, 1) = 2^{-j-1} \quad \text{if} \quad j \log 2 \leq y < (j + 1) \log 2.
\]

If we write \( y = j \log 2 + \delta(y) \) for such \( y \) then \( 0 \leq \delta(y) < \log 2 \) and \( T(y; 2, 1) = \frac{1}{2} \exp(-y + \delta(y)) \). It follows that \( S(x; 2, 1) = (2x)^{-1} \exp(\delta(\log x)) \). In particular,

\[
(2x)^{-1} \leq S(x; 2, 1) < x^{-1},
\]

and, hence, \( 2? 1 \) can be said to have a weak power law with exponent equal to \(-1\).

**Example 4.2.** Clearly \( 4? 3 \) takes values which are powers of 2. The equation which determines \( \alpha(4, 3) \) is \( 3 - 2^t - 4^t = 0 \), a quadratic equation for \( 2^t \). Algebra yields \( 3 - x - x^2 = (x_1 - x)(x_2 + x) \), where

\[
x_1 = \frac{1}{2}(\sqrt{13} - 1) = 1.3028 \quad \text{and} \quad x_2 = \frac{1}{2}(\sqrt{13} + 1) = 2.3028.
\]

The Laplace–Stieltjes transform of \( \lambda(4, 3) \) is \( \mu(-s) \), whence

\[
\mu(-s) = \frac{1}{\sqrt{13}} \left( \frac{1}{x_1 - x} + \frac{1}{x_2 + x} \right),
\]

where \( x = 2^{-s} \). Expanding as a power series in \( x \) yields

\[
\Pr(\lambda(4, 3) = j \log 2) = \frac{x_1^{-j-1} + (-x_2)^{-j-1}}{\sqrt{13}},
\]

and, hence,

\[
T(j \log 2; 4, 3) = \frac{1}{\sqrt{13}} \left( \frac{x_1^{-j}}{x_1 - 1} + \frac{(-x_2)^{-j}}{x_2 + 1} \right).
\]

So, finally, if \( \delta(y) \) is as defined above then

\[
T(y; 4, 3) = \frac{1}{\sqrt{13}} \left( \frac{x_1^{-\delta(y)/\log 2}}{x_1 - 1} + \frac{(-x_2)^{-\delta(y)/\log 2}}{x_2 + 1} \right)
\]

\[
= \frac{1}{\sqrt{13}} \left[ \frac{1}{x_1 - 1} \exp\left( -\frac{\log x_1}{\log 2} (y - \delta(y)) \right) + O\left( \exp\left( -\frac{\log x_2}{\log 2} \right) \right) \right]
\]

\[
= 0.9160e^{-0.3816(y - \delta(y))} + O(e^{-1.2034}),
\]

Since \( \alpha(4, 3) = \log x_1/\log 2 = 0.3816 \), it follows that

\[
S(x; 4, 3) = 0.9160x^{-\alpha(4, 3)}e^{\alpha(4, 3)\delta(\log x)} + O(x^{-1.034}),
\]

and, hence,

\[
0.9160 = \liminf_{x \to \infty} x^{\alpha(4, 3)} S(x; 4, 3) < 1.1933 = \limsup_{x \to \infty} x^{\alpha(4, 3)} S(x; 4, 3).
\]

If \( (n, i) \neq (2, 1), (4, 3) \) then it is evident that \( \lambda(n, i) \) has a nonlattice discrete law. Consequently, we might expect that a more precise result exists. Let \( A(n, i) = M(\alpha(n, i); n, i) \).
Theorem 4.1. If \((n, i) \neq (2, 1), (4, 3)\) then
\[
\lim_{x \to \infty} x^{\alpha(n, i)} S(x; n, i) = \frac{1}{A(n, i)\alpha(n, i)}.
\]

Proof. We will simplify the notation by omitting the argument \((n, i)\), in which case (3.1) becomes \(\mu(t) = (n - M(t))^{-1}\). The notation is further simplified by writing \(\kappa\) for \(\alpha(n, i)\), so that \(A(n, i) = M'(\kappa)\). The analytical structure of renewal theory can be invoked by writing
\[
n\mu(-s) = n E[e^{-s\lambda}] = \frac{n}{n - M(-s)} = \frac{1}{1 - \ell(s)},
\]
where \(\ell(s) = \int_0^\infty e^{-sy} L(dy)\) and \(L(dy)\) is the defective probability law which assigns mass \(n^{-1}\) to \(j\) for \(j = 1, \ldots, n\) but \(j \neq i\). It follows that
\[
P(\lambda \leq y) = (1 - L_\infty) \sum_{k \geq 0} L^*(k)(y),
\]
where \(L^*(k)\) denotes the \(k\)-fold convolution of the distribution function \(L\) and \(L_\infty = L(\infty) = 1 - n^{-1}\).

Following the notation in Feller (1971, p. 366), define the exponentially tilted distribution function \(L^#(dy) = e^{\kappa y} L(dy)\), whose first moment is
\[
\mu^# = \int_0^\infty y e^{\kappa y} L(dy) = n^{-1} \sum_{j \neq i} j^2 \log j = \frac{A(n, i)}{n}.
\]
It follows from Feller (1971, p. 377) that
\[
\lim_{y \to \infty} e^{\kappa y} P(\lambda > y) = \frac{1 - L_\infty}{\kappa \mu^#} = (\kappa A(n, i))^{-1},
\]
and the assertion follows.

Hayes (2007a) obtained the numerical estimate 0.07 for \(\alpha(10, 1)\). This is too high, as \(M(0.07; 10, 1) = 10.13\). Numerical calculation shows that 0.0624 < \(\alpha(10, 1) < 0.0625\) and \(M(0.0625; 10, 1) = 10.00027\). The asymptotic result of Theorem 3.2 can be recast as
\[
\lim_{n \to \infty} \alpha(n, i) \log n = 1.
\]
Numerical results give some credence to the conjecture that
\[
(1 + \log n!)^{-1} < \alpha(n, 1) < (\log n!)^{-1}.
\]
For example, this inequality yields 0.0621 < \(\alpha(10, 1) < 0.0662\).

We know that \(E[(n?i)^{\alpha(n, i)}] = \infty\). Details of the proof of Theorem 4.1 allow us to estimate the 'speed of divergence' of this moment. Let
\[
A_2(n, i) = M''(\alpha(n, i)) = \sum_{j \neq i} (\log j)^2 j^{\alpha(n, i)}.
\]

Theorem 4.2. If \((n, i) \neq (2, 1), (4, 3)\) then
\[
\lim_{x \to \infty} [E[(n?i)^{\alpha(n, i)}; n?i \leq x] - (A(n, i))^{-1} \log x] = \frac{A_2(n, i)}{2A_2(n, i)}.
\]
Proof. Using the notation in the proof of Theorem 4.1, we see from its definition that the
Laplace–Stieltjes transform of $L^\#$ is, for $s > 0$, equal to $\ell(s - \kappa)$. It follows from (4.1) that the
Laplace–Stieltjes transform of the renewal function $U$ generated by $L^\#$ is $n\mu(\kappa - s)$, i.e.

$$n \mathbb{E}[e^{\kappa \lambda}; \lambda \leq y] = U(y).$$

Since $L^\#$ has a finite second-order moment, it follows from the refined elementary renewal
theorem (Feller (1971, p. 366)) that

$$U(y) - y/\mu \# \xrightarrow{\text{d}} \int_0^\infty y^2 L^\#(dy)/2(\mu^#)^2.$$ 

The second-order moment equals $A^2(n, i)/n$ and the assertion follows.

5. A small factor stopping rule

In the notation of Section 2, let $A = [0, \zeta)$, let $F(0) = 0$, and let $F(x) > 0$ if $x > 0$. The
random factors $X_j$ can be interpreted as independent price relatives, in which case $\Pi_\xi$ is the
value of an initial unit investment immediately before the time $N_\zeta$ of the first ‘crash’. Thus,

$$p = F(\zeta),$$

and writing $G_{\zeta}$ for $G_p$ we have

$$G_{\zeta}(x) = \frac{F(x) - F(\zeta)}{1 - F(\zeta)}$$

and $G_{\zeta}(x) \to F(x)$ as $\zeta \to 0$.

If $\lambda := \mathbb{E}[\log X]$ is finite then, in the notation of Theorem 2.1, choosing $k(\zeta) = n(\zeta)$ we
see that $S_{\zeta,n(\zeta)} \xrightarrow{\text{d}} \lambda$. It follows that

$$F(\zeta) \log \Pi_{\zeta} \xrightarrow{\text{d}} \lambda \varepsilon, \quad \zeta \to 0.$$

In the case in which $\lambda = 0$, letting $k(\zeta) = \sqrt{n(\zeta)}$, it follows from the Lindeberg condition
for triangular arrays that (2.1) holds with $V = \sigma_1 Z$, where $\sigma_1^2 = \text{var}(\log X)$, assumed finite,
and $Z$ has the standard normal law. Theorem 2.1 then gives the following result.

Lemma 5.1. If $\lambda = 0$ and $\sigma_1^2 < \infty$ then

$$\sqrt{F(\zeta)} \log \Pi_{\zeta} \xrightarrow{\text{d}} \sigma_1 \varepsilon Z,$$

and the limit has the Cauchy law with characteristic function $(1 + \frac{1}{2} \sigma_1^2 t^2)^{-1}$.

In terms of the financial interpretation, it is of interest to consider the stopped product

$$\mathcal{P}_\zeta = \prod_{j=1}^{N_\zeta} X_j.$$ 

The derivation of (2.1) shows that $\mathcal{P}_\zeta \overset{\text{d}}{=} \Pi_\zeta V_{\zeta}$, where $V_{\zeta}$ is independent of $\Pi_\zeta$ with distribution function $P(X \leq x \mid X \leq \zeta) = F(x \wedge \zeta)/F(\zeta)$. If $0 < y \leq 1$ then

$$P\left(\frac{V_{\zeta}}{\zeta} \leq y\right) = \frac{F(\zeta y)}{F(\zeta)},$$

and the right-hand side has a limit as $\zeta \downarrow 0$ if and only if there is a constant $\delta \geq 0$ and
a slowly varying function $\ell$ such that $F(x) = x^\delta(1/x)$. In this case, $V_{\zeta}/\zeta \overset{\text{d}}{=} W$, where

$$P(W \leq y) = (y \wedge 1)^\delta.$$ 

So if $\delta > 0$ then, in the limit $\zeta \downarrow 0$, $\mathcal{P}_\zeta$ equals $\Pi_\zeta$ scaled down by an
independent factor $\zeta W$. It follows that log $\mathcal{P}_\zeta$ has the same limit law as log $\Pi_\zeta$. 

---
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Next we examine the moment function of $\Pi_{\zeta}$, which is computed as

$$M(t; \zeta) = \sum_{n \geq 1} E[\Pi_{\zeta}^n; N_{\xi} = n]$$

$$= \sum_{n \geq 1} p(1 - p)^{n-1} \left( \int_{0}^{\infty} x^t \, dG_{\zeta}(x) \right)^{n-1}$$

$$= p \sum_{n \geq 1} (m_{\zeta}(t))^{n-1},$$

(5.1)

where $m_{\zeta}(t) = \int_{0}^{\infty} x^t \, dF(x)$ and the integral is understood to be over $(\zeta, \infty)$. Write $m(t) = m_0(t)$, and let $t = \sup\{t \geq 0; m(t) < \infty\}$. The following is obvious.

**Lemma 5.2.** If $t > 0$ then the moment function $M(t; \zeta) < \infty$ if and only if $\tau > 0$ and $m_{\zeta}(t) < 1$. In this case,

$$M(t; \zeta) = \frac{p}{1 - m_{\zeta}(t)}.$$

The conditions of the lemma are satisfied for all $t$ if $F(1) = 1$ because $m_{\zeta}(t) \leq m(t) < 1$. In this case,

$$\lim_{t \to \infty} M(t; \zeta) = \frac{p}{P(X_1 \neq 1)}.$$

In the sequel we assume that $\tau > 0$ and that $F(1) < 1$, i.e. that $r_F := \sup\{x: F(x) < 1\} > 1$. Note that $m_{\zeta}(t)$ is continuous in $(0, \tau)$ and that it is possible to have $m(t) < \infty$. To see this, choose any $r > 0$ and $L(x)$ slowly varying at $\infty$ such that $\int_{1}^{\infty} x^{-1}L(x) \, dx < \infty$. There exist density functions $f(x)$ proportional to $x^{-1-\lambda}L(x)$ if $x \geq 1$.

To proceed further, observe that

$$m''(t) = \int_{0}^{\infty} (\log x)^2 x^t \, dF(x)$$

is finite if $0 < t < \tau$. Hence, each $m_{\zeta}$ is convex in $(0, \tau)$ and if $\zeta \in (0, r_F)$ then $m_{\zeta}(0) = 1 - p < 1$. Finally, $m_{\zeta}(t) \uparrow m(t)$ as $\zeta \downarrow 0$. The next result follows because $m_{\zeta}'(t) = \int_{0}^{\infty} (\log x)^t x^t \, dF(x)$ is finite for all $\zeta > 0$ and $t \in (0, \tau)$, $m_{\zeta}'(0)$ is continuous at $\zeta = 1$, and it is positive if $1 < \zeta < r_F$. Recall that $\lambda = E[\log X]$, and note that $\lambda < \infty$ since $\tau > 0$.

**Lemma 5.3.** Suppose that $0 < t < \tau$ and $0 \leq \zeta < r_F$. If $\lambda \geq 0$ then $m_{\zeta}$ is convex increasing in $(0, \tau)$. If $\lambda < 0$ then there exists a number $\xi' \in (0, 1)$ such that $m_{\zeta}'(0) > 0$ or $m_{\zeta}'(0) < 0$ if $\xi' < \zeta < r_F$ or, respectively, $0 < \zeta < \xi'$.

So if $m(t) \leq 1$ then $M(t; \zeta)$ is finite or infinite for all $0 < \zeta < r_F$ and $t \leq \tau$ or, respectively, $t > \tau$. This suggests the possibility that $\Pi_{\zeta}$ and $X$ are tail equivalent, and we examine this in Theorem 5.2, below.

The more typical case is where

$$m(t) > 1,$$

(5.2)

where we understand that $m(t) = \infty$ if $t = \infty$. If $m(t) = \infty$ then $m_{\zeta}(t) = \infty$ for all $\zeta \in (0, r_F)$. Suppose that $1 < m(t) < \infty$. Since $F$ is not degenerate, it is clear that $m_{\zeta}(t) \geq 1$ if $\zeta$ is sufficiently close to $0$ or, respectively, $r_F$. In more detail, since $m_{\zeta}(t)$ is a left-continuous function of $\zeta$, it follows that there exists a number $\xi \in (0, r_F)$ such
that \( m_\xi(t) > 1 \) or \( m_\xi(t) \leq 1 \) if \( 0 < \xi < \xi \) or, respectively, \( \xi \leq \xi < r_F \). So if \( \xi \geq \xi \) then \( m_\xi(t) < 1 \) for all \( t < \tau \), which is a case covered by Lemma 5.2.

Define \( \xi = 0 \) if \( m(\tau) = \infty \). In the sequel we assume that \( \xi > \xi \), i.e. that

\[
m_\xi(\tau) > 1.
\]

The following result is an obvious consequence of Lemma 5.3 and the continuity of \( m_\xi \).

**Lemma 5.4.** If \( \tau > 0 \) and (5.3) holds then there exists a critical exponent \( 0 < \alpha(\xi) \leq \tau \) such that

\[
m_\xi(\alpha(\xi)) = 1,
\]

and \( M(t; \xi) < \infty \) if and only if \( t < \alpha(\xi) \). In addition, \( \alpha(\xi) \) is nondecreasing in \( \xi \).

Theorem 5.1. Suppose that \( 0 < \tau \leq \infty \) and that (5.2) holds.

(i) If \( \lambda \geq 0 \) then \( \alpha(\xi) \downarrow \alpha := 0 \) as \( \xi \downarrow 0 \). If \( \lambda < 0 \) then \( \alpha(\xi) \downarrow \alpha(0) \), where \( \alpha \) is the unique positive solution of \( m(t) = 1 \).

(ii) If \( \lambda \neq 0 \) then

\[
\alpha(\xi) - \alpha \sim \frac{\phi(\xi)}{m'(\alpha)}, \quad \xi \downarrow 0,
\]

where \( \phi(\xi) = \int_0^\xi x^\alpha dF(x) \).

(iii) If \( \lambda = 0 \) and \( m''(0) < \infty \) then

\[
\alpha(\xi) \sim \sqrt{\frac{2\phi(\xi)}{m''(0)}}.
\]

Proof. Observe that \( m'(\alpha) = \int_0^\infty (\log x)x^\alpha dF(x) \) is finite and positive if \( \lambda \neq 0 \), since \( m(t) \) is strictly increasing at \( t = \alpha \). The identity \( m_\xi(\alpha(\xi)) = m(\alpha) = 1 \) can be expressed as

\[
\phi(\xi) = \int_0^\alpha (x^\alpha - x^\alpha) dF(x).
\]

The integrand equals

\[
x^\alpha(e^{(\alpha(\xi) - \alpha)})^\log x - 1 = (\alpha(\xi) - \alpha)x^\alpha(\log x + o(1)(\log x)^2).
\]

where the remainder term arises because \( \alpha \downarrow \tau \). Integration yields \( \phi(\xi) = (\alpha(\xi) - \alpha)(m'(\alpha) + o(1)) \), and (ii) follows since \( \phi(\xi) \rightarrow 0 \). If \( \lambda = 0 \) then \( \alpha = 0 \) and the assertion follows in a similar way using the second-order expansion

\[
x^\alpha(\xi) - 1 = \alpha(\xi) \log x + \frac{1}{2}\alpha^2(\xi)(\log x)^2(1 + o(1) \log x).
\]

We now fix \( \xi \in (0, r_F) \) and examine the survivor function \( \Pi(x) := P(\Pi_\xi > x) \). Adding some technical conditions allows us to verify the tail equivalence of \( \Pi_\xi \) and \( X \) in the case in which \( m_\xi(\tau) < 1 \). Let \( J(y) = F(e^y) \) and \( J_\xi(y) = P(\log Y \leq y) = G_\xi(e^y) \). Denote the
$n$-fold convolution power by, for example, $J^{*n}$, and integration over the real line is denoted simply as $\int$. Since
\[
\left( \int_{\mathbb{R}} x^t G_\xi(dx) \right)^n = \int e^{ty} J^*_\xi^m(dy),
\]
it follows from (5.1) that
\[
H(e^y) = p(\xi) \sum_{n \geq 1} (1 - p(\xi))^n J^*_\xi^m(y).
\]
(5.4)

Observing that $\tau$ is the abscissa of convergence of the moment generating function $\int e^{ty} dJ(y)$, we recall the definition of the convolution equivalence class $S_\tau$. Assume that $0 \leq \tau < \infty$ and that $r_F = \infty$. The distribution function $J$ has an exponential tail with rate $\tau$, written $J \in L_\tau$, if, for all real $y$,
\[
\lim_{z \to \infty} \frac{J(z - y)}{J(z)} = e^{\tau y}.
\]
If $J \in L_\tau$ and $m(\tau) < \infty$, we say that $J$ is convolution equivalent, written $J \in S_\tau$, if
\[
\lim_{y \to \infty} \frac{J^{*2}(y)}{J(y)} = 2m,
\]
where $m$ is finite.

See Pakes (2004) and the references therein for these concepts. A fundamental result of the theory is that $m = m(\tau)$. This result has long been known in the case of laws supported on the positive real line, although proofs in the early literature contain gaps. These are discussed in Foss and Korshunov (2007); see the remarks following their Theorem 4. Note, however, that the gap identified in Cline (1987, Lemma 2.3(ii)) (used to prove his Theorem 2.9) is claimed to be filled in Cline (1990), but this proof is faulty too. If $J$ is supported on the nonnegative half-line then, clearly, $J(y) \leq J^{*n}(y)$. The reverse of this inequality is implicitly used in line 6 of Cline’s second proof. Albin (2008, Proposition 1.1) showed that Lemma 2.3(ii) of Cline (1987) is not true in the generality it claims, and he stated and proved a correct version of it (see Albin (2008, Theorem 3.1)). Foss and Korshunov (2007, Theorem 3) gave a gap-free proof that $m = m(\tau)$ for the positive support case using ‘real analytic and probabilistic methods’, and under lesser assumptions. Pakes (2004, Corollary 2.1) derived the general result from the positive support case.

Let $H(y)$ denote the distribution function of log $\Pi_1 \xi$, so $H(y) = H(e^y)$. Theorem 5.2. Suppose that $0 < \xi < r_F$ is fixed, that $J \in L_\tau$, and that $m(\tau) < \infty$. If $m_\xi(\tau) < 1$ then $J \in S_\tau$ if and only if
\[
\lim_{x \to \infty} \frac{H(x)}{F(x)} = \frac{p(\xi)}{(1 - p(\xi))(1 - m_\xi(\tau))^2}.
\]
(5.5)
Each of these implies that $H \in S_\tau$.

Proof. Observe that if $y > \log \xi$ then $J_\xi(y) = \frac{J(y)}{(1 - p(\xi))}$ and, hence, that $J_\xi \in L_\tau$. Moreover, if $J \in S_\tau$, it follows from Lemma 2.4(i) of Pakes (2004) that $J_\xi \in S_\tau$. Identity (5.4) can be written as $H = \phi_\xi(J_\xi)$, where $\phi_\xi(s) = p(\xi)(1 - (1 - p(\xi)) a)^{-1}$ is the probability generating function of a geometric law. Our assumption that $m_\xi(\tau) < 1$ coincides with the
condition expressed as \( q M_G < 1 \) in Theorem 4.1 of Pakes (2007). It follows from this theorem that \( \lim_{y \to \infty} \frac{F(y)}{J(y)} = \phi_1(m_\tau(\alpha(\zeta))) \) (correcting a typo in Pakes’ statement). This is equivalent to (5.5). The other assertions follow directly from Theorem 4.1 of Pakes (2007).

Theorem 4.1 of Pakes (2007) asserts the converse that if \( H \in S_\tau \) then \( J \in S_\tau \) and (5.5) holds. See also Watanabe (2008) for a proof of this. Finally, Lemma 2.3 of Pakes (2004) implies that \( J \in S_\tau \) if \( F(x) = x - \tau \left( \exp \left( -c(\log x)\omega \right) \log x \right) - \delta L(\log x) \), where \( c \geq 0, \omega < 1, L \) is a normalised slowly varying function, and if \( c = 0 \) then either \( \delta > 1 \) or \( \delta = 1 \) and \( \int_1^\infty (L(y)/y) \, dy < \infty \). Thus, the tail equivalence in Theorem 5.2 holds if \( F \) is regularly varying with index \( \tau \) and with a restricted form of the slowly varying factor.

The proof of the following result for \( m_\tau(\tau) \geq 1 \) rests on the standard gambit of exponential tilting followed by a renewal theorem.

**Theorem 5.3.** Suppose that \( \zeta \in (0, r_F) \) is fixed and that either \( m_\tau(\tau) > 1 \) or \( m_\tau(\tau) = 1 \) and the one-sided derivative \( m'_\tau(\alpha(\zeta)) = m'_\tau(\tau -) \) is finite. If \( J \) is nonlattice then \( H(x) \sim C x^{-\alpha(\zeta)}, x \to \infty \), where \( C = (\alpha(\zeta)m'_\tau(\alpha(\zeta)))^{-1} \).

**Proof.** Recall that \( 0 < \alpha(\zeta) < \tau \leq \infty \) if \( m_\tau(\tau) > 1 \) and that \( \alpha(\zeta) = \tau < \infty \) if \( m_\tau(\tau) = 1 \). Let \( q = 1 - p(\zeta) \). The definition of \( \alpha(\zeta) \) can be written as \( q \int e^{\alpha(\zeta)y} \, dJ_\zeta(y) = 1 \), and, hence,

\[
K(y) := q \int_{-\infty}^{y} e^{\alpha(\zeta)z} \, dJ_\zeta(z)
\]

is a distribution function. We write the right-hand side of (5.4) as \( p(\zeta) \sum_{n=0} q^n (J \ast J^n)(y) \), and observing that \( K^{\ast n}(y) = q^n \int_{-\infty}^{y} e^{\alpha(\zeta)z} \, dJ^{\ast n}(z) \), a little algebra leads to the identity

\[
e^{\alpha(\zeta)y} H(e^y) = p(\zeta)q \sum_{n=0} q^n \int e^{\alpha(\zeta)y-z} J_\zeta(y-z) \, dK^{\ast n}(z) = p(\zeta)q \int \phi(y-z) \, dU(z),
\]

where \( \phi(y) = e^{\alpha(\zeta)y} J_\zeta(y) \) and \( U(y) = \sum_{n=0} K^{\ast n}(y) \) is a renewal function.

Note that \( \phi(y) = 0 \) if \( y < \zeta \) and that

\[
\phi(y) = e^{\alpha(\zeta)y} \int_{y}^{\infty} dJ_\zeta(z) \leq \int_{y}^{\infty} e^{\alpha(\zeta)z} \, dJ_\zeta(z).
\]

It follows that the upper bound decreases to 0 as \( y \uparrow \infty \) and that \( \phi \) is bounded above by \( q^{-1} \). Hence, \( \phi \) is directly Riemann integrable, and if \( \zeta' \) is real then the dominated convergence theorem implies that

\[
\lim_{y \to \infty} \int_{-\infty}^{\zeta'} \phi(y-z) \, dU(z) = 0.
\]
The first-order moment
\[ \mu := \int y \, dK(y) \]
\[ = \int e^{\alpha(\zeta)y} \, dJ_\zeta(y) \]
\[ = \frac{1}{q} \int_\zeta^\infty (\log x)x^{\alpha(\zeta)} \, dF(x) \]
\[ = m'(\alpha(\zeta)) \frac{q}{q} \]
is positive, and it is finite since \( \alpha(\zeta) < \infty \). A minor alteration of the details of the key renewal theorem (cf. Asmussen (2003, p. 300)) shows that
\[ \int_\zeta^\infty \phi(y-z) \, dU(z) = 1 + o(1) \]
\[ \mu \int_\zeta^\infty \phi(y-z) \, d\zeta \]
\[ \rightarrow \mu^{-1} \int \phi(u) \, du, \quad y \rightarrow \infty. \]

The integral equals
\[ \int e^{\alpha(\zeta)y} \int_y^\infty dJ_\zeta(u) \, dy = (\alpha(\zeta))^{-1} \int e^{\alpha(\zeta)u} \, dJ_\zeta(u) \]
\[ = (\alpha(\zeta))^{-1} \int_\zeta^\infty x^{\alpha(\zeta)} \, dG_\zeta(x) \]
\[ = q m(\zeta) \]
\[ (qm(\zeta))^{-1}. \]

The assertion follows.

6. City sizes and Zipf’s law

Suppose that the population sizes of many cities are ranked in descending order of size, so that rank \( r = 1 \) denotes the largest size, and so on. If \( C(r) \) denotes the population size corresponding to rank \( r \) then a consistent empirical finding is that \( C(r) \propto r^{-\alpha} \), where \( \alpha > 0 \).

This relation is often called Zipf’s law. In addition, the (Zipf) exponent \( \alpha \) is often close to unity.

For example, Gabaix (1999) found that \( \alpha = 1.005 \) for the 135 largest US metropolitan areas in 1991. As an explanation, he postulated that the size of a city evolves in a multiplicative manner; thus, the size \( S_n \) at time \( n \) satisfies \( S_{n+1} = S_n X_n \), where the \( X_n \) are as in Section 2. This is Gibrat’s law of proportionate effect. Gabaix recognised that this allows the possibility of arbitrarily small sizes. He avoided this by positing a lower bound \( s_{\text{min}} > 0 \) and modifying the above recursion to \( S_{n+1} = S_n X_{n+1} \vee s_{\text{min}} \); see Gabaix (1999, p. 749). Suppose that \( F(0) = 0 \).

If \( W_n := \log(S_n/s_{\text{min}}) \) and \( Z_n := \log X_n \), then it is easy to check that \( W_{n+1} = (W_n + Z_{n+1}) \vee 0 \), a random walk reflected at the origin.

Noting that \( \lambda = E[Z_n] \), it is known that if \( \lambda < 0 \) then this random walk has a limiting-stationary law \( \omega(y) = P(W_\infty \leq y) \), where \( W_\infty \) denotes the limit in law of \( \{W_n\} \). Thus, the
limit in law of the size process is \( S_\infty = s_{\min} \exp(W_\infty) \), and its survivor function is

\[
\overline{\sigma}(x) := P(S_\infty > x) = P(W_\infty > \log x - \log s_{\min}).
\]

The asymptotic behaviour of the right-hand side can be deduced from existing results about the random walk as follows. Let \( R_0 = 0 \) and \( R_n = \sum_{j=1}^n Z_j \) \((n \geq 1)\) denote the underlying unrestricted random walk, and let \( M := \sup_{x \geq 0} R_n \). A key result is that \( W_\infty \approx M \), and the tail behaviour of the supremum \( M \) has been much studied in the queueing and random walk literature. The results we need are given the most coherent form in Korshunov (1997). In the notation of Section 5, \( m(t) = \mathbb{E}[\exp(tZ_1)] \), so what he calls the Cramér case is the existence of the number \( \alpha > 0 \) such that \( m(\alpha) = 1 \) and the additional assumption that \( m'(\alpha) < \infty \). In this case, \( \overline{\sigma}(y) \approx Ce^{-\alpha y} \) as \( y \to \infty \), where \( C \) is a positive constant whose determination involves the law of the first ascending ladder height of the random walk \( \{R_n\} \).

It follows that

\[
\overline{\sigma}(x) \sim C \left( \frac{x}{s_{\min}} \right)^{-\alpha}, \quad x \to \infty.
\]

In particular, the barrier \( s_{\min} \) alters the constant of proportionality, but it has no effect on the tail Zipf exponent \( \alpha = \alpha \). This point is important because it contradicts Gabaix’s determination of the exponent as \( (1 - s_{\min}/\tilde{s})^{-1} \), where \( \tilde{s} = \mathbb{E}[S_\infty] \). This expectation depends on the increment in a very complicated way. However, the two determinations of the Zipf exponent can be reconciled within fairly narrow constraints, as we now explain.

Gabaix (1999) did not follow the above route; instead he replaced the random walk with the regulated Brownian motion (RBM) process,

\[
R_t := \sup_{0 \leq s \leq t} (B_t - B_s),
\]

where \( B_t = \sigma w_t - \mu, \mu, \sigma > 0 \), and \((w_t : t \geq 0)\) is a standard Brownian motion process. (Note that Gabaix wrote \( \mu \) for our \( -\mu \).) See Harrison (1985, p. 14) for the definition of the RBM process and the fact that it has a limiting/stationary law which is the exponential with mean \( \alpha^{-1} := \sigma^2/2\mu \). The RBM process arises as the weak limit of a sequence of reflecting random walks with negative drifts which approach 0. Gabaix used this exponential limit law in place of \( \omega \), and this amounts to invoking a heavy-traffic approximation familiar in queueing theory. In its simplest terms, \( m(t) \) is replaced by its three-term Maclaurin expansion, \( 1 + \lambda t + \frac{1}{2}t^2(\nu + \lambda^2) \), where \( \nu = \text{var}(Z_1) \), whence the approximation \( \alpha \approx -2\lambda/\nu \) if \( \lambda \approx 0 \).

If \( \varepsilon \) has the standard exponential law then Gabaix’s (1999, p. 749 50) account can be understood as taking \( S_\infty = s_{\min}\varepsilon^{1/\alpha} \). A first consequence is that

\[
P(S_\infty > x) = P\left( \varepsilon \alpha \log \left( \frac{x}{s_{\min}} \right) \right) = \left( \frac{x}{s_{\min}} \right)^{-\alpha},
\]

i.e. that \( \alpha \) as defined above is the Zipf exponent for the RBM model. A second consequence is that

\[
\tilde{s} = \frac{s_{\min}}{1 - \alpha^{-1}},
\]

provided that \( \alpha > 1 \). In this case, \( \alpha = (1 - s_{\min}/\tilde{s})^{-1} \).

This reconstruction of Gabaix (1999) yields his identification of the Zipf exponent \( \alpha \) in terms of the limiting mean city size \( \tilde{s} \) and the base size \( s_{\min} \). Thus, \( \alpha \approx 1 \) if \( \tilde{s} \gg s_{\min} \). In terms of the RBM parameters, these conditions are that \( \sigma^2 - 2\mu \) is positive and close to 0. Observed city
sizes allow estimation of \( \bar{s} \) and \( \alpha \), and these may be used to estimate \( s_{\min} \). This could provide one check on the adequacy of Gabaix’s model.

The heavy-traffic approximation and the RBM evaluation of the Zipf exponent coincide if \( \mu = -\lambda \) and \( \sigma^2 = \nu \), i.e., if \( \alpha = \alpha' \); see Asmussen (2003, p. 287). However, an example shows that Gabaix’s determination does not hold in general. Denote the distribution function of the \( Z_k \)'s, the increments of the underlying random walk, by \( J(y) \). Let \( \mu > 0 \) and \( 0 < \beta < 1 \), and suppose that

\[
\int_{0}^{\infty} y \, dJ(y) + \beta / \mu, \quad \text{and if } D < 0 \text{ then the limit } W_{\infty} \text{ exists and } \omega(y) = 1 - qe^{-\alpha y} (y \geq 0),
\]

where \( \alpha \) is the unique solution in \((0, \mu)\) of the equation \( 1 - c(s) = \beta \mu / (\mu - s) \), where \( c(s) = \int_{0}^{\infty} e^{\alpha y} \, dJ(y) \), and \( q = 1 - \alpha / \mu \). This gives the exact power law for \( S_{\infty} \), \( \sigma(x) = q(x/s_{\min})^{-\alpha} \), and \( P(S_{\infty} = s_{\min}) = 1 - q \). In addition, if \( \alpha > 1 \) then \( \bar{s} = s_{\min}(1 + q/(\alpha - 1)) \), and, hence,

\[
\left(1 - \frac{s_{\min}}{\bar{s}}\right)^{-1} = 1 + \frac{\alpha - 1}{q} > \alpha.
\]

The product sequence \( \{S_n\} \) is clearly a Markov chain with a state space \( \mathcal{S} \) which should be chosen as \([0, \infty)\) if \( F(0) > 0 \) and \((0, \infty)\) if \( F(0) = 0 \). Denote the transition kernel of this product chain by

\[
K(A | z) = P(S_{n+1} \in A | S_n = z) = F\left(\frac{A}{z}\right),
\]

where \( A \) is a Borel subset of \( \mathcal{S} \), \( A/z := \{x/z : x \in A\} \), and \( F(\cdot) = P(X \in \cdot) \). Gabaix (1999, p. 744) effectively asserted that if \( E[X] = 1 \) then the measure \( \mu \) defined by

\[
\mu(A) = \int_A \frac{dz}{z}
\]

is a stationary law for the product chain. Moreover, he asserted that this explains the occurrence of Zipf’s law with its unit exponent. There are two problems with this account. The first is that \( \mu \) is an infinite measure and the product chain does not have a stationary law. The second is that there appears to be a conflation of the exponent of the tail of a power law and that of its density function.

If \( F(0) > 0 \) then clearly the state \( \{0\} \) is absorbing and its hitting time is almost surely finite. If \( F(0) = 0 \) then \( \{0\} \) is never hit, and the classification theory for random walks implies that

\[
P\left( \lim_{n \to \infty} S_n = \infty \cup \lim_{n \to \infty} S_n = 0 \right) = 1.
\]

We will see in Theorem 6.1, below, that Gabaix’s assertion about \( \mu \) can be rendered as asserting that the measure \( \mu \) is invariant provided only that \( F(0) = 0 \). But first we check the existence of desirable regularity properties. We use the notation \( E_z[\cdot] = E[\cdot | S_0 = z] \).

If \( h \) is a (Borel) measurable function and bounded on \( \mathcal{S} \) then \( E_z[h(S_1)] = E[h(zX)] \) is finite. If \( h \) is also continuous then so is \( E_z[h(S_1)] \), and, hence, the product chain is weak Feller (Meyn and Tweedie (1993, p. 128)). Say that the product chain is strong Feller if \( E_z[h(S_1)] \) is continuous whenever \( h \) is bounded and measurable. Demonstrating this property needs the invariant measure result foreshadowed above, so we state and prove it here.

**Theorem 6.1.** Assume that \( F \) is nondegenerate. The measure (6.1) is invariant for the product chain if and only if \( F(0) = 0 \).
The product Markov chain is strong Feller if and only if Theorem 6.2. The assertion follows.

This inequality implies that \( F(T a) \) tails of stopped random products 1177 hence, the integral term equals

\[
I(A) := \int_0^\infty \frac{F(b/z) - F(a/z)}{z} \, dz = \int_0^\infty \frac{F(bv) - F(av)}{v} \, dv,
\]

a Frullani integral. The detailed evaluation of Frullani integrals depends on specific properties of the integrand function; compare the treatments of Bingham et al. (1987, p. 35) and Jeffreys and Jeffreys (1962, p. 406). Since \( F \) is a distribution function, we can argue as follows (as in Hardy (1901, Section 2)). If \( \epsilon > 0 \) then the infinite integral \( I(A) \) is the limit as \( \epsilon \to 0 \) of the integral over \([\epsilon, \epsilon^{-1}]\) and changing variables in an obvious way (e.g. \( u = bv \)) yields the evaluation

\[
I(A) = \lim_{\epsilon \to 0} \left( \int_{a/\epsilon}^{b/\epsilon} \frac{F(u)}{u} \, du - \int_{a\epsilon}^{b\epsilon} \frac{F(u)}{u} \, du \right)
= (F(\infty) - F(0+)) \log \left( \frac{b}{a} \right)
= (1 - F(0)) \mu(A).
\]

The assertion follows.

Our next result is very closely related to Proposition 6.1.3 of Meyn and Tweedie (1993). Note that the proof of Theorem 6.1 shows that \( \mu \) is super-invariant for any \( F \).

**Theorem 6.2.** The product Markov chain is strong Feller if and only if \( F \) is absolutely continuous in \((0, \infty)\) with respect to the Lebesgue measure.

**Proof.** If \( F \) has this property then

\[
E_z[h(S_1)] = h(0)F(0) + E[h(e^{\log z + \log X}; X > 0)] = h(0)F(0) + \int h(e^u)g(u - \log z) \, du,
\]

where \( g(u) = e^uF'(e^u) \) is the density of the law of \( Z \) restricted to the real line. So if \( \delta \) is real then

\[
|E_{z+\delta}[h(S_1)] - E_z[h(S_1)]| \leq \sup_{z \geq 0} |h(z)| \left( \int |g(u - \log(z + \delta)) - g(u - \log z)| \, du \right).
\]

and the integral term tends to 0 uniformly with respect to \( z \in \mathcal{R} = (-\infty, \infty) \) as \( \delta \to 0 \), as shown in Theorem 9.5 of Rudin (1974, p. 196). Thus, \( \{S_n\} \) is strong Feller.

To prove the converse, note that the strong Feller property is equivalent to the lower semicontinuity for all Borel \( A \) of \( K(A \mid z) \) (Meyn and Tweedie (1993, p. 128). Choose \( A \subset (0, \infty) \) such that \( \xi = F(A) > 0 \). Lower semicontinuity implies that there is an open neighbourhood of unity, denoted by \( I \), such that \( K(A \mid z) \geq \frac{1}{2}K(A \mid 1) = \xi/2 \) for all \( x \in I \). Since the measure (6.1) is super-invariant, it follows that

\[
\infty > \mu(A) \geq \int_0^\infty K(A \mid z) \mu(dz) \geq \int_I K(A \mid z) \mu(dz) \geq \frac{1}{2} \xi \mu(I) > 0.
\]

This inequality implies that \( F \) is absolutely continuous in \((0, \infty)\) with respect to \( \mu \), and the converse assertion follows.
The question we now address is that of uniqueness of invariant measures. If we accept that 0 ∈ S then it is clear that the point mass at [0] is invariant. We will ignore this contingency, and restrict the search to nontrivial measures. We need to distinguish the cases where the underlying random walk is arithmetic and nonarithmetic. In the former case we can, with no loss of generality, assume that there is a number Q > 1 such that \( S = \{ Q^i : i = 0, \pm 1, \ldots \} \) is the essential range of X. So if \( S_0 \in S \) then \( S_n \in S \) for all \( n \). Let \( f_i = P(X = Q^i) \), and assume that the discrete law assigning mass \( f_i \) to \( i \) has unit maximal span. Thus, the product chain becomes a discrete-state Markov chain with one-step transition probability

\[
p_{ij} = P(S_{n+1} = Q^j \mid S_n = Q^i) = P(X = Q^{j-i}) = f_{j-i}.
\]

(6.2)

Since the state space is discrete, it makes sense to restrict attention to discrete invariant measures. The right-hand side of (6.2) is the transition probability for a random walk on the integers. It is known that the counting measure is invariant for any such random walk, so it follows that assigning a constant mass to states \( Q^i \) gives an invariant measure for the product chain. The maximal span assumption ensures that the random walk is irreducible, so if it is recurrent then this invariant measure is unique (i.e. up to a constant multiplier, which convention will be understood in the sequel). This is the case if \( \lambda = 0 \).

If the random walk is transient then it can be the case that there exists a positive number \( \rho \neq 1 \) such that

\[
\sum_i f_i \rho^i = 1.
\]

(6.3)

A necessary condition is that \( f_{|i|} \) decreases faster than some geometric sequence. If (6.3) is satisfied then

\[
\sum_i \rho^{-i} p_{ij} = \rho^{-j} \sum_i \rho^{j-i} f_{j-i} = \rho^{-j}.
\]

Hence, allocating mass \( \rho^{-i} \) to \( Q^i \) yields another invariant measure, and convex combinations of these two measures are invariant. It follows from a result used to prove Theorem 6.3, below, that these are the only possibilities and, hence, that the counting measure is unique if (6.3) has no solution.

Now assume that the underlying random walk is nonarithmetic. If it is recurrent then intervals are recurrent sets (i.e. almost surely, the random walk hits every interval infinitely often). It follows that open sets are recurrent. The same is obviously true for the product chain, and since it has an invariant measure, it follows that it is Harris recurrent (i.e. \( \mu(A) > 0 \) implies that A is recurrent). It further follows that \( \mu \) specified by (6.1) is the unique super-invariant measure (Revuz and Yor (1991, p. 395)).

There seems to be almost no general theory about invariant measures for transient Markov chains. Examples show that invariant measures may not exist, exist uniquely, or exist in abundance. The following result resolves our case in some generality, and it reveals the sense in which power-tail functions are associated with the product chain.

**Theorem 6.3.** Suppose that \( F(0) = 0 \) and that \( \delta \) is the smallest multiplicative group containing \( \text{supp}(F) \). If \( \mu \) is invariant and assigns finite measure to compact subsets of \( \delta \), then \( \mu(\text{dx}) = \phi(x) \text{dx} \), where

\[
\phi(x) = \int_{A(F)} x^{-1-a} \xi(da)
\]

(6.4)

and \( \xi \) is a measure supported in

\[
A(F) := \{ a \in R : m(a) = 1 \}.
\]

(6.5)
Thus, (6.6) takes the form

\[ \mu(dx) = (C_1 x^{-1} + C_2 x^{-1-a}) \, dx, \]

where \( C_1, C_2 \geq 0 \) and \( C_1 + C_2 > 0 \).

Remarks. (i) The set \( \mathcal{A}(F) \) contains \([0]\) and it may contain a distinct second element \([\alpha]\) such that \( m(\alpha) = 1 \). If this holds then the most general invariant measure is

\[ \mu(dx) = (C_1 x^{-1} + C_2 x^{-1-a}) \, dx, \]

(ii) The assumption of Theorem 6.3 is met if \( \text{supp} (F) \) contains an interval.

Proof of Theorem 6.3. If \( A \) is a Borel subset of \( \mathcal{S} \) then

\[ \mu(A) = \int_{\mathcal{S}} \int_{A/x} F(dy) \mu(dx) = \int_{\mathcal{S}} \int_{A/v} \mu(dx) F(dy), \]

since \( v \in A/x \) if and only if \( x \in A/v \). Define the measure \( \nu \) on \( \mathcal{R} \) by \( \nu(B) = \mu(e^{-B}) \), where \( e^{-B} = \{ x : x = e^{-y}, y \in B \} \) with \( B \) a Borel subset of \( \mathcal{R} \). Similarly, let \( \sigma(B) = F(e^{B}) \), so if \( v = e^{y} \) then \( \sigma(dy) = F(dy) \). The inner integral on the right-hand side of (6.6) equals

\[ \int_{\mathcal{S}} \mathbf{1}_{\exp(-y+B)}(x) \mu(dx) = \nu(y + B). \]

Thus, (6.6) takes the form

\[ \nu(B) = \int_{\mathcal{R}} \nu(y + B) \sigma(dy), \]

an integrated Cauchy functional equation.

The assumption relating \( \mathcal{S} \) and \( \text{supp} (F) \) is equivalent to \( \mathcal{R} \) being the smallest closed additive subgroup containing \( \text{supp} (\sigma) \). It follows from Theorem 9.5.3 of Ramachandran and Lau (1991, p. 231) that \( \nu(dy) = h(y) \, dy \), where \( h(y) = \int_{\mathcal{A}(F)} e^{\theta y} \, \theta(du) \) and \( \theta \) is a measure supported in \( \mathcal{A}(F) \); note that \( \mathcal{A}(F) \) defined in (6.5) coincides with the set \( \{ a \in \mathcal{R} : \int_{\mathcal{R}} e^{\theta y} \, \sigma(dy) = 1 \} \). Thus, the density of \( \nu \) (with respect to the Lebesgue measure) is a mixture of exponential functions \( e^{\theta y} \). It follows that \( \mu \) is absolutely continuous and that its density is obtained from the inverse map \( y = -\log x \) as

\[ \frac{dy}{dx} e^{\alpha(-\log x)} = x^{1-a}, \]

and (6.4) follows.

Conversely, if \( \alpha \neq 0 \) exists then taking \( A = (a, b] \) in (6.6) it is easy to show that \( \mu(dx) = x^{1-a} \, dx \) is invariant. This completes the proof.

An interpretation of invariant measures as a statistical equilibrium of an infinite system of noninteracting particles is due to Derman (1955, Theorem 2) in the case of Markov chains having a countable state space. An extension to more general cases is described briefly in Daley and Vere-Jones (1988, pp. 421–2). Applied to the product chain, identify cities with their sizes as points in \( \mathcal{S} = (0, \infty) \). Assume that at time \( n = 0 \) there are infinitely many cities whose sizes comprise a Poisson(\( \mu \)) random field. This means that there is a random measure \( N_0(\cdot) \) defined on Borel subsets \( A \) of \( \mathcal{S} \) such that \( N_0(A) \sim \text{Po}(\mu(A)) \), and if \( A_1, \ldots, A_k \) \( (k = 2, 3, \ldots) \) are disjoint then \( N_0(A_1), \ldots, N_0(A_k) \) are independent. Assume further that the sizes of a given city at times \( n = 1, 2, \ldots \) evolve according to the product chain, and that the evolutions of differing cities are independent. If \( \mu \) is the invariant measure in Theorem 6.3 and if \( N_n(A) \) is the number of cities at time \( n \) with sizes in \( A \), then \( N_n(\cdot) \) is a Poisson(\( \mu \)) random field.
Now suppose that \( \lambda < 0 \). So if \( A(F) \) defined in (6.5) contains two elements then the second one is \( \alpha > 0 \). If \( b > 0 \) is fixed and \( A = (x, x + b] \), then it follows from Theorem 6.3 that

\[
E[N_n(A)] = C_1 \log \left(1 + \frac{b}{x}\right) + \left(\frac{C_2}{\alpha}\right)x^{-\alpha} \left(1 - \left(1 + \frac{b}{x}\right)^{-\alpha}\right)
\]

\[
= \frac{b}{x}(C_1 + C_2x^{-\alpha})(1 + o(x^{-1})), \quad x \to \infty.
\]

This is a sense in which Zipf’s law holds with unit exponent independently of the form of \( F \).
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