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A CENTRAL LIMIT THEOREM FOR 
MULTIPLICATIVE SYSTEMS 

BY 

J. KOMLÔS 

Introduction. The central limit theorem was originally proved for independent 
random variables. The independence is a very strong notion and hard to check. 
There are various efforts to prove different theorems on independent variables 
(e.g. strong law of large numbers, central limit theorem, the law of iterated 
logarithm, convergence theorem of Kolmogorov) under weaker conditions, like 
mixing, martingale-difference, orthogonality. Among these concepts the weakest 
one is orthogonality, but this ensures only the validity of law of large numbers. A 
useful concept of this type was introduced by Alexits [1] namely that of multi
plicative systems, defined as a sequence of random variables £l9 £ 2 , . . . satisfying 
the condition 

(1) ESiJi, ' • • f„ = 0 k = 1, 2, . . . ; H < i2 < • • • < ik. 

If, in addition, it satisfies 

(2) £fîfj = £fî£fî ( i * j ) 

it will be called an MS. A multiplicative system is called strongly multiplicative, 
if for i1<ia< • • • <ik 

(3) £^f2---^ = £ |W 2 - - -E&. 

Let us mention that a martingale-difference, i.e. a sequence satisfying 

(4) ESx = 0, E(Sn | *x L-i) = 0 

is multiplicative, supposing that the expectation on the left-hand side of (1) 
exists. Extending the central limit theorem for martingales, Doob [2] used the 
condition 

(5) £fi = *?, £(f » | Sl9. . . , fn_J = al 

Obviously a system satisfying (4) and (5) is strongly multiplicative, supposing 
that the expectations on the left of (1) and (3) exist. 

An example for a multiplicative system, which is not martingale-difference, is 
the trigonometric sequence cos nkx (on [0, 2TT] with Lebesgue measure) under the 
lacunarity condition nk+1lnk>2. If it satisfies the stronger condition nh¥Jnh^39 it 
is strongly multiplicative. 
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Alexits [3] showed that a bounded multiplicative system £n is a convergence 
system, i.e. the convergence of 2 cl implies the a.e. convergence of the series 

Ickik.(
l) 

Révész [4] and Gapuskin [5] proved the central limit theorem for bounded MS. 
Takahashi [6] proved that a bounded MS obeys the upper part of the law of iter
ated logarithm and Révész [7] showed that this is not true for bounded multipli
cative systems, i.e. condition (2) cannot be omitted. 

Neither can it be omitted in the case of central limit theorem, as it can be seen 
easily using the following remark. If a sequence £l9 f2,. . . is multiplicative then 
so is the sequence rj£l9 rjlj29 . . . if only rj is independent of the sequence f n. 

In this paper we are going to prove a central limit theorem for strongly multi
plicative systems satisfying the Lindeberg condition. We remark that this is the 
first theorem on multiplicative systems not assuming uniformly boundedness. 
Actually we do not exhaust the full strength of condition (3), we need condition 
(2) and a bound on the product expectations : 

(6) E$& • • • & < C* • £ £ « £ $ • • • E&. 

(6) is obviously satisfied in all the above mentioned cases (independence, martin
gales, boundedness), thus our theorem will contain all the above mentioned central 
limit theorems. 

1. The statement of the theorem. For the sake of generality we state our theorem 
for double arrays. We say that a double array XnJ (/2 = 1, 2 , . . . ; y = l , 2 , . . . , Nn) 
satisfies one of the above conditions if this condition holds within each row. 

THEOREM. If a double array XnJ satisfies conditions (1), (2), (6) and the Lindeberg 
condition: 

Nn r 
(7) lim 2 *l.i dP^O for any rj > 0, 

n->ao j=l J | X n . j | >if 

and if^f^ EX\t~\ for all n, then the distribution function of'Sn=]£i^i ^nj ten<^s 

to the standard normal distribution function. 

The structure of the proof basically agrees with that of Révész's proof [4] and 
can be formulated in the following way. We prove the following proposition, and 
check the validity of its assumptions. 

O In the meanwhile, Révész and the author proved that it is sufficient if (1) holds for only 
&=4, and the boundedness can be substituted by E^<K. 
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PROPOSITION. If a sequence £n satisfies the following conditions 

(A) £n(i+^)-i 
fc=i \ yjnl 

(B) I d l l l t l î f ^ ! in probability 
n 

(C) EJl ( l + — * ) < K = X(0, 

f/fe/t it follows the central limit theorem, i.e. the distribution function ofl/yn 2^-i f* 
te/îûfc to f/ie standard normal distribution function. 

While checking the validity of the assumptions we are going to use a Lemma and 
the following Lebesgue-type theorem. If a sequence £n of uniform integrable 
random variables converges to 0 in measure, then £ | fn | ->0. In particular 

ESn-*0. 
Recall that a sequence fn of real or complex valued random variables is called 

uniformly integrable if for any £>0 there is a positive number A>0 such that 

I \(n\dP<e for all n. 
J\Sn\>A 

(Actually this definition is slightly different from the usual one.) 
Clearly E | | n | 2 <K (n=1,2,...) implies the uniform integrability of the sequence 

*„. 

LEMMA. If the double array £nJ ( « = 1 , 2 , . . . ; y = l , 2 , . . . , Nn) of pairwise 
independent random variable satisfies the following conditions: 

ay /z-*oo; 

(iO î f IftJ'dP-O 
i - i J|i».ii<i 

as «->oo, f/ie/î taking 

we have 

Sn-ECn-+0 
in probability. 

If the variables are nonnegative, and E£n is bounded, then the pairwise inde
pendence of the variables can be replaced by uncorrelatedness. 

Nn 
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REMARK. (C) is implied by (6) but it can be ensured by different types of con
ditions. (6) is a condition on the dependence of the squares of the variables but if 
the variables themselves are limited in some way, we do not need further limita
tions on their relation. The most obvious example is the case of uniformly bounded 
variables, since \£n\<K implies (6) (and, of course, also the Lindeberg condition) 
but we do not need that strong bound. 

In the case of identically distributed variables it is sufficient if they have moment-
generating function, in the general case these functions should obviously be uniform 
in some way. 

We call a sequence exponentially bounded if for each real t there is a finite 
number K=K(t) for which 

Eéîn < K. 

This condition implies both (C) and the Lindeberg condition, thus an exponen
tially bounded MS satisfies the central limit theorem. 

2. Proof of the Theorem and the Lemma. We are making use of the following 
simple expansion: 

eix = (1 + ix)e -<*"'»-H<*> 

where \r(x)\ <\x\z for x real. By this expansion we have for given t 

e"*- = ft (l + ftXn.,)exp(-£ 2 Xlj+ I *tXnJ)\ 
3=1 \ 2 j j J 

= e-t%/*U(l + itXnti)+An9 

where 

An = IT (l + «tfr,..,)[exp(-£ 2 Xl,t+ 2 r(tXnJ)} - e ^ . 

We will use the notation Bn for the product Jjjl" (l+itXnj) and Cn for the 
square bracketed expression in the last equality. I.e. An=Bn-Cn. 

By (1) we have for the characteristic function of Sn 

EeitSn = e~t2/2+EAn, 

therefore it remains to show that 

EAn -> 0 as n -> oo, 

and according to the above mentioned Lebesgue-type theorem it is sufficient to 
show that An->0 in measure and An is uniformly integrable. 

Since 
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and eitS* is bounded, if B„ is uniformly integrable, then so is An. According to (6) 

E |BB|2 = E = EUV+tZXlJ \nv+itXnj 
I j 

< IT (l + Ct*EXltJ) £ expfe Ct2EX2
n\ = ec%% < oo, 

and hence Bn (and An) is uniformly integrable. 
We can complete the proof by showing 

An -> 0 in measure. 
We will show first that 

(8) 2 xl.i -+ 1 i n probability and 
3 

(9) J r ( t f n i , ) ->0 in probability, 

which imply that Cn->0 in probability. 
Since 

\Bn\
2 = 11(1 + ^ , , ) < exp^2 2 *n.>) ~+et2™ probability, 

we have 
P(\Bn\ > / / 2 + l ) -> 0 as n -> oo 

(we can say it is "bounded in probability"). 
Therefore (8) and (9) and An=BnCn imply 

P(\An\ >e)< P(\Bn\ > e^+\)+p(\Cn\ > j ^ 

tends to 0 as w->oo. 
I.e., it is sufficient to prove (8) and (9). 
We show that the lemma is applicable for the variables ^nJ=XltJ. They are 

nonnegative, uncorrected and 
Nn 

so it is enough to check (i) and (ii). 

l \ X^dP^O 
j J\Xn.i\>l 

by (7) (the Lindeberg condition). Choose 0<e<l arbitrary. 

l\ xi
n,idp = 2\ x^dp+zf x^dp 

, J | X » . j | < i t J\xnj\<n i Jn<\xn.i\<\ 

3 J j Jrj<\Xn.i\ 

if we take rj=yJeJ2 and n is large enough (according to (7) again). Thus the lemma 
implies (8). 
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For proving (9) we use the estimation \r(x)\ <£|x|3. 

2 r(tXnJ) £ \t\* 2 \XnJ* ^ \t\* max \XnJ £ X\ti. 
j I j l<3<Nn j 

Because of (8), it is enough to show that ma,x1^j^N \XnJ\-+0 in probability as 

«-*oo. 

p(max \XnJ >e)<2 P(\XnJ\ > a) < \ 2 f X\ti dP-+0 

by (7), proving our theorem. 

Proof of the Lemma. Define 

0 otherwise, 

t* ___ V £* 

(10) P ( f „ ^ O - > 0 by(i). 

(11) E ( i : - E a 2 = I V a r ( f * , ) ^ 2 £ ( C ) 2 = l f f 2 . , ^ - 0 by(ii). 

Therefore |*—£|*->0 in probability, which, together with (10) implies that 

f n—£|* -> 0 in probability. 

It remains to show that 
£ £ „ - £ £ - 0 . 

lEf.-JBfîl £ 2 I f £„., dP- ff*, dP I ^ 2 f l*« J ^p -* 0 
? IJ J I 0 •/||n.i|>l 

by (i), proving the first part of the lemma. 
If £n.j>0, /s£n is bounded and the pairwise independence is replaced by 

the proof remains the same, except (11) which is to change as follows: 

E(i*n-EÇy = E(z^-(Ett)2 

= 2 £ ( 0 2 + I Ei:jzk-(EO* 
Û l<j,k<Nn 

1*1-, 
Nn 

\2 < imhf+1 Eènjn.k-(Eo2 

3 3,k=l 

= ZE(Sti?+(ESn+E&(ESn-EO, 
5 

which tends to 0 as we have already proved (using only (i) and (ii)). 
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