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THE RING OF INVARIANTS OF MATRICES

YASUO TERANISHI

§ 1. Introduction

We denote by M(ή) the space of all n X n-matrices with their coef-

ficients in the complex number field C and by G the group of invertible

matrices GL(n, C). Let W — M(n)1 be the vector space of Z-tuples of n X

ra-matrices. We denote by p: G ~> GL(W) a rational representation of G

defined as follows:

P(S)(A(1\ A(2), , A(l)) = (SA(ΐ)S-\ SA(2)S~\ , SA^S'1)

if SeG, A(ΐ)eM(n) (£ = 1, 2, - •, /).

This action of G defines an action of G on an algebra C[W] = C[xo(l),

• , Xij(l)] of all polynomial functions on W. We denote by C[W]G the sub-

algebra of G invariant polynomials. This is a finitely generated subalgebra

of C[W].

If Z = 1 it is a classical result that this ring of invariants is a poly-

nomial ring in n variables. In fact the coefficients of characteristic poly-

nomial of the matrix X(ΐ) — (x^(l)) are algebraically independent invariants

and the ring of invariants is generated by them. By the Newton's formula

all coefficients of characteristic polynomial of X(ί) are expressed by n

traces

Tr(X(l)), Ίx(X\ΐj), . . . ,Tr(X(l)»),

and hence C[xi3(ί)]G is the polynomial ring generated by these traces.

Procesi [5] has shown the following important

THEOREM 1.1. The ring of invariants C[W]G is generated by all traces

Tr (X(h) X(ίj)) (j = 1, 2, •)> where X(h) - - X(ίj) runs all possible non-

commutative monomials.

The object of this paper is to determine the Poincare series of

and to determine generators of C[W]G for some cases.
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150 YASUO TERANISHI

The following notations are fixed throughout:

C the field of complex numbers

N additive semigroup of nonnegative integers

Q the field of rational numbers

For a complex number z, we denote by z its complex conjugate and set

e(z) = exp 2πV — 1 z.

The author expresses his hearty thanks to Dr. Daniele Montanari who

pointed out a mistake in the earlier version of this paper.

§2. Poincare series

We give C[W] the structure of Λ^-graded algebra by defining degxί;(£)

to be the £-th unit coordinate vector εk in Nι. Let

C[W] = φ C[W]d,
d£Nι

where C[WL is a vector space spanned over C by the monomials in C[W]

of degree d e Nι. Then C[W]G has the structure

C[W]G = 0 C[WYί ,
deN1

of an TV'-graded algebra given by

c[wγd = c[wr n c[W]d.

The Poincare series of C[VΓ]G! is the formal power series P(zu , zt)

in /-variables zu , zt defined by

where zd = zf1 z\ι with d = (dl9 , dt).

A theorem of Hilbert-Serre implies that P(zu , zt) is a rational func-

tion in / variables zu , zt. By using a classical method of Molien-Weyl,

we shall calculate this rational function.

For each diagonal unitary matrix ε with diagonal entries

Si, ε2, , εn ,

since \et\ = 1 (/ = 1, 2, , n), we can put ε̂  = e(φτ) (0 tίψi tί 1). We set

^ = Π W ~ e(^»
Kj

Then the normalized volume element on the group consisting of diagonal

unitary matrices is given by
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INVARIANTS OF MATRICES 151

dφn , [8] .
n\

We define polynomials in one variable z by

Δ(z) = J7 (βfe) — ze(ψ^f)

and

^(2) = Π (e(ψi) — zeiψj)) -

THEOREM 2.1. The Poincare series P(zl9 , zt) is

1 [l [l Δ^

Proof, Let f(z) be a polynomial in one variable z defined as

f(z) — det(/ r e — p(ε)z), In — the n X ^-identity matrix,

= (1 - zYΔ(z)Δ{z).

Then by the Molien-Weyl formula [8], the Poincare series P(zly - -, zL)

equals

1 Γ1 Γ1 ΔΔ
J- I I IΛΔJ T 7 1 1 / 1

I cLφ, - - aφn , Zj \ 1 .
7Z! Jo Jo / ( Z J /(2:J

By changing variables from φu , ^?i to ε1? , εn, we have

Γ

where Ck denotes the unit circle \εk\ — 1 in the complex ε^-plane. Thus

the Poincare series P(zu ,2Z) can be calculated in principle by means

of residues. Since

we have

χ
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where D(εl9 , εn) — \\i<5 (ε* — ε7)
2. And so we can rewrite Theorem 2.1 as

(2.2) P f e , . . . , * , )

— ( _ ]_)(w(n- l ) (7- l ) )/2 £ 1 1

/i! Π U ( 1 ~ *i)n(*i *I)<«<»-1»'» V 2 ; : / ^ /

x J " J n t r ^ •"dεn'
PROPOSITION 2.3. The Poincare series P(zl9 , zt) (I ̂ > 2) satisfies the

following functional equation

Proof Consider a rational function I{zu , zt) defined in \zx\ < 1, ,

\zt\ < 1 as follows

Jfo, . ., Zί) = ^2l,...^Xεi, , ejdε, dεn ,

where

Set inductively

J | e i | = l

Then we find that I^i, • • •, εn) is, as a function of εu holomorphic at εt = oo.

If |2,| > 1, , \zt\ > 1, we have

/(ZΓ1, • , 2Γ1) = f ί ^........(e,, • , ejde, den

= ( - 1 ) - 1 L L ί Ftu...,,,(ei, • • , ejde, dεn .
J Ci J Cn-l J Cn

B}̂  the Cauchy integral formula we have

and hence we obtain the result by 2.2.

We consider C[W] as a TV-graded algebra

C[W] = 0
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INVARIANTS OF MATRICES 153

by defining degXt^k) = 1 and define the Poincare series P(z) in one variable

z by

P(z) = P(z, , z) = Σ dime C[W]G

dz*.
deff

Then it follows from (2.2) that the Poincare series P(z) equals

(2.4) (_i)c»<«-i>(z-i»/2 1 ( \ X
n ! ( l - 2)»«2<«<«-i>«>/« V 2 ^ 7 ^ /

X f .. . f fa •• s») (-1 ) ( '-' )->J(ε,> •- . ,« , ) , . . ,
J J ( I L c f a - s e ^ - a / s O e , ) ) ' '

Let /i, , fm be a homogeneous system of parameters of the iV-graded

algebra C[VΠσ. By a theorem of Hochster and Roberts [4], C[W]G is a

free module over the polynomial ring C[fu , / J . Let φu , ψr be a

homogeneous system of generators of this module,

We claim that m = (/ — I)n2 + 1. For if 6 W, we denote by Gw the iso-

tropy subgroup of GL(n, C) at w. If Z ̂ > 2, there exists a dense open subset

U oΐ w such that Gw = {β}. Then it follows from a theorem of Rosenlicht

[6] that the transcendence degree of CfΫFp is equals dim W— dimG + 1,

This shows that m — (I — l)rc2 + 1. Formanek [1] has shown that the

field of rational invariants C(W)G is unirational of transcendence degree

(I - ΐ)n2 + 1.

We set

άegfi = dt, d{ £ - <; dm

deg ψj = ej, 0 — β2 ^ <I β r .

By Proposition 2.3, P(z) satisfies the following functional equation

p(Z-
1) = (-ιy-l)n2+ιznHP(z).

This equation is equivalent to

dγ + + dm - eΊ _ί+1 = nH + βί, i = 1, , r.

In particular we have

et + er_i + 1 = er, i = 1, , Z,

and
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(2.5) »2J=Σd;--Σe<.

Let a and β be the first and second Laurant coefficients of P(z) re-

spectively. Then the Laurant expansion of the Poincare series P(z) begins

with

P(z) = - — ^ - - - + • - - £ Ί — T + . . . .

By 2.5.9 Lemma (7), it follows that

(2.6) a = --- r --—
»1 * * ' »m

and

o = ^ f L i (rf; - 1) - 2
2d, . . dm

Then it follows from (2.5) that

( 2 . 7 ) 1 = " 2 - 1 .
a 2

We shall need the following important theorem due to Hubert [3].

THEOREM 2.8. Assume that some invariants Il9 , Iμ have a property

that their vanishing implies the vanishing of all invariants. Then the ring

of invariants is integral over the subring generated by Il9 , Iμ.

§ 3. The ring of invariants of 2 X 2 matrices

In this section we shall be concerned with the ring of invariants of

2 χ 2 matrices. Throughout this section we assume that I ̂ > 2.

PROPOSITION 3.1. (1) The Poincare series P2(z) is given by

ι-%ε - I)2

Λ 2(1- 1)1(1- zYΛdεJ2(1- 1)!(1 - z)u \dεJ (zε- I)1

(2) The Laurant expansion of P2(z) at a = 1 begins with

P (g) — __ L̂  ljZ-2 I 3[/ ljl-2 ,

(/ - 1)! 2U ~ '(1 - zψ-3 (I - 1 ) ! 22I(1 -"«)" " 4

u ftere [/ - l ] , . s = (i - l)Z(i + 1) (2Z - 4).
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INVARIANTS OF MATRICES 155

(3) If C[X(ΐ), • • , X(ΐ)]°Lm = θ r - i ΨtC[L ••,/«.,], where fu • - ,/« . ,

is α system of parameters of C[X(1), , X(Z)]G L ( 2 ), u e Λαi e

r _ [/-lL- 2

 4{f deg(/,)
( / - I ) ! /A 2 2 ί ' ] '

Proof. (1) follows from (2.4). By a direct computation, we see that

the first Laurant coefficient at z — 1 equals

[ ί - lL-2
(Z-1J12"-1 '

Then (2) follows from (2.7). (3) is an immediate consequence from (2) and

(2.6).

We denote by Cι a subring of C[X(ΐ), , X(l)]GL(2) generated by traces

Tr(X(ΐ)X(j)), 1 £ i, j ^ /, Ύr(X(i)l l £ i £ L

P R O P O S I T I O N 3.2. The ring of invariants C[X(ΐ), , X(l)]GL{2) is inte-

gral over Ct.

Proof. By Theorem 1.1, it is enough to show

(*) if Tr (A,A,) - Tr (A,) = 0 (A,, Aj e M(2, C\ 1 ̂  i, j £ I),

Tr (AnAί2 . Aιk) - 0 for any k, 1 ^ i,, , ίk < I.

We shall prove (*) by induction on /. By making the substitution At -^

BA^B-1 (BeGL(2, C)\ we can assume A, = 0 or A, = β JV

If Ai = 0, by the inductive hypothesis (*) is true. If Ax = (~ rλ, we

have A, - (® QΛ, α, e C ( l ^ i ^ /)• Because T r C A ^ J - 0 and A; - 0.

1 ^ i <: Z. This shows that Tr (AuAί2 Aίk) = 0. This completes the

proof.

If Z = 2 or 3, Tr (X(ί)X(j)) (1 ̂  i9 j £ l\ Tr (X(ί)) (1 £ i £ I) is SL homo-

geneous system of parameters of C[X(Ϊ),

PROPOSITION 3.3. (E. Formanek, P. Halpin and W.C.W. Li [2])

= C[Tr(X(l)), Tr(X(2)), Tr(X(l)2), Tr(X(2)2),

Proof By (3) Proposition 3.1, we have r = 1 and we obtain the result.
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§4. The ring of invariants C[X(1), X(2)]GL^

In this section we treat the case: n = 3 and 1 — 2. Set

/2 = Tr(X(l)2), /, =

/4 = Tr(X(2)), /5 = Tr(X(2)2), /• =

Λ - Tr (X(ΐ)X(2)) , /8 = Tr (X(1)X(2)2), /, = Tr (X(1)2X(2)),

Λo = Tr (Z(1)2X(2)2), fn = Tr (X(1)Z(2)Z(1)2X(2)2).

We denote by C the subring of C[X(ΐ), X(2)]GL{B) generated by ten invariants

fu - ,/io which are algebraically independent.

THEOREM 4.1. fu , /10 is a system of parameters of the ring C[X(ΐ)9

X(2)]GL{Z) and

C[X(Ϊ),

Proof. Let Ai and i 2 be 3 X 3-matrices which satisfy the following

condition: fx{Au A2) = = /^(A^ A2) = 0.

Since Tτ(At) = Tr(A?) - Tr(A?) - 0, i = 1, 2, we have A3

X - A3 = 0.

If A\ = A\ = 0, it follows from the Cayley-Hamilton theorem that AλA2A^

= A2AίA2 = 0 and hence we have, for any k, Tr (AiχAi2 Aik) = 0, 1 <£

ij, , ifc ^ 2. Assume now that A2 ^ 0. Then, by making the substitution

A, > BAtB-1, i = 1, 2 ,

we can assume that Aγ and A2 are of the form

( an a12 α 1 3 \

0 2 i Q-22 <X2Z I .

031 ^32 #33/

The equations Tr (AXA2) = Tr (A\A2) = Tr (A2) = 0 imply an + a22 + α33 =

«2i + #32 = «3i = 0 and Tr (AJAD = 0 implies a2ίas2 = 0. Hence we have α31 =

02i = 032 = 0. This shows that A2 is an upper triangular matrix with zero

diagonal entries. Consequently Tr (AuAί2 Aik) = 0, ίu i2, , ίk = 1, 2

for any A.

If Aj or A2 is the zero matrix, all traces are zero by our assumption.

Therefore C[X(ΐ), X(2)]GL{3) is integral over C. Since the transcendence

degree of the ring C[X(1), X(2)]GL{3) is ten, fu •••,/10 is a homogeneous

system of parameters.

Consider the Poincare series P(zl9 z2). By the theorem of Hochster and

Roberts C[X(1), X(2)]GL(3> is a free module over the subring C. Therefore
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there is a polynomial F(zu z2) in two variables such that

- z\z2χ\~zxz^{\-z\z^

It follows from the functional equation of P(zu z2) that F(zu z2) satisfies

the following relation

F(zu z2) = M

And it is easily shown that F(zl9 z2) = 1 + z\z\. Therefore C[X(1\ X(2)]GL(^

is generated by fl9 , fί0 and an invariant φ of degree (3, 3).

Invariants Tr (X(1)X(2)X(1)2X(2)2), Tr (X(2)X(Ϊ)X(2)2X(Ϊ)2) and Tr(X(l)

X(2)X(ΐ)X(2)X(ΐ)X(2)) span the vector space C[X(ΐ), X{2)]%L^ consisting of

invariants of degree (3, 3). By the Cayley-Hamilton theorem, we find that

Tr (X(ΐ)X(2)X(ί)X(2)X(ί)X(2)) e C and Tr (X(ί)X(2)X(ΐ)X(2)2) + Tr(X(2)

X(ί)X(2)2X(ΐ)2) e C. Therefore the ring of invariants C[X(1), X(2)]GL^ is

generated by fl9 ••-,/„ and C[X(1), X(2)]GL(3> - C@fnC. This completes

the proof.

§5. The ring of invariants C[X(1\ X(2)]GL^

We denote by Sym (n) the symmetric group of n letters and recall the

multi-linearlized Cayley-Hamilton theorem for n X n-matrices Yίy - , Yn:

v y yv
/ i

πGSym (n)

2.J 1
(n)

for suitable que Q and suitable -tuples u = (uu - -, Uj) such that 1 <̂  ^

^ u2 ^ ^ Wj and Mj + + ut = k.

PROPOSITION 5.1. The ring of invariants C[X(Ϊ), X(2)]GL(i) is generated

by invariants of the form

Ύΐ(X(ΐ)aίX(2y*X(ΐ)a*X(2y*) , 0£au a2, a, £ 3 ,

Tr (X(1)X(2)X(1)2X(2)2X(1YX(2Y), Tr (X(ΐ)X(2)X(ϊ)X(2)2X(ΐ)X(2y),

Ύr(X(2)X(ί)X(2)X(ΐ)2X(2)X(iy).

Proof We claim that any invariant Tr (Z(l)αiX(2)α2 .

0 ^ OΓJ, , a2r ^ 3 (r > 6), can be written as a polynomial in ϊτ(Z(l)/9lZ(2)/9a

• X(1)^5X(2)'96, 0 <: ft, , β6 < 3. We work by induction on r. We assume
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that, for any rf < r, this assertion is true. Apply the multi-linearlized

Cayley-Hamilton theorem for 4 X 4-matrices Xl9 X2, Xi9 X± to the case Xx =

X(IY\ X2 = X(2)a\ X(IY\ X3 = X(2)a\ X, = X(l)a^X(2)a\ Then by the

inductive hypothesis we conclude the assertion. A similar argument shows
that any invariant of the form

Tr (Z(l)-X(2)-X(l)-X(2)-X(l)-Z(2)-), 1 £ au a2, , a6 ^ 3 ,

is written as a polynomial in Tr(X(ί)aiX(2)a>X(ΐ)a*X(2)ai), 0 £ al9 , a, £ 3,

Tr (X(l)X(2)X(ΐ)2X(2γX(iγX(2Yl Tr (X(1)X(2)X(1)X(2YX(1)X(2Y), Tr (X(2)

X(1)X(2)X(1YX(2)X(1Y). The proposition is proved.

Set

f = Tr(X(ϊ)), / 2 - T r ( X ( l ) 2 ) , /3 -

/5 = Tr(Z(2)), /6 = Tr(X(2)2), /7 = Tr (X(2)3), /8 = Tr (X(2Y),

Λ = Tr (X(l)X(2)), /10 = Tr (Z(1)2X(2)2), /n = Tr (Z(1)Z(2)2),

/„ = Tr (Z(1)2X(2)), fn = Tr (X(1)X(2)3), /14 = Tr (X(1YX(2)),

/15 = Tr

We denote by C a subring of C[X(ΐ), X(2)]GL(i) generated by fί9 , /17.

PROPOSITION 5.2. /^ , /17 is α homogeneous system of parameters oj

the ring of invariants C[X(1), X(2)]GL^.

Proof. Since the transcendence degree of the ring C[X(1), X(2)]GL(4) is

17, it is enough to show that, for 4 X 4-matrices A1 and A2, f(Au A2) =

• = f17(Au A2) = 0 imply Tr (Ail9 Aί2 Aijt) = 0, il9 , ik = 1, 2 for any A.

Notice that AJ = A\ — 0, since f(Au A2) = = ^(Aj, A2) = 0. Assume

that A? Φ 0. Then, by the substitution At -* SA.B"1, -Be GL(4) and i =

1, 2, we can assume that

0 1
0 1

0 1
and A2 -

ran

021

031

-041

012

022

032

042

013

023

033

043

014

024

034

044

It follows from the equations Tr (A2A2) = Tr (AiA2) = 0 that α41 = α31

+ α42 = 0 and the Cayley-Hamilton theorem shows that the equation

Tr (A\A2A\A2) - 0 implies Tr (AIA.A.A.A.) = 0.
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A A -
#31 ^32 ^33 # 3

0 α42 α43 α4

0 0 0 0

^ 2 1

0

0

,0

als

a22

0

0

0

α23

α33

« 4 3

0

α24

« 3 4

G 4 4

0

it follows from the equation Tr {AlA^A^A^ = 0 that ama42 = 0 and hence

we have α31 = α42 = 0. Then it follows from the relation Tr (AιA2) — a21 +

a22 + α43 = 0 that Tr(AiA|) = α21α32 + c^^s = — #32 and we obtain α32 = 0.

Since

Tr (A,A2A,A2) - Tr

— «21

a21 = α43 = α32 = 0 and hence A2 is a 4 x 4 upper triangular matrix with

zero diagonal entries. Consequently we can conclude that Tr(A2 1? Al2 -

Aij) = 0, 1 ^ ί1? i2, - , ik ^ 2 for any ^. By the same argument, we obtain

the same conclution if A\ Φ 0.

We next assume that A\ = A2 = 0 and either A? or A2 is not zero.

Then we can take Aλ as

0 1

0 1

0

OJ

or
0 1

0 1

0.

and divide into two cases:

Case 1.

0 1

0 1

0

0.

A9 =

an a 1 2 an au

a 2 1 a2o a 2 3 a 2 4

a 3 1 a 3 2 a 3 3 a 3 4

l a 4 1 a 4 2 a 4 3 a 4 4

In this case, it follows from the equations Tr (AIA2) = 0, Tr {A^

and Tr (A2A2) = 0 that α21 = α31 = α32 = 0.

= 0
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A, =

Therefore A^., and AiA2 are upper triangular matrices with zero

diagonal entries. Similarly, replacing A2 by A2, we see that AXA\ and AiA2

are also upper triangular matrices with zero diagonal entries. This shows

that Tr (AίχA,., A2;) = 0, 1 <£ il9 i2, , ik ^ 2 for any k.

Case 2.

0 1 Γt t n CL12 0i3 0i4^

0 1 α 2 1 a22 α 2 3 0 2 4

A 2 =
0 1 0 3 1 0 3 2 0 3 3 034

OJ LO41 (242 043 044 J

In this case, by the equation Tr(AiA2) = 0, we have α42 = 0.

Since

0 0 0 0

031 032 033 034

041 042 043 044

. 0 0 0 0 .

and Tr {A^A^A^ — 0, we have α32 = α43 = 0. Then we find that A:A2AX

— azzA\ and, replacing A2 by A2, A ^ A i = bA\. Here b denotes the (3, 3)-

entry of the matrix A2.

Notice that, for any 4 X 4-matrix X = (x^),

U Xz

2V

# 3

0 0 0 0

0 0 0 0

0 0 0 0

Therefore we can conclude that Tr {AnAί2 Aίk) = 0 for any k.

If Al = Al = 0, we have evidently Tr (AnAi2 A u ) = 0. This com-

pletes the proof.

Proposition 5,2 shows that C is a polynomial ring in 17 variables

and C[X(1), X(2)]GLf» is a free module over C.
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