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Abstract

This paper deals with n-job, 2-machine flowshop/mean flowtime scheduling problems
working under a "no-idle" constraint, that is, when machines work continuously without
idle intervals. A branch and bound technique has been developed to solve the problem.

1. Introduction

The nonpreemptive, flowshop sum of the completion times scheduling problem is that
of scheduling n jobs to be processed by 2 machines. Job i, i = 1, 2 , . . . , n, consists
of at most 2 operations (O,,i, Oi2)- Operation 0, , , which precedes 0;,J+i, has to
be processed uninterrupted for ptj time units on machine Afy, j = 1,2. Here p,,y
is a nonnegative integer, where pitj = 0 if 0 , , is zero (that is, has zero processing
time) and positive otherwise. Two operations of the same job cannot be processed
simultaneously and a machine may process at most one job at a time. The problem is
to find the operation sequence on each machine that obeys the problem constraints and
minimises the sum of completion times. The problem is designated n/2/F/ £ C
where F stands for flowshop discipline and C, is the completion time of job i. (For
notation and classification of scheduling problems we follow Rinnooy-Kan [15].)

Minimisation of elapsed time and minimisation of mean completion time have been
extensively studied in the literature [1-17]. Conway, Maxwell and Miller [6] gave
a fundamental theorem for flowshop scheduling that states that an optimal schedule
exists for an n/m/F/8 problem (where S is any regular measure of performance) with
the same processing order on the first two machines [6, page 81]. Ignall and Schrage
[9] solved an n/2/F/ £ C, problem, Szwarc [16] discussed the problem minimising
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the mean flowtime when the processing times of jobs on the machines satisfy certain
conditions.

Adiri and Pohoryles [1] studied flowshop/sum of completion times scheduling
problems, working under a "no-wait" or "no-idle" constraint for dominating machines.
The no-wait constraint prescribes that the jobs work continuously without waiting
times between consecutive machines, that is, a job needs to go through a sequence of
machines without any delay between successive operations of the job. This means the
difference between the completion time of a job's last operation and the starting time
of its first operation is equal to the sum of its operation times on all machines. The no-
wait problem has been extensively studied in the scheduling literature [1-5,8,14,17].
Adiri and Pohoryles [1], Rajendran and Chaudhuri [14], and van der Veen and van
Dal [17] studied the no-wait problem with the objective of minimising total flowtime.
Adiri and Pohoryles [1], and van der Veen and van Dal [17] provided polynomial
time algorithms for special no-wait flowshops while Rajendran and Chaudhuri [14]
provided two heuristic algorithms for generic no-wait flowshops.

Aldowaisan and Allahverdi ([2] and [3]) studied the problem of minimising total
flowtime with simultaneous consideration of no-wait and separate setup times. They
also developed optimal solutions for special flowshops and a heuristic solution for the
general two-machine flowshop problem for sequence-independent setup times. In [3]
they developed optimal solutions for two special flowshops and a dominance relation
for the general two-machine flowshop problem for sequence-dependent setup times.

Under the no-idle constraint, machines work continuously without idle intervals,
that is, machines should not remain idle once they start processing the first job.
The no-idle constraint arises in real-life situations, when machines may be rented to
complete an assignment. Minimisation of the total rental cost of machines would be
the criterion in these types of situations. The total rental cost of the machines will be
at a minimum when idle times on the machines are also at a minimum. Under the
no-idle constraint each machine is required to be taken on rent for the time equal to
the sum of the processing times of all the jobs on it. Therefore, the total rental cost of
the machines will be minimised under the no-idle constraint.

Adiri and Pohoryles [ 1 ] studied special no-idle flowshop problems with the objec-
tive of minimising total flowtime and of providing polynomial bounded algorithms.
Narain [12] studied the flowshop problem with the objective being minimum total
rental cost. The total rental cost is minimised when idle time on all the machines is
zero. He provided an algorithm to find the earliest time at which a machine should be
taken on rent (or when it should start processing the first job) such that the machine
works continuously without any idle intervals until the last job of the schedule is com-
pleted on it. Narain and Bagga [13] provided an optimal solution for a three-machine
flowshop problem under a no-idle constraint with the objective being minimum total
elapsed time.
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The present paper deals with general n-job, 2-machine flowshop problems under
a no-idle constraint with the objective function being the minimum sum of the com-
pletion times of all the jobs. We assume that a set of jobs are ready for processing
at time zero, and hence total (mean) completion time and total (mean) flowtime are
equivalent. A branch and bound technique has been developed to solve the problem.
A numerical example is also given to demonstrate our technique.

2. Notation

Here Mj denotes machine j , j = 1,2, p,,; represents the processing time of job i
on machine Mj, Z,,y is the completion time of job / on machine Mj and /,,; is the idle
time of machine Mj for job i.

We define Hj (Jr)to be the earliest time at which machine Mj should start processing
the first job of schedule Jr such that machine Mj works continuously without a break
until the last job is completed on it. Here Z\ y is the completion time of job i on
machine Mj when machine Mj starts processing jobs at time Hj(Jr) and l\t is the
idle time of machine Mj for job i when machine Mj starts processing jobs at time
Hj(Jr). The number of jobs i = 1, 2 , . . . , n.

3. Complexity of flowshop/no-idle/sum of completion time problem

Garey, Johnson and Sethi [7] proved that a 3-partition problem is reducible to an
n/2/F/ J2 C, problem. However, as their constructed instance of an n/2/F/ £ C,-
problem is also a no-idle problem, they at the same time proved the unary NP-
completeness of an « / 2 / F / ^ C , problem and an n/2/F, no - id l e /£C , problem.
Moreover, only minor modification of the proof is needed for proving the NP-
completeness of these problems where operations with zero processing times are
prohibited. Specifically, replacement of zero processing times on machine M\ by
operations with infinitesimal processing times e > 0 and the shifting of all processes
of length € to the beginning of the schedule on machine M\, proves the unary NP-
completeness of n/2/F, Pij>0/ J2 Ci and n/2/F, Pij>0, no-idle/ £ C, problems.

4. Theorems

Without loss of generality we can consider the job sequence Jr = 1, 2 , . . . , r in the
proof of the theorems.

THEOREM 4.1. If machine M2 starts processing jobs at time H2(Jr) = 5Z/=) h.i<
then Zr,2» the completion time of job r on machine Mi, will remain unaltered.
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PROOF. Let Z('2 be the completion time of job i on machine M2 when it starts
processing jobs at time H2(Jr). The proof of this theorem is based on mathematical
induction.

For r = 1, the completion time of job 1 on machine M2 when it starts processing
jobs at time H2(Ji),

P\,2 =
i = l

Therefore the result holds for r = 1.
Assume that the result folds for r =m. For r = m + 1,

zl+i.2 = max{Z m + u , z;,2} + pm+i,2

= m a x { Z m + i j , Z m 2 + Im+1.2} + Pm+1,2

= max{Z m + u , Zm,2 + max{Zm+,,, - Zm,2,0}} + pm+h2

= max{Zm+i,, + max(Zm+i,l, Zm,2}} + pm+U2

= max{Z m + u , Zm,2} + pm+l,2

Therefore the result holds for r = m + 1 also. Hence by mathematical induction this
theorem holds for all r, where r = 1, 2 , . . . , n. •

THEOREM 4.2. If machine M2 starts processing jobs at time H2{Jr) = £ ' _ , '<\2>
//tere « zero u/fe f/me on machine M2 for partial schedule Jr, where Jr =

PROOF. Let / /2 be the idle time of machine M2 for job i of schedule Jr when
machine M2 starts processing jobs at time H2(Jr). Let Z,'2 be the completion time of
job i on machine M2 when it starts processing jobs at time H2(Jr).

By the method of mathematical induction, we shall show that the idle time of
machine M2 for job k = 1, 2 , . . . , r is zero, when it starts processing jobs at time
H2(Jr).

For it = 1,

1=2

= Z,., + J2 /,.2 > Z u , since J ] /,,2 > 0. (4.1)
i=2 i=2

From (4.1), /[ 2 = max{Z u - H2(Jr), 0} = 0. Therefore the result holds for k = 1.
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Let the result hold for k = m. This implies that

and I'mi2 = 0.

i = l

K-x.i ± ZmA (4.2)

For k = m + 1, Z'm2 = max{Zm,,, Z'm_l2) + pm,2. From (4.2),

m — \

Zm,2 = Zm-1.2 + Pm.2 = H2(Jr) + J ] p,a + pm,2 =
1 = 1

m r m

+̂ E 'u+Efc
i=/n+l i= l

m r

« + E ft*+ /m+^ + E 7«
i=l i = l i=m+2

r

= Zm,2 + max{Zm+M - Zm,2> 0} + ^ ]
i=m+2

= max{Zm,2 + Z m + M - Zm,2> Zm.2) +
i=m+2

= max{Zm+i,1)Zm,2}+ ^ /,,2
i=m+2

r

> zm+u + J2 7

> Zm+,., since
l=m+2

From (4.3), /^ + 1 2 = max{Zm + u - Z'm2,0} = 0. Therefore the result holds for
k = m + l also. Hence by mathematical induction this theorem holds for all A;, where
it = 1,2 r. •

THEOREM 4.3. IfT = Yl"Z\(n - r - i + l)Pi,t, then T is the minimum for that
sequence in which jobs are arranged in increasing order of p,,k-

PROOF. Consider the following sequences 5 and S':

5 : 1 , 2 j - 1, j , j + 1, j + 2 , , . . , n - r,

S' : 1, 2 , . . . , j - 1, j + 1, j , j'+ 2 , . . . , n - r.
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If T is the corresponding value for sequence S' then

j-t

T' = 5^(n - r + 1 - i)Pi,t + (n - r + 1 - j)pj+i,k

n—r

+ (n - r + 1 - 7 + 1) p,-, + £ (II - r + 1 - i)puk.

Sequences 5 will be preferable to sequence S' if job j precedes job j + 1, that is, if
7* < 7", that is,

(n - r + 1 - / )p a + (n - r + 1 - j)pjk

n—r

+ (n - r + 1 - j + l) p 7 + u + ^ (n - r + 1 - i)A.*

7 - 1

- r + 1 - i )p u + (n - r + 1 - j)pj+\,k
1 = 1

+ (n - r + 1 - 7 + 1) />y.t + J ] (« - r + 1 - i)pw,
i=j+2

that is,

(« - r + 1 - 7)/?;,* + (n - r + 1 - 7 + 1) p y + u

< (/i - r + 1 - j)pj+\,k + (n - r + 1 - 7 + 1) />_,-,*,

that is,

{n-r - j)pjk + pjtk + (n-r - j)pj+l,k
<(n-r- j)pj+\,k + pJ+i.k + (n-r - j)pj,k,

that is, pj,k < pj+[,k. The proof is therefore complete. •

5. Branch and bound technique

Let us denote a, = piU b, = pi2 and C, = Z,,2- Consider any partial schedule
Jr having r jobs. The sum of completion times (which is equivalent to the mean
fiowtime) for this schedule can be divided into
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Under the no-idle constraint, machine MJt j = 1,2, works continuously without
idle intervals. The idle time for machine M\ is always zero and the idle time for
machine M2 can be made zero by applying Theorem 4.2. By Theorem 4.2, for the
partial schedule Jr, the earliest time at which machine M2 should start the processing
of the first job of Jr such that M2 works continuously without a break is

where lul2,...,lr represent the 1st, 2 n d , . . . , r"1 job of partial schedule Jr.
Now C, = H2(Jr) + b,, and Ch = H2(Jr) + £ L i b,t. Continuing,

Therefore

k=l

= rH2(Jr) + J^(r + 1 - k)blt

= r

that is,

[ )
Hence the lower bound for the first sum of (5.1) can be defined as

) u ( 5 . 2 )
\ ieJr I t=l

To obtain the lower bound for the second sum of (5.1) we define

n—r n—r

Ar = (n- r) J2aJ + J2(" ~ r ~ k + I K + Ylbi» (53)

jeJ, k=\ k=\

where i|, i2,.... j n _ r is a permutation of jobs in Jr, and

Br = (n- r) max I C, , V* aj + mina, | + V](n - r - Jfc + \)bjt, (5.4)
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where lr is the last job and j l t j 2 , . . •, jn-r is a permutation of jobs in Jr.
In Equation (5.3), (n — r) ^2j£Jr at + YltZ *<. is constant. Therefore Ar is at

a minimum when 5Zt=i(" — r — k + l)ait is at a minimum. By Theorem 4.3,
J3t~i(w — r — k + l)aik is minimised for that schedule in which jobs are arranged in
increasing order of the processing times of the jobs on machine M,. Let us denote
this by Ar.

In Equation (5.4), (n ~ r) max {C/,, ^2JeJr a, + rniniej; a,} is constant. Therefore
Br is minimised when YllZ'] (n — r — k + \)bjk is at a minimum. By Theorem 4.3,
YHZr\(n — r — k+ \)bjk is the minimum for that schedule in which jobs are arranged
in increasing order of the processing times of the jobs on machine M2. Let us denote
this by Br.

Therefore a lower bound for any partial schedule Jr under a no-idle constraint is
given by

LB[Jr] = Sr + max(Ar,BrY (5.5)

6. Example

Consider a 5-job, 2-machine sequencing problem whose processing times are given
in Table 1.

TABLE 1. Processing times for a 5-job, 2-machine sequencing problem.

Jobs
Machine M(

Machine Mi

1
3
5

2
12
15

3
9
2

4
11
6

5
2
20

The lower bound for the partial schedule Jr = 1 is computed using (5.5) as follows:

LB[1] = 3 + 5 + max[4 x 3 + 4 x 2 + 3 x 9 + 2 x 11 + 12 + (15 + 2 + 6 + 20),
8x4 + 4 x 2 + 3x6 + 2x 15 + 20]

= 8 + max[12 + 8 + 27 + 22 + 12 + 43, 32 + 8 + 18 + 30 + 20]

= 8 + max[124, 108] = 8 + 124 = 132.

Similarly, the lower bounds for the partial schedules Jr = 2, 3, 4 and 5 are 190, 144,
158 and 160 units respectively.

The minimum value of the lower bound is for vertex Jr = 1. Therefore Jr = 1 is
the branching node.
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For Jr = 12,

273

LB[12] = 2 x 10 + 2 x 5 + 15 + max[3x15 + 3x2 + 2x9+11 + (2 + 6 + 20),
3x30 + 3x2 + 2x6 + 20]

= 20 + 10 + 15 + max[45 + 6 + 18 + 11 + 28, 90 + 6 + 12 + 20]

= 45 + max[108, 128] = 45 + 128 = 173.

Similarly, the lower bounds for the partial schedules Jr = 13, 14 and 15 are 143, 155
and 153 units respectively.

The minimum value of the lower bound is for Jr = 13. Therefore Jr = 13 is the
branching node.

132
(Units)

190 144 158 160

12 1 ( 1 3

173 T ^ 143

132) ( 1 3 4 ) ( 135J

195 181 I f 155

(13524) M3542)

155

14 \ I 15 1 f 31 ) ( 32 ) ( 3 4 ) f 35

S S 148̂ -̂ 212 —̂189 ' 177

, 312 1 ( 314 ) (315

192 178

202 I T 153 157

(15324) M5342)

162 157

142 1 I 1 4 3 ) \ 1 4 5 >
193 165

FIGURE 1. Scheduling tree.

Continuing in this way, the branch and bound technique is applied for evaluations
of relevant lower bounds and a scheduling tree is obtained as in Figure 1.
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Hence the optimal sequence is 1-3-5-4—2 and the minimum sum of completion
times subject to no-idle intervals on the machines is 155 units.

7. Conclusion

The problem of a two-machine flowshop, where the machines work continuously
without any break after starting the processing of the first job, has been considered
with respect to minimising the total (mean) flowtime.

The n/2/F, no-idle/ £ C, problem is NP-complete. The first machine has no idle
time, that is, the first machine always works continuously without any break after
starting the processing of the first job. The second machine may have idle times. For
the second machine to work continuously, the processing of the first job on it should
be delayed. Theorems 4.1 and 4.2 provide an expression for the earliest time at which
processing on the second machine must be started such that the second machine works
continuously without any break until the last job is completed on it. The branch-and-
bound algorithm of this paper provides an optimal solution. In general, a minimum
n(n + l)/2 nodes must be created.

Adiri and Pohoryles [1] considered an n/m/P, no-idle/ £C,-; m > 2, problem
with an increasing or decreasing series of dominating machines and provided poly-
nomial bounded algorithms. The n/m/F, no-idle/ £ C , ; m > 2, problem is still
open.
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