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Abstract

A type of generalized higher derivation consisting of a collection of self-mappings of a ring associated
with a monoid, and here called a D-structure, is studied. Such structures were previously used to define
various kinds of ‘skew’ or ‘twisted’ monoid rings. We show how certain gradings by monoids define
D-structures. The monoid ring defined by such a structure corresponding to a group-grading is the variant
of the group ring introduced by Năstăsescu, while in the case of a cyclic group of order two, the form of
the D-structure itself yields some gradability criteria of Bakhturin and Parmenter. A partial description is
obtained of the D-structures associated with infinite cyclic monoids.
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1. Introduction

All rings considered are associative with identity, and ring homomorphisms preserve
identities.

A higher derivation of rank m (respectively, of infinite rank) on a ring R is a
sequence d0, d1, . . . , dm (respectively, d0, d1, d2, . . . ) of additive endomorphisms of
R such that dn(ab) =

∑
i+ j=ndi(a)d j(b) for each relevant n and for all a, b ∈ R. The

defining condition ensures that in both cases d0 is an endomorphism and d1 is a
(d0, d0)-derivation (whence a derivation when d0 is the identity map). This concept
is quite well established and seems to have been introduced (for fields) by Hasse and
Schmidt [4]. Higher derivations are closely related to homomorphisms from R to
R[X]/(Xm) (in the rank-m case) and to R[[X]] (in the infinite-rank case) and (at least
when d0 is the identity) the di can be described in terms of derivations [1, 5, 6].

In [3] the first author introduced what we claim is a generalization of higher
derivations. We first recall the definition and then give a justification for the claim.

Let G be a monoid with identity e, R a ring with identity 1, and for each x, y ∈G let
σx,y : R→ R be a function. We require the set of σx,y to satisfy the following condition,
where x, y, z are arbitrary elements of G and a, b of R.
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C A.

(0) For each x ∈G and a ∈ R, we have σx,y(a) = 0 for almost all y ∈G.
(i) Each σx,y is an additive endomorphism.
(ii) σx,y(ab) =

∑
z∈G σx,z(a)σz,y(b).

(iii) σxy,z =
∑

uv=z σx,u ◦ σy,v.
(iv1) σx,y(1) = 0 if x , y.
(iv2) σx,x(1) = 1.
(iv3) σe,x(a) = 0 if x , e.
(iv4) σe,e(a) = a.

D 1.1. A collection of functions σx,y satisfying Condition A is called a D-
structure.

Condition A(iii) obviously has at least a superficial similarity to the defining
condition for a higher derivation, but a closer examination reveals a more significant
connection. Let d0, d1, d2, . . . be a higher derivation of infinite rank in which for
convenience we take d0 to be the identity function. We make use of the additive monoid
N. For x, y ∈ N let σx,y = (x!/y!)dx−y for x ≥ y and the zero function for x < y. We show
that the σx,y satisfy most of Condition A.

Clearly (i) is satisfied. If x ≥ y ∈ Z+ and a, b ∈ R, then

σx,y(ab) =
x!
y!

dx−y(ab) =
x!
y!

x−y∑
t=0

dx−y−t(a)dt(b) =
x!
y!

∑
y≤z≤x

dx−z(a)dz−y(b)

=
∑

y≤z≤x

x!
z!

dx−z(a)
z!
y!

dz−y(b) =
∑

y≤z≤x

σx,z(a)σz,y(b),

while for x < y everything is zero, so we have (ii). It is easy to prove by induction
that dn(1) = 0 for all n ≥ 1 so (recalling that d0 is the identity) for x > y we have
σx,y(1) = (x!/y!)dx−y(1) = 0 while σx,x(1) = (x!/x!)d0(1) = 1, whence (iv1) and (iv2)
hold. Observing that σ0,x is zero for all x > 0 and σ0,0 = d0, we see that the rest of (iv)
is valid too.

What about (iii)? A higher derivation d0, d1, d2, . . . is iterative [4] if di ◦ d j =(
i+ j

i

)
di+ j for each i, j. If (iii) is satisfied then, in particular,

(i + j)!di+ j =
(i + j)!

0!
di+ j = σi+ j,0 = σi,0 ◦ σ j,0 = i!di ◦ j!d j,

so

di ◦ d j =
(i + j)!

i! j!
=

(
i + j

i

)
di+ j

and thus the higher derivation is iterative. Conversely, if the higher derivation is
iterative, then for each x, y, z we have∑

u+v=z

σx,u ◦ σy,v =
∑

u+v=z

x!
u!

dx−u
y!
v!

dy−v

=
∑

u+v=z

x!
u!

y!
v!

(
x − u + y − v

x − u

)
dx−u+y−v
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=

z∑
u=0

x!
u!

y!
(z − u)!

(
x + y − z

x − u

)
dx+y−z

=

z∑
u=0

z!
u!(z − u)!

x!y!
z!

(
x + y − z

x − u

)
dx+y−z

=

z∑
u=0

(
z
u

)(
x + y − z

x − u

)
x!y!
z!

dx+y−z =

(
x + y

x

)
x!y!
z!

dx+y−z

=
(x + y)!

x!y!
x!y!
z!

dx−y+z =
(x + y)!

z!
dx+y−z = σx+y,z,

so (iii) is satisfied. Thus a higher derivation d0, d1, d2, . . . defines a D-structure
consisting of functions σx,y = (x!/y!)dx−y for x ≥ y and zero otherwise if and only if
the higher derivation is iterative. When there is a derivation δ such that dn = δn/n! for
each n, the higher derivation d0, d1, d2, . . . is iterative, and for x ≥ y we have

σx,y =
x!
y!

δx−y

(x − y)!
=

(
x
y

)
δx−y.

This is the D-structure of [3, Example 2, pp. 31–32].

In [3] systems satisfying Condition A were used to construct ‘skew’ or ‘twisted’
monoid rings R 〈G〉 exemplified by various kinds of polynomial rings and Weyl
algebras; (iii) is crucial for this construction.

In this paper our main concern is with the systems of functions themselves, though
we briefly describe some associated monoid rings. We give some further examples of
D-structures and, in particular, show how such systems can be defined by gradings of
rings R by certain monoids G. When the monoid is a group, the resulting monoid ring
R〈G〉, as constructed in [3], is the variant of the group ring introduced by Năstăsescu
in [7]. In the special case where G is a cyclic group of order two, we easily deduce
from the form of the associated D-structure some criteria for G-gradability found
by Bakhturin and Parmenter [2, 8]. The possibility of characterizing other types of
gradability by means of D-structure is worthy of exploration. Finally, we take the least
complicated monoid, a singly generated one, which has a natural order, and examine
in some detail those systems arising from this monoid in whose definition the order
plays a special role.

Note that the connection between higher derivations and homomorphisms to
polynomial and power series rings to which we referred earlier is mimicked by systems
satisfying Condition A and matrix rings: the correspondence A 7→ (σx,y(a)) defines
a homomorphism from R to its ring of |G| × |G| matrices. We do not need (iii) for
this. Thus systems satisfying Condition A correspond to homomorphisms to rings of
matrices with structured label sets.

https://doi.org/10.1017/S000497271100308X Published online by Cambridge University Press

https://doi.org/10.1017/S000497271100308X


[4] Generalized higher derivations 269

2. Gradings

In this section we show that when a ring A is graded by a monoid G and satisfies
a rather natural condition, (contravariant) actions of G on monoids H give rise to D-
structures on A defined by H. When A is graded by G we write A =

∑
g∈G Ag and (often)

denote an element of A by notation such as a =
∑

g∈G ag, where ag is the component
of a in Ag. For a monoid H we denote by E(H) the monoid under composition of all
endomorphisms of H.

T 2.1. Let A be a ring with identity 1 graded by a multiplicatively written
monoid G with identity e such that 1 ∈ Ae. Let λ : G→ E(H) be a monoid
antihomomorphism for a monoid H. We write λg instead of λ(g) for g ∈G. For each
x, y ∈ H, let σx,y(a) =

∑
λg(x)=y ag for all a =

∑
g∈G ag. The resulting functions form a

D-structure.

N.

(1) The right-hand-side sum in the definition of the σx,y is defined even if G is
infinite: there are only finitely many nonzero ag anyway. If there are no relevant
ag then the right-hand side is zero by a standard convention.

(2) If G is cancellative or if A is the monoid ring R[G] for some ring R, then 1 ∈ Ae

(though this condition is not satisfied by all graded rings.

P. We verify the requirements of Condition A. (0) and (i) are clear.
For x, y ∈ H and a, b ∈ A,

σx,y(ab) = σx,y

(∑
w∈G

aw

∑
t∈G

bt

)
= σx,y

(∑
g∈G

∑
wt=g

awbt

)
=

∑
g∈G,λg(x)=y

∑
wt=g

awbt =
∑

y=λwt(x)

awbt =
∑

y=λt(λw(x))

awbt

=
∑

z=λw(x),y=λt(z)

awbt =
∑
z∈G

( ∑
w∈G,z=λw(x)

aw

∑
y=λt(z)

bt

)
=

∑
z∈G

σx,z(a)σz,y(b),

so (ii) is satisfied.
Now for x, y, z ∈ H, a ∈ A,∑

uv=z

σx,u ◦ σy,v(a) =
∑
uv=z

σx,u(σy,v(a))

=
∑
uv=z

σx,u

( ∑
λw(y)=v

aw

)∑
uv=z

( ∑
λw(y)=v

σx,u(aw)
)

=
∑
uv=z

∑
λw(y)=v,λw(x)=u

aw =
∑

λw(x)λw(y)=z

aw =
∑

λw(xy)=z

aw = σxy,z(a).

This takes care of (iii).
Since 1 = 1e, for x, y ∈ H we have σx,y(1) = 1 if y = λe(x) = x and 0 otherwise, so

(iv1) and (iv2) hold. Finally, σe,e(a) =
∑
λg(e)=e ag = a for each a ∈ A, while if x , e,
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then σe,x(a) =
∑
λg(e)=x ag = 0 for each a. This gives us (iv3) and (iv4) and completes

the proof. �

Here are some illustrations of the theorem.

E 2.2. Take G as a group, H = G and for g ∈G let λg(x) = g−1xg for each x ∈G.
In this case the monoid algebra of [3] is Năstăsescu’s graded group ring from [7].

E 2.3. Let G be a cancellative monoid and let H = G ∪ {u}, u <G. Then H is
a monoid with respect to the operation ∗ which defines a right zero semigroup on G
and has u as an identity, that is, x ∗ y = y for all x, y ∈G and u ∗ r = r = r ∗ u for every
r ∈ H. For g ∈G let λg(x) = xg (monoid product) for all x ∈G and λg(u) = u. Then λg

is an endomorphism of H since, for x, y ∈G,

λg(x ∗ y) = (x ∗ y)g = yg = xg ∗ yg = λg(x) ∗ λg(y),

λg(x ∗ u) = λg(x) = xg = xg ∗ u = λg(x) ∗ λg(u),

and so on. Since, for g, h ∈G, we have λgh(x) = xgh = λh(λg(x)) for all x ∈G and
λgh(u) = u = λh(u) = λh(λg(u)), all conditions of the theorem are met. Now σx,y(a) =∑

xg=y ag, and this is az if there is a (necessarily unique) z ∈G with xz = y and 0 in
the contrary case. In particular, when G is a group, σx,y(a) = ax−1y. We note for
later reference that even if G is not a group we always have ag = σg,g2 (a), so that
our functions σx,y can pick out each component of each member of A. Observe also
that σx,u is the zero function for each x ∈G (as well as σu,x, of course). Thus u plays a
rather passive role in the system.

We examine a special case: G = {e, x} is a cyclic group of order two. Here the
nonzero, nonidentity functions are as described:

σe,e(a) = ae, σe,x(a) = ax = σx,e(a) (as x = x−1), σx,x(a) = ae,

so each of them effectively determines the other. If A has characteristic 2, then, for all
a, b ∈ A,

σe,x(a)b + aσe,x(b) = ax(be + bx) + (ae + ax)bx

= axbe + aebx + 2axbx = aebx + axbe = σe,x(ab),

that is, σe,x is a derivation. Also σ2
e,x = σe,x. This correspondence (reversible in

fact) between Z2 gradings and idempotent derivations for rings of characteristic 2
was discovered by Bakhturin and Parmenter [8]. In the contrasting situation where
A is 2-torsion-free, let f = σe,e − σe,x. Then f is an automorphism of order two and
a − f (a) ∈ 2A (even without 2-torsion-freeness) and the (reversible) correspondence
between such automorphisms and Z2 gradings in this case has been described in
[2, Proposition 3.1].

E 2.4. Let G be a semilattice with identity e and let H be the semilattice
obtained by the adjunction of another identity u to G. For g ∈G, let λg(x) = xg for each
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x ∈G and λg(u) = u. Then λg(xy) = xyg = xyg2 = xgyg = λg(x)λg(y) for all x, y ∈G,
λg(xu) = λg(x) = xg = xgu = λg(x)λg(u), and so on, so that each λg ∈ E(H). Clearly
also λgh = λh ◦ λg for all g, h ∈G. Thus, for any ring R, we can define a suitable family
of σx,y : H→ R[G]: in orthodox semigroup ring notation, σx,y(

∑
rgg) =

∑
xg=y rgg.

In terms of the natural order on G, σx,y is zero unless x ≤ y, and in the latter case
σx,y(

∑
rgg) =

∑
x∨g=y rgg. When G is linearly ordered, σx,y(

∑
rgg) = ryy when x ≤ y

and 0 when x > y.

E 2.5. Let A be graded by the additive monoid N of nonnegative integers.
Let 〈Y〉 denote the free monoid on a single generator Y . For each n ∈ N we
get an endomorphism λn of 〈Y〉 by requiring that λn(Y) = Y2n

, and this leads to a
homomorphism (and hence an antihomomorphism) λ : N→ E(〈Y〉). We write σm,n

instead of σYm,Yn for members of the resulting system. We have σm,n(
∑

i∈N ai) =∑
λi(Ym)=Yn ai =

∑
2im=n ai so σ0,0 is the identity, σm,2 jm(

∑
i∈N ai) = a j for all m > 0,

for all j, and all other σm,n are zero. Observe that for each m > 0 the sequence
σm,m, σm,2m, σm,4m, . . . , σm,2nm, . . . is a higher derivation. When A = R[X], the
monoid algebra construction of [3] produces a ring of polynomials over R in two
indeterminates X, Y for which YX = X2Y .

3. The case of a cyclic monoid

It is natural that a comprehensive study of D-structures should begin with an
investigation of those based on a cyclic monoid, and we shall here consider an infinite
cyclic monoid, which is to say a free monoid G on a single generator x (so that the
resulting monoid ring will be a polynomial ring in a single (generally noncentral)
indeterminate. Being isomorphic to the nonnegative integers with addition, such
a monoid carries a natural order. In [3], D-structures were considered for which
σx,y = 0 whenever x > y (respectively, whenever x < y) with a restriction on the
number of nonzero σx,xn (respectively, σxn,x). We shall adhere to the notational
practice introduced in [3] whereby σxn,xm is called σnm and, in particular, σe,e is
called σ00.

For completeness we state two theorems from [3] with references for their
proofs, but we have augmented the second with some parts which we prove below.
Combinations of the following conditions on a D-structure are involved in these
results.

(A′) σnm = 0 when n < m.
(A′′) σnm = 0 when n > m.
(B) σ11 is an automorphism.
(C) There is an r such that σ1 j = 0 for every j > r.
(C′) There is an r such that σ j1 = 0 for every j > r.
(R) σ11, σ12, . . . , σ1r are right independent over A (r as in (C)).
(L) σ11, σ21, . . . , σr1 are left independent over A (r as in (C′)).
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T 3.1. Under conditions (A′′), (B), (C) and (R) the following assertions hold.

(i) The mapping
γ0 := σ12 ◦ σ

−1
11

is a (1, σ11)-derivation of A.
(ii) γ0 is a nilpotent mapping of index at most r: γr

0 = 0, and γr−1
0 , 0 if σ12 , 0.

(iii) Each mapping σnm (n ≤ m) is expressible in terms of σ11 and σ12, namely,

σnn = σn
11 (n = 0, 1, . . .),

σ1 j = γ
j−1
0 ◦ σ11 ( j = 1, 2, . . . , r),

σnm =
∑

j1+···+ jn=m

σ1 j1 ◦ · · · ◦ σ1 jn (3.1)

where jk = 1, 2, . . . for k = 1, . . . , n.

The proof can be deduced from results in [3] as follows. (i) (6.20);
(ii) Proposition 6.8; (iii) (6.19) and (6.35). Note that the third assertion in (iii) comes
directly from Condition A.

R 3.2. From (1) we see that σnm (n ≤ m) is a sum of products of σ11 and γ0.
In the particular case when σ11 and γ0 commute, (3.1) gives us

σk j =

(
j − 1
k − 1

)
σk

11 ◦ γ
j−k
0 (k = 1, . . . , r, j = k, . . . , r)

and so, according to formulas (iii) and (iv) of Theorem 3.1,

σnr+k nr+ j =

(
j − 1
k − 1

)
σnr+k

11 ◦ γ
j−k
0 (k = 1, . . . , r, j = k, . . . , r)

for n = 0, 1, 2, . . . .

T 3.3. Under conditions (A′), (B), (C) and (L), the following hold.

(i) The mapping σ10 is a (σ11, 1)-derivation of A. In addition, σ10 is a nilpotent
mapping of index r,

σr
10 = 0.

(ii) σnn = σn
11, σn0 = σn

10, for n = 0, 1, . . . .

(iii) The σk j (k = 1, . . . , r − 1; j = 0, 1, . . . , k) are sums of
(

k
j

)
products of j factors

σ11 and k − j factors σ10.
(iv) σrr ◦ σ jk = σ jk ◦ σrr ( j, k = 0, 1, . . .).
(v) σn

10(ab) =
∑n

j=0 σn j(a)σ j
10(b) for all a, b ∈ A, n = 0, 1, . . . (generalized Leibniz

rule).
(vi) The mapping

δ = σ−1
11 ◦ σ10

is a (1, σ−1
11 )-derivation. Furthermore, δr = 0 and if σr−1 0 , 0 then δ has index r.
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(vii) σk j (k = 1, . . . , r − 1; j = 0, 1, . . . , k) is a sum of
(

k
j

)
products of k factors σ11

and k − j factors δ.

The following parts of the theorem are proved in the places indicated in [3].
First assertion of (i) Proposition 6.1; (ii) (6.9), (6.8); (iii) follows from (6.7) by a
straightforward counting argument.

For the rest of the proof we will need the following result.

P 3.4. We have σk j = 0 for k = r, r + 1, . . . , and j = 0, 1, . . . , r − 1.

P. The case j = 0 is postulated by (C′). For other values of j the statement is
implied by the property (L) of independence:

σk0(ab) =

k∑
j=0

σk j(a)σ j0(b) (a, b ∈ A).

According to property (C′), the last formula implies that, for k ≥ r,

r−1∑
j=0

σk j(a)σ j0(b) = 0. (3.2)

Since the mappings σ j0 ( j = 0, 1, . . . , r − 1) are A-independent from the left
(property (L)), the formula (3.2) implies that

σk j(a) = 0 ( j = 0, 1, . . . , r − 1)

for all a ∈ A. �

C    T 3.3. Proposition 3.4 says that σr0 = 0 and this,
with (ii), implies that σr

10 = 0, which completes the proof of (i).
In fact, taken with our assumption (A′), Proposition 3.4 says that σr j = 0 for all

j , r, and then by (iii) of Condition A we have

σr+ j r+k =
∑

u+v=r+k

σru ◦ σ jv = σrr ◦ σ jk

and
σ j+r r+k =

∑
u+v=r+k

σ ju ◦ σrv = σ jk ◦ σrr,

for every j, k = 0, 1, . . . , so (iv) is proved.
Concerning (vi), we first observe that, for all a, b ∈ A,

δ(ab) = σ−1
11 (σ10(ab)) = σ−1

11 (σ10(a)σ00(b) + σ11(a)σ10(b))

= σ−1
11 (σ10(a))σ−1

11 (σ00(b)) + σ−1
11 (σ11(a))σ−1

11 (σ10(b))

= (σ−1
11 ◦ σ10)(a)σ−1

11 (b) + a(σ−1
11 ◦ σ10)(b)

= δ(a)σ−1
11 (b) + aδ(b).
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Thus δ is a (1, σ−1
11 )-derivation. Referring to Proposition 3.4 again, we see that, for

j = 1, . . . , r − 1,

0 = σr j = σ1+r−1 j =
∑

u+v= j

σ1u ◦ σr−1 v = σ11 ◦ σr−1 j−1 + σ10 ◦ σr−1 j,

whence
σr−1 j−1 = −δ ◦ σr−1 j ( j = 1, . . . , r − 1). (3.3)

Multiplying by δ from the left,

δ ◦ σr−1 j−1 = −δ2 ◦ σr−1 j

and then, using (3.3),
σr−1 j−2 = δ2 ◦ σr−1 j

for any j = 1, . . . , r − 1. Repeating this procedure, we obtain the formula

σr−1 j−k = (−1)kδk ◦ σr−1 j ( j = 1, . . . , r − 1; k = 1, . . . , j). (3.4)

For j = r − 1, formula (3.4) becomes

σr−1 r−1−k = (−1)kδk ◦ σr−1 r−1 (k = 1, . . . , r − 1). (3.5)

(see formula (8) in [9]).
By a change of variable we can rewrite (3.5) as

σr−1 k = (−1)r−1−kδr−1−k ◦ σr−1 r−1 (k = 0, 1, . . . , r − 1).

In particular, for k = 0,
σr−1 0 = (−1)r−1δr−1 ◦ σr−1 r−1

and if we compose on the left with δ and rearrange we get

δr = (−1)r−1δ ◦ σr−1 0 ◦ σ
−1
r−1 r−1

= (−1)r−1(σ−1
11 ◦ σ10) ◦ σr−1

10 ◦ σ
−1
r−1 r−1

= (−1)r−1σ−1
11 ◦ σ

r
10 ◦ σ

−1
r−1 r−1

and since σr
10 = 0,

δr = 0.

There remains only (vii) and this follows from (iii) by the definition of δ. �

It is natural to ask whether there are converses of any kind for Theorems 3.1
and 3.3. In a sense there are in fact quite strong converses. If we take an arbitrary
endomorphism (so not necessarily an automorphism) and a derivation of the type
produced in Theorem 3.1, we can embed these two functions in a D-structure satisfying
(A′′) by imitating the structure determined by Theorem 3.1. In the same way,
mutatis mutandis, we can get a D-structure satisfying (A′) by mimicking the structure
determined by Theorem 3.3. For these ‘converses’ we can dispense with (C), (C′), (R)
and (L) completely.

https://doi.org/10.1017/S000497271100308X Published online by Cambridge University Press

https://doi.org/10.1017/S000497271100308X


[10] Generalized higher derivations 275

T 3.5. For an endomorphism σ11 and a (1, σ11)-derivation γ0 of a ring A, let
σ00 = 1A, σ0n = 0 for n ≥ 1, σ1n = γn−1

0 ◦ σ11 for n ≥ 1. We define σnm as in formula
(i) of Theorem 3.1 for 1 < n ≤ m and σnm = 0 for all n > m. The family thus defined
determines a D- structure on the ring A.

P. Since the mappings σ11 and γ0 are additive and, for n ≤ m, σnm are the sums of
products (compositions of mappings) of the mappings σ11 and γ0, the mappings σnm

are also additive. So condition (i) of A holds.
As γ0 is a (1, σ11)-derivation of A, γ0(1) = 0. (Indeed, γ0(1) = γ0(1 · 1) = 1γ0(1) +

γ0(1)σ11(1), where γ0(1) = γ0(1) + γ0(1) so, then, γ0(1) = 0.) In consequence, for
n , 1,

σ1n(1) = (γn−1
0 ◦ σ11)(1) = γn−1

0 (σ11(1)) = γn−1
0 (1) = 0,

so σ1n(1) = 0 (n = 2, 3, . . .). Then (3.1) implies that σnm(1) = 0 for n , m (n, m =

0, 1, . . .). Thus (iv1) of Condition A is verified. The conditions (iv3) and (iv4) are
true by definition. Also (iv2) follows from

σnn = σn
11 (n = 1, 2, . . .),

which is a particular case of the formula (3.1).
Thus we have to prove parts (ii) and (iii) of Condition A and we deal with (iii) first;

in other words, we show that

σn+m l =
∑

u+v=l

σnu ◦ σmv.

We have
σn+m l =

∑
j1+···+ jn+m=l

σ1 j1 ◦ · · · ◦ σ1 jn+m ,

and on the other hand∑
u+v=l

σnu ◦ σmv =
∑

u+v=l

( ∑
j1+···+ jn=u

σ1 j1 ◦ · · · ◦ σ1 jn

)
◦

( ∑
k1+···+km=v

σ1k1 ◦ · · · ◦ σ1km

)
=

∑
u+v=l

∑
j1+···+ jn=u

∑
k1+···+km=v

σ1 j1 ◦ · · · ◦ σ1 jn ◦ σ1k1 ◦ · · · ◦ σ1km

=
∑

u+v=l

∑
j1+···+ jn=u k1+···+km=v

σ1 j1 ◦ · · · ◦ σ1 jn ◦ σ1k1 ◦ · · · ◦ σ1km

=
∑

j1+···+ jn+m=l

σ1 j1 ◦ · · · ◦ σ1 jn+m = σn+m l.

(In the last sum we have made the substitutions jn+1 = k1, . . . , jn+m = km.)
In the proof of (ii) the following formula will be useful:

σn+1 m+1 = γ0 ◦ σn+1 m + σ11 ◦ σnm (n, m = 1, 2, . . .). (3.6)
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We obtain (3.6) easily from

σn+1 m+1 =
∑

j1+···+ jn+1=m+1

σ1 j1 ◦ · · · ◦ σ1 jn+1

by sorting the terms which start with σ11, that is, those of the form σ11 ◦ σ1k1 ◦ · · · ◦

σ1kn where k1 + · · · + kn = m. We still have terms of the form σ1 l1+1 ◦ σ1l2 ◦ · · · ◦

σ1 ln+1 which according to

σ1l1+1 = γl1
0 ◦ σ11 = γ0 ◦ (γl1−1

0 ◦ σ11) = γ0 ◦ σ1l1 ,

can be written as γ0 ◦ σ1l1 ◦ · · · ◦ σ1ln+1 , where l1 + · · · + ln+1 = m. Thus

σn+1,m+1 =
∑

k1+···+kn=m

σ11 ◦ σ1k1 · · · ◦ σ1kn +
∑

l1+···+ln+1=m

σ1,l1+1 ◦ σ1l2 · · · ◦ σ1ln+1

= σ11 ◦
∑

k1+···+kn=m

σ1k1 ◦ · · · ◦ σ1kn + γ0 ◦
∑

l1+···+ln+1=m

σ1l1 ◦ σ1l2 ◦ · · · ◦ σ1ln+1

= σ11 ◦ σnm + γ0 ◦ σn+1 m.

Condition (ii), which in the case under consideration is represented by the formula

σnm(ab) =

m∑
j=n

σn j(a)σ jm(b) (a, b ∈ A; n ≤ m, n, m, = 0, 1, . . .), (3.7)

is verified by induction.
The cases n = m = 0 and n = m = 1 are trivial. For n = 1 and m = 2 we have to verify

the formula

σ12(ab) = σ11(a)σ12(b) + σ12(a)σ22(b) (a, b ∈ A).

This formula is verified directly:

σ12(ab) = (γ0 ◦ σ11)(ab) = γ0(σ11(ab)) = γ0(σ11(a)σ11(b))

= σ11(a)γ0(σ11(b)) + γ0(σ11(a))σ11(σ11(b))

= σ11(a)(γ0 ◦ σ11)(b) + (γ0 ◦ σ11)(a)σ2
11(b)

= σ11(a)σ12(b) + σ12(a)σ22(b).

If now

σ1n(ab) =

n∑
j=1

σ1 j(a)σ jn(b) (a, b ∈ A), (3.8)
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then

σ1 n+1(ab) = (γ0 ◦ σ1n)(ab) = γ0(σ1n(ab))

= γ0

( n∑
j=1

σ1 j(a)σ jn(b)
)
=

n∑
j=1

γ0(σ1 j(a)σ jn(b))

=

n∑
j=1

(σ1 j(a)γ0(σ jn(b)) + γ0(σ1 j(a))σ11(σ jn(a)))

=

n∑
j=1

(σ1 j(a)(γ0 ◦ σ jn)(b) + (γ0 ◦ σ1 j)(a)(σ11 ◦ σ jn)(b))

= σ11(a)(γ0 ◦ σ1n)(b) +

n∑
j=2

σ1 j(a)(γ0 ◦ σ jn)(b)

+

n−1∑
j=1

(γ0 ◦ σ1 j)(a)(σ11 ◦ σ jn)(b) + (γ0 ◦ σ1n)(a)(σ11 ◦ σnn)(b).

Since
γ0 ◦ σ1 j = σ1, j+1 ( j = 1, 2, . . .)

and
σ11 ◦ σnn = σn+1 n+1,

changing the summing variable in the second sum, we have

σ1 n+1(ab) = σ11(a)σ1 n+1(b) +

n∑
j=2

σ1 j(a)(γ0 ◦ σ jn)(b)

+

n∑
j=2

σ1 j(a)(σ11 ◦ σ j−1 n)(b) + σ1 n+1(a)σn+1 n+1(b)

= σ11(a)σ1 n+1(b) +

n∑
j=2

σ1 j(a)((γ0 ◦ σ jn)(b) + (σ11 ◦ σ j−1 n)(b))

+ σ1 n+1(a)σn+1 n+1(b).

According to formula (3.6),

γ0 ◦ σ jn + σ11 ◦ σ j−1 n = σ j n+1 ( j = 2, 3, . . .)

and then

σ1 n+1(ab) = σ11(a)σ1 n+1(b) +

n∑
j=2

σ1 j(a)σ j n+1(b) + σ1 n+1(a)σn+1 n+1(b)

=

n+1∑
j=1

σ1 j(a)σ j n+1(b).
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By the induction step we conclude that formula (3.8) is true for any natural
number n.

Now we assume that formula (3.7) is true for any pair of natural numbers which do
not exceed the numbers n and m, respectively. Then by the formula (condition (iii) is
already verified)

σnm =
∑

u+v=m

σn−1 u ◦ σ1v,

we deduce that

σnm(ab) =
∑

u+v=m

(σn−1 u ◦ σ1v)(ab) =
∑

u+v=m

σn−1 u(σ1v(ab))

=
∑

u+v=m

σn−1 u

( v∑
j=1

σ1 j(a)σ jv(b)
)
=

∑
u+v=m

v∑
j=1

σn−1 u(σ1 j(a)σ jv(b))

=
∑

u+v=m

v∑
j=1

u∑
k=n−1

σn−1 k(σ1 j(a))σku(σ jv(b))

=
∑

u+v=m

v∑
j=1

u∑
k=n−1

(σn−1 k ◦ σ1 j)(a)(σku ◦ σ jv)(b)

=
∑

u+v=m

m∑
s=n

∑
k+ j=s

(σn−1 k ◦ σ1 j)(a)(σku ◦ σ jv)(b)

=

m∑
s=n

( ∑
k+ j=s

(σn−1 k ◦ σ1 j)(a)
)( ∑

u+v=m

(σku ◦ σ jv)(b)
)
=

m∑
s=n

σns(a)σsm(b).

Therefore formula (3.7) is true for any pair of natural numbers which do not exceed
the numbers n and m. Thus (ii) of Condition A is verified. �

T 3.6. Let σ11 be an endomorphism and σ10 a (σ11, 1)-derivation of a ring A.
Let σ00 := 1A, σnm = 0 for n < m, and for n ≥ m let

σnm =
∑

j1+···+ jn=m

σ1 j1 ◦ · · · ◦ σ1 jn , (3.9)

where j1, . . . , jn take only values 0 or 1 and m = 0, 1, . . . . (Note that in the right-hand
side of (3.9) each product has m factors σ11 and n − m factors σ10, the total number
of terms being

(
n
m

)
.) Then the σnm form a D-structure.

P. Since σ10 and σ11 are additive, condition (i) is clear. As in the proof of
Theorem 3.5, it will be easier to treat condition (iii) before (ii). Thus we first show
that

σn+m l =

l∑
u=0

σnu ◦ σm l−u (n + m ≥ l; l, n, m = 0, 1, . . .). (3.10)
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We have

l∑
u=0

σnu ◦ σm l−u =

l∑
u=0

( ∑
j1+···+ jn=u

σ1 j1 ◦ · · · ◦ σ1 jn

)
◦

( ∑
k1+···+km=l−u

σ1k1 ◦ · · · ◦ σ1km

)

=

l∑
u=0

∑
j1+···+ jn=u

∑
k1+···+km=l−u

σ1 j1 ◦ · · · ◦ σ1 jn ◦ σ1k1 ◦ · · · ◦ σ1km .

The number of terms in the last triple sum is equal to
∑l

u=0

(
n
u

)(
m

l−u

)
, and since

l∑
u=0

(
n
u

)(
m

l − u

)
=

(
n + m

l

)
(see the formulas in [3, Example 2.1], where the Weyl algebras are described), this
number coincides with the number of terms in the sum of products which represents the
decomposition of the mapping σn+m,l in accordance with the formula (3.9). Therefore,
denoting jn+1 = k1, . . . , jn+m = km,

l∑
u=0

σnu ◦ σm l−u =
∑

j1+···+ jn+m=l

σ1 j1 ◦ · · · ◦ σ1 jn+m = σn+m l,

that is, formula (3.10).
Property (ii), that is, the formula

σnm(ab) =

n∑
j=m

σn j(a)σ jm(b) (n ≥ m, n = 1, 2, . . . , m = 0, 1, . . .) (3.11)

is deduced by induction with respect to n. For n = 1 we have to show two cases,
m = 0 and m = 1, and these are obvious because σ10 is a (σ11, 1)-derivation, σ11 an
endomorphism.

We assume that (3.11) is true for n, and m is any number less than or equal to n.
By (3.10), for any m < n + 1,

σn+1 m = σn m−1 ◦ σ11 + σnm ◦ σ10. (3.12)

Then, taking account of the inductive assumption,

σn+1 m(ab) = σn m−1(σ11(ab)) + σnm(σ10(ab))

= σn m−1(σ11(a)σ11(b)) + σnm(σ11(a)σ10(b) + σ10(a)b)

=

n∑
j=m−1

σn j(σ11(a))σ j m−1(σ11(b)) +

n∑
k=m

σnk(σ11(a))σkm(σ10(b))

+

n∑
k=m

σnk(σ10(a))σkm(b),
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and then, grouping and using (3.12) again, we continue with

σn+1 m(ab) = σn m−1(σ11(a))σm−1 m−1(σ11(b)) +

n∑
k=m

σnk(σ11(a))σk m−1(σ11(b))

+

n∑
k=m

σnk(σ11(a))σkm(σ10(b)) +

n∑
k=m

σnk(σ10(a))σkm(b)

= (σn m−1 ◦ σ11)(a)σmm(b)

+

n∑
k=m

(σnk ◦ σ11)(a)((σk m−1 ◦ σ11)(b) + (σkm ◦ σ10)(b))

+

n∑
k=m

(σnk ◦ σ10)(a)σkm(b)

= (σn m−1 ◦ σ11)(a)σmm(b)

+

n∑
k=m

(σnk ◦ σ11)(a)σk+1 m(b) +

n∑
k=m

(σnk ◦ σ10)(a)σkm(b).

Now we write the first sum as a summation over k − 1, and after grouping terms we
use (3.12) yet again. We obtain

σn+1 m(ab) = (σn m−1 ◦ σ11)(a)σmm(b) +

n+1∑
k=m+1

(σn k−1 ◦ σ11)(a)σkm(b)

+

n∑
k=m

(σnk ◦ σ10)(a)σkm(b)

= (σn m−1 ◦ σ11)(a)σmm(b) + (σnn ◦ σ11)(a)σn+1 m(b)

+

n∑
k=m+1

(σn k−1 ◦ σ11)(a)σkm(b)

+

n∑
k=m+1

(σnk ◦ σ10)(a)σkm(b) + (σnm ◦ σ10)(a)σmm(b)

= ((σn m−1 ◦ σ11)(a) + (σnm ◦ σ10)(a))σmm(b) + σn+1 n+1(a)σn+1 m(b)

+

n∑
k=m+1

((σn k−1 ◦ σ11(a) + (σnk ◦ σ10)(a))σkm(b)

= σn+1 m(a)σmm(b) + σn+1 n+1(a)σn+1 m(b) +

n∑
k=m+1

σn+1 k(a)σkm(b)

=

n+1∑
k=m

σn+1 k(a)σkm(b).

Thus, we obtain formula (3.11) for n + 1 and m = 0, 1, . . . , n. It is easy to prove that
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the formula is also true for m = n + 1:

σn+1 n+1(ab) = σn+1(a)σn+1(b) =

n+1∑
k=n+1

σn+1 k(b)σk n+1(b).

Therefore formula (3.11) is true for any n and any m = 0, 1, . . . , n. Thus condition (ii)
is shown.

It is trivial to check conditions (iv). Condition (iv1) is a consequence of the fact
that σ10 is a (σ11, 1)-derivation and σ11 (1) = 1 (the unity element 1 being a constant
of derivation σ10). The other conditions (iv2), (iv3) and (iv4) are fulfilled due to the
definition of the mappings σnm. �

We note that Example 2.5 provides examples of D-structures using an infinite cyclic
monoid which are not covered by either of Theorems 3.5 and 3.6.
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