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ASYMPTOTIC TRANSFORMATIONS OF g-SERIES

RICHARD J. MCINTOSH

ABSTRACT.  For the g-series 300, a”qbnz+cn /(d)n we construct a companion ¢-
series such that the asymptotic expansions of their logarithmsasq — 1~ differ only in
the dominant few terms. The asymptotic expansion of their quotient then has asimple
closed form; this gives rise to a new g-hypergeometric identity. We give an asymptotic
expansion of a general class of g-series containing some of Ramanujan’s mock theta
functions and Selberg’sidentities.

In Ramanujan’s last letter to Hardy dated January 1920 (see [13, pp. 127-131],
[12, pp. 354-355] and [15, pp. 56-61]), he observes that the asymptotic expansions of
certain g-series “close” in astriking manner. For instance, when g = et and t — 0%,

00 qn _ 2 7.(.2 t ‘ol
r;)(l—q)(l—qz)m(l—q“) _\J5_\/geXp 5 go( T oD

In the same letter Ramanujan notes that it is only in alimited number of cases that the
terms in the exponent close as above. He then goes on to explain his discovery of the
mock theta functions.

To facilitate printing we employ the notation

@: 9% =1,
(@a; g9 =1 —a)l—ad9)l —ag®)--- (1 — agd™Y)

and

@; 9 = [[(1—aq™),

m=0

where ;¥ is usually omitted on the left when k = 1. Thus
(@09
@ ; g0

for positive integers n. If n is not a positive integer, we take this as the definition of
(a; q)n. We also need the dilogarithm function Li»(x) defined for x < 1 by

@; g9 =

x log(1 — u)

Lio(x) = —(/0 — du.
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Thus
n

Liz(X) = ni::l ﬁz
for |x| < 1. Thisfunction satisfies the following identities found in [9]:
Lio09 + Lia(—3) = 5 Liz(6),
Liz(x) + Li2(1 — x) +log(x) log(1 — x) = Li»(1) = 7r2/6
and y 1
Li, (m) +5 log?(x + 1) = — Lio(—x),

where log? zmeans (| 09, 2)%. Moreover,

. (V51 ,(VB—1\ P
Liz (T) +log (T) =10

(5225

Inall of our asymptotic expansionsq = e~ and t — 0". We say that the asymptotic
expansion of a g-seriesis closed when the number of terms in the exponent isfinite. For
example, the asymptotic expansion (with first few terms)

00 qn(n+c) _1\°¢ 2 2 _an~_ _
q J 2 (V5 1) exp{ﬂ_+/15c 3 1_c(0201)\/§>t

,,20 @ \5-+5\ 2 15t | 60
—c(c—1) (% + 2;(;01\/3) t?
—clc—1) (2(;501 + CZ;()SJG\/E) t3

(G—c+26 (2c—1)(3c* —3c—31)
(1) —cC=D {15000 90000 VB th+ae),,

proved in [11], closeswhen ¢ = 0 or ¢ = 1. To prove these closures we first use the
Rogers-Ramanujan identities (see[2, p. 50] or [8, p. 290]) and the Jacobi triple product
identity (seefor example[2, p. 21]) to obtain

2 g (@)@ (@) LB ey
i @- T @Y

and

2 g™ (@5 0)(@ )o@ ) 1 2 (1)
n=0 (Dn (@)oo (@oo =0
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Then we use the identities

2 ) 2
@ (q)mzfexp{ " +214} Hlfl_eXp{_“”t‘” })

obtained from the transformation formula for the Dedekind n-function (see for example
[6, pp. 47-48]), and

e 2 — —1)2,2
S (1) +6n _ %ﬁ { }ZCOS{(ZH . 1)571'} p{_(zn Den }’

e s ot 4ot

obtained from the transformation formulafor 03 (see for example[7, p. 4]).

The g-series
00 anqbn2+cn
>
=0 (@n
in general does not have a closed asymptotic expansion. We conjecture that it has acom-
panion series i
00 énqbn2+6n
>
= (@n
such that the quotient

oo a_n bn?+cn 00 a_n bn2+en
n_O (@n )/ o (@n )
has a closed asymptotic expansion.

We begin with the main theorem proved in [11].

THEOREM 1. Leta, b, c, and q bereal numberswitha > 0,b > 0and |g| < 1. Let
z denote the positive root of az® + z— 1 = 0. When q = e ' and t — 0" we obtain for
each nonnegative integer p,

bn?+cn
log Z q @ = {Liz(1—2) +blog?z}t " +clogz— % log{z+2b(1 - 2)}
) + 3" Rlb, ¢, 2t + O(F™),
k=1

whereRy, Ry, ..., Ry arerational functions of b, c and z.

Equation (3) often holds for negative values of a. Whenb = O and |a| < 1 we use
Euler’sfirst identity (see for example[2, p. 19])

0 un 0 1
o @n nl;lo 1—ugm

with u = ag°® to expressthe sumontheleft sideof (3) asaninfinite product. Its asymptotic
expansion is then obtained by the Euler-Maclaurin sum formula. When b = 1/2 and

(4)
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a > —1theleft side of (3) can also be expressed as an infinite product, this time using
Euler’s second identity
) unqn(nfl)/Z 0

= [T (@+udm)

n=0 (Q)n m=0

Q)

with u = ag®?%2. When 0 < b < 1/2, numerical computations suggest that (3) holds
for al a, and whenb > 1/2 numerical computations suggest that (3) holds for a >
—(2b — 1)%1/(2b)®. In the last case the equation az®® + z— 1 = 0 has two positive
solutions. We must take the smaller oneto insure that z+ 2b(1 — z) > 0. Throughout this
paper we assume that (3) holdsin these cases.

Let z be the smallest positive solution of az?® + z— 1 = 0. For a,b > 0 define

ad=al¥® p=1/@4b), c=c/(2b), Z=1-2

and observe that
d@y* +7-1=0.

This transformation is an involution (that is, has order 2). We ask how the asymptotic

seriesfor
qbn +cn /)n b'r?+c'n
log Z and log Z
n=o  (@n =0 (@n
arerelated.
Using the symbolic algebra program MAPLE [10] together with [11], we obtain
anqbn2+cn 1
Iogz @ = {Li(1 —2) +blog?zjt* + clogz— EIog{z+ 2b(1—2)}

(1—2)Py(b,c,2) 7. 2(1 — 2)Py(b,c,2)
{z+2b(1— 2)}3 k; {z+2b(1— 2)}3«

t* + O(t%),

where P1, Py, ..., P; are polynomialsin b, ¢c and z. Surprisingly, it turns out that

a 'n2+
00 )n b'n?+c’n ] |Og (1 Z) . c 1
|09nZO @ Lio(9 + ———— b T loga+ 5 log(2b) + clog z

L 2 1 (1-2Piub,c2)
_—Iog{z+2b(1—2)}+{%_2_4_m}t

+Z( 1)kz(l 2)Px(b,c,2)

2+ (1 — }3ktk+0(t8).

Thus if we replace t by —t and hence q by 1/q in the above equation, then our two
asymptotic series appear to agree from the t? term onward. With thisin mind we define
a=—-a¥® b=1/2-1/(4b), €=1/2—c/@b), z=1/(1—2).

Again we see that

#+7—-1=0.
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This transformation is a trinvolution (that is, has order 3). Fora > Oandb > 1/2 we

obtain

|ogz nqbnzm {—Liz(z) 'ngilb Z)}t-l 2b|oga+ L |og(2b) + clogz
—Elog{mm—z»+{%4—Z—Z+—§115LT1‘E’2553}
AT

Hence

oo aq br?+cn 20 3N bn2+tn
nO (q)n )/\ (@n )
(2,008 o (€1
2ba°/b {\ 5 14+ \4b o t+0(t) ;.

Note the absenceof thevariable zin the aboveformula. Numerical computations support
the conj ecture that

oo angprrren >0 &GP br?+2n
n 0 (Q)n ) / -0 (@n >
© Zbac/b {(né log? a> t_1+<:_z_2i4>t} 1+O(exp(—$)”,

where K isa positive constant which in general dependson a and b but not on c.
Thecasesb = 1/2andb = 1warrant further analysis. Whenb = 1/2,a>0,[q| < 1
and |a~'q~***/?| < lwehaved = —a,b=0,t= —c+1/2and

/oo ag n2/2+cn> / /oo (—a- l)nq( c+1/2)n>

n—O (@Dn (@n

-1
(£ )
1+22 exp\ 27T2> cos(2n07r— 2n7rloga)} :

PROOF OF (7). By Euler’s second identity (5) with u = ag®*'/2 we obtain

()

00 anqn2/2+cn _ 10_0[ (1+aqm+c+1/2)'
n=0 (q)ﬂ m=0

and from Euler’s first identity (4) with u = —a~1q~¢*%/2 we obtain
00 (_a—l)nq(—c+l/2)n 00 1

) (@n m=o 1 +a-lqmo-1/2’
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Therefore
S angr/ze / (33 CEPETIY i (1vaqme iz eariqre ),
n 0 (Q)n (CI)n m=1

By Jacobi’s triple product identity we have

ﬁ (1+ag™> Y21 +a g™ Y/?) = Z angt/zon.
m=1

(@ )oo n=
The asymptotic expansion of ()., is given in (2) and the asymptotic expansion of the
sum is obtained from the transformation formulafor 3. Forming their product completes
the proof of (7).

By Euler’sidentities (4) and (5),

0 (_a—1\nn(—c+1/2n -1 00 00 a—Nyn?/2—cn
/Z (—a)"q ) = [Ja+algmeyy) =3 aq ’
\n:o (@Dn m=1 =0 (@n

so (7) can be stated as

/oo anqn2/2+cn> /oc a qn2/2 cn>
\rg @ J\: @

- a—cexp{\; o) (S 2)1) Ll (1-e0 \_4mﬂz>>1}
1+ ZZ ep (= 2n27r2> cos (anr— 2n7rlog a)}

fora>0and|q| < 1.
Equation (6) takes on an interesting form when a = b = 1. Numerical computations
suggest the following refinement:

0 n2+cn>/ (— 1)nqn2/4+(1—c)n/2>
n_O (@Dn (Dn

ol 52 o (25

(8)

4%  c(c— 1)f L cle=1(2c— 1)f
X exp[_ﬁ BT 150
, ce=DE—c+6)/5,
1500
c(c—1)(2c — 1)(3c? — 3c — 31)4/5
(9) - 25000 t4+O(t5)} .
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One should compare the tails of the asymptotic expansions (1) and (9). In (9) weimme-
diately see that the cosine term vanisheswhenever ¢ = 1/2(mod 1). For these values of
¢ numerical computations suggest the further refinement:

n2+cn / (— 1)nqn2/4+(1—c)n/2>
n_o (Q)n )/ (@n

(- ol )

for |g| < 1. We recognize the product on the right as that associated with the identity

1/2) (q)oo
oo (ql/z : ql/2)OO

2 0o a2

obtained from (2). Thisleads us to conjecture that

(—a*

) q(2n+u)(2n+u+1) /2 00 (_ 1)nqn(n+1) /2—pn

@ o LT @@,
for all integers . In support of the above conjectures, we now show that (10) is indeed
true.

(10)

PrROOF OF (10). Let F(u) be the sum on the left of (10) and G(u) the sum on the
right of (10). Then

00 22 +H2u—D)n+H(u—1)u /2 1— 2n
Fo— 1) — " F) = 5 2 o

s (@5 &)
00 q2n2+(2#—1)n+(u—1)#/2
=2

n=1 (@2 ; 9)n-1
00 q2n2+(2uf3)ﬂ+(u+1)(u+2)/ 2

N r&) (02 ; g?)n

=Fu+1)

and

00 (_l)nqnz/Zf(/ﬁl/Z)n(l _ qZn)
G+ —Gp—1) =
(1 +1) (1 ) nzl (@ Pn
( 1)n n?/2—(u+1/2)n
Z 2+ 2
P TN (¢ S ) R
( 1)n+1 n?/2—(u—1/2)n—p
= (@ ; B
q"G(u).
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Since F and G satisfy the same recurrence, it sufficesto provethat F(1) = (—0)sG(1)

for two consecutive values of p. We will proveit for y = 0Oand p = —1.
The case i1 = 0 follows from the identity [1, p. 575, eq. (R1) with q replaced by ¢/2
and z replaced by zq'/?]:
00 q2n2+n22n 00 qn(n+1) /20
11 2 (e
) ngo (@ 9P)n @9 n;o @; An(za; On

with z= —1. Putting z= —q~* in (11) we get

00 q2n2—n
F-) =S o
A nX:%)(qz;qZ)n

00 (_1)nqn(nfl)/2

= D 2, 0 O

o 00 (_1)nqn(n—1)/2
= nZE) (@n(=A)n-1

o ) (_1)nqn(nfl)/2(1 + qn)
= n§0 (02 ; 0)n
= (—0)=[G(1) + G(0)|

= (_q)oo G(_ 1)

by the recurrence for G. This completes the proof of (10).

Other proofs of (10) were supplied by George Andrews, Basil Gordon, Mike Hirsch-
horn and Tom Koornwinder. The above proof was based on the ideas of George Andrews
and Basil Gordon.

The method used in the proof of Theorem 1, in particular, equation (2.11) in [11] can
be suitably modified to yield the complete asymptotic expansion of g-series of the type

S m
f(a,b,c;q) = Zoanqbnbrcn (q'“ : qki)gn,
n= =1

where ki, s > 0. We assumethat a, b, c and g are real numberssuchthata > 0,b > 0
and|q| < 1.

THEOREM 2. Suppose that the terms in the above sum are positive and unimodal,
i.e., they increase until n = N(qg) and then decreaseto 0. Suppose that the z-equation

az® ﬁ(l — 2SN =1
i=1

has a uniqueroot zwith0 < z < 1. Letq = e tand t — 0*. Then gN®@ — zand for
each nonnegative integer p,
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log f(a,b,c; q) = {blogzz—ii Li2(1—zk‘s)}t‘1— %Iogﬁ % log 2
— £ / kis2riZ¢
+c|ogz+z Iog 7 2 \2b Zl zhs)

+ 2 R(b,c,2t + O(t"*h),
j=1

wherer =ry+ra+---+rpand Ry, Ry, ..., Ry arerational functions of b, c and z.

This theorem can be extended to accommodate additional factors in the terms of
f(a,b,c; q). For example, if

9@ b,c;q) = Za“qb"“m(l qZ””)H(qK q) s

then we just add the asymptotic expansion
|Og(1 _ q2n+l) — |Og(1 _ ZZ{+1/N)
zztlogz Zlog’z

1_
aN 2(1 — 722

=log(1 — 2) —

to the modified form of equation (2.11) in [11].
Before defining another transformation, we give an asymptotic formula for a product
similar to (8), but with odd powers of g in the denominators;

00 aNaMP+(2c—1)n 00 a—Nan?—(2c+1)n 2 2
(e ) (& ) -~ o] (525
\t @ J\E @ 2ot |\12° 4

+ (c2+ :—23) t+O(t8)}.

z;) anqbn2+(:n(_q)n
n=

satisfiesthe conditionsin Theorem 2 if wetakea > 1/2and b > 0 (inthecaseb = Owe
musttakel/2 < a < 1). Notethat when |a] < 1/2thissumtendsto1/(1—2a)andwhen
a=1/2itisasymptoticto \/x /(4b + 1)t. The z-equation for the sumisaz?®(1+2) = 1.
Consider the transformation

a=a/@®D b=b/(2b+1), E=(c—b)/@b+1), z=2z/(z+1),

and observe that

The sum

5720 +

N

= 1,
which is the Z-equation for the sum
00 anq5n2+én

= (@n
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It turns out that

/Oo nAbrP+cng > /OO aannZJrén)
\%aq =an /\go (@n

B L. {/Iogza_w_2 1 X+l
@t TP\ a2 T 12 ap+2 9

(62 +6c—b+1
"\ 212 o).

Numerical computations suggest that the error termisin fact O(e /%) for some positive
number K which in general depends on a and b but not on c. A conseguence of thisis
the known fact that Ramanujan’sfifth order mock theta functions

Yo(a) = Zoq(”*”(”*z)/z(—q)n and ¥1(q) = Zoq”(”*”/z(—q)n
n= n=

are closed. For alist of Ramanujan’sfifth order mock theta functions see [16, pp. 277—
278].

The Transformation n—n—1/2. Let

00 an+r—1qb(n+r—1)2+c(n+r—1)

F(r) =
=2
forrealr # 0,—1,—2,.... Wewill provethat F(1/2) and F(1) are asymptotic associates,
that is, their asymptotic expansions agree from the t? term onward. The method used in
the proof of Theorem 1, in particular, equation (2.11) in [11] can be suitably modified to

show that
r(nzte—1 . B p §
F(r) = Ny ) exp {(b|0922+ Li(1—2)tt+ k;le(b, ¢,z Ntk + O(tP 1)} ,

whereaz?+z—1=0and R, R, ..., R, arerational functionsof b, ¢, zandr. Since

n _ @) _ @)
@ = gy = @, D

we have

o0 _ 2 -~
(qr)oo n:oan+r 1qb(n+r 1)“+c(n+r 1)(qn+r)OO
B (q)oo 00 an+r—1qb(n+r—1)2+c(n+r—1)

B (qr)oo nX:%) (q)n+r71

Theasymptotic expansion of the last sumis, up to aquantity exponentially small in com-
parison to the dominant term, independent of r. Thisis because the primary contribution

F(r) =
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to the sum arises from those n which are closeto the index of the largest term in the sum.
More precisely, we havefor all ¢ > 0,
00 an+r—1qb(n+r71)2+(:(n+r71) an+rflqb(n+r71)2+c(n+rf1)

= —5/t
n=0 (Dner—1 r%js (@Dn+r—1 {1 +o(e )} )

whereS= {n:1—e < nt/(—logz) < 1+¢} andé isapositive number depending
upon e (for aproof see[11, pp. 126-127]). Thus

F( _ (@) {1+0(e—5/t)}

FI) (@
()%r pB'{B+(S)_B+(r)}
BGh Xp{lgl i A tk+o(tp+1)}’
since
log(q)ss = —”_;t-l + (% - r) logt + = Iog(27r) logT(r) — 2 i:f‘fl(;)tk +O(t"h

by the Euler-Maclaurin sum formula. In particular,

F1/2) _ \ﬁ ot/ 16+0(t")
F(1) t

for all positiveintegers p, which impliesthat F(1/2) and F(1) are asymptotic associates.
We say that F(1/2) is obtained from F(1) by the transformation n — n — 1/2 of the
g-series

0 anqbn2+cn

,;, (@Dn

(Thisis tantamount to summing a"gP™+en /(9)n over the positive half-integers 1/2, 3/2,
5/2,...instead of the nonnegativeintegers.)
By Euler’s second identity and equation (2) we find that

i o =2(—Q) = feXp{l2t i} ﬁ /1— eXp{——2(2m_ Sl }) :

=0 (@n t
x qr/2 N 72 / 2(2m— 1)n?
2 T (=092 = exp { = 48} n]gl 1+exp {—7,[ }) ,

o, /2 1 72 ( 2(2m— 1)r?
2@ “_q)”_ﬁexp{lzt 24}H e { t }>

are closed. Applying the transformationsn — n— 1/2 and g — ¢? to the above sumsit

follows that
00 qn(n—Z) 1+2,¢(q) 00 qn(n—l) 00 an
= y = U\— y =
nX::l(q;qz)n q a1 (a5 oP)n o ngl(q;qz)n v
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are also closed. (Here ¥(q) and v(q) are two of Ramanujan’s third order mock theta
functions. For alist of these see[15, p. 62].)
The closures of Ramanujan’sfifth order mock theta functions

00 q2n(n71) 00 q2n2
Fi(@ =) ——— and Fo(Q):=> ———
9= 2 o D=2 P
can be established by applying the transformationsn — n—1/2 and q — ¢? to the sums
0 qn2 o0 qn(n+1)
— and ,
Lo ™ 5a
whose closureswe proved in the argument following equation (1). Rogers|3, pp. 36, 58]
proved that
00 qnz 1 00 qnz 00 qn(n+2) 1 00 qn(n+l)
= _— and = ,
S CF Pe @ T B R P @

which implies that the sums on the left are closed. Applying the transformations g —
g4, n—n—1/2and q — o? to these sumsit follows that the g-series

) qn(nf 1)/2 00 qn(n+1) /2
e — an —_—,
=1 (A5 9P)n n=1 (05 n
appearing in the Lost Notebook [13, p. 9], are also closed.
The closures of many g-series can be established by applying the transformation
n— n—1/2to other closed g-series. For example, this method can be used to show that

Ramanujan’s seventh order mock theta functions [12, p. 355] (also see[4, pp. 132-133]
and [5, p. 286])

F ( )._ 00 qn2 F ( )__ 00 q(n+1)2 F ( )._ 00 qn(n+l)
o@ =2, ey, P@ = 2 e FAi= 2 e

are closed. For this we need the Selberg identities [14, p. 5] (where the right sides of the
last two identities are incorrectly interchanged in [14]):

Ag =S O (@)@ )@ )
n=0 (02 5 9)n(—A)2n (P P
1 %0 .
- (q2 ; qz)oo n:zoo(_l)nqn(7n l)/z’
B = 50 T (5 (@ )l A1)
n=0 (02 5 9)n(—A)2n (P P
1 %0 .
= @ o T
c@ =5 T (@ a)(0 )l Ao
120 (@2 ; gn(—02ne1 (@ ; P)oo
1 =S .
— (q2 ; qz)oo nzoo(_l)nqn(m 5)/2
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and the related functions

00 q2(n+r71)2
A = 2 P D’
00 q2(n+r—1)(n+r)
B = ,
(@ ngo (@ 5 P)n(—0 )20
00 q2(n+r*1)(n+f)
Ci(ag) = Z

=0 (0% (=0 Y)ames
Since these functions are closed whenr = 1 it is not difficult to show that they are also
closedwhenr = 1/2. Theclosuresof Fo(q), F1(q) and F»(q) are proved by manipulating
the series Cy»(0), By/2(q) and Ay () respectively, and then replacing g by g*/2. Note
that
1 B 1
@:; n(=Dzn  (@; Pn(=a; G)n(—1; B
1

(@ g1 P

_ 1

©2(0%; (-2 ; 0n-1

_ (&% Pn-1

C2(0P; qn(0* ; 9*)n-1

I C

a 2(q2 ; q2)2n71

B 1

200 P
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