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Abstract

A relationship between symplectic geometry and information geometry is studied. The square of a dually
flat space admits a natural symplectic structure that is the pullback of the canonical symplectic structure on
the cotangent bundle of the dually flat space via the canonical divergence. With respect to the symplectic
structure, there exists a moment map whose image is the dually flat space. As an example, we obtain
a duality relation between the Fubini–Study metric on a projective space and the Fisher metric on a
statistical model on a finite set. Conversely, a dually flat space admitting a symplectic structure is locally
symplectically isomorphic to the cotangent bundle with the canonical symplectic structure of some dually
flat space. We also discuss nonparametric cases.
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1. Introduction

Information geometry is the study of probability and information from a differential
geometric viewpoint. On the space of probability measures, there exist a natural
Riemannian metric, called the Fisher metric, and a family of affine connections, called
α-connections. In this paper we see that symplectic structures are very natural for the
elementary spaces appearing in information geometry.

Let M be a smooth manifold and ω be a 2-form on M. Denote by ω[ the linear
map from TM to T ∗M determined by ω. Then ω is a symplectic structure on M if ω
is closed and ω[ is an isomorphism. If N is a smooth manifold, then the cotangent
bundle T ∗N of N admits a natural symplectic structure ω0. In particular, by identifying
T ∗N = T ∗Rn with R2n and taking (q1, . . . , qn, p1, . . . , pn) as coordinates on R2n, we
have ω0 =

∑
i dpi ∧ dqi. Conversely, the Darboux theorem states that any symplectic

structure has this form locally.
On a symplectic manifold (M, ω), the equations for the Hamiltonian are given

by ω[(XH) = dH, where H ∈C∞(M). In the case of (R2n, ω0), the equations for the
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Hamiltonian reduce to the classical Hamilton equations

dqi

dt
=
∂H
∂pi

,

dpi

dt
= −

∂H
∂qi

.

There have been a number of attempts to apply symplectic geometry to information
geometry. See, for example, Friedrich [5], Shishido [11], Nakamura [9, 10], and
Barndorff-Nielsen and Jupp [2]. Friedrich [5] and Shishido [11] studied symplectic
structures on the spaces of all probability measures on compact Riemannian manifolds
by taking suitable model spaces. In Barndorff-Nielsen and Jupp [2] the notion of
a yoke is used to define a symplectic structure on the square of a statistical model.
In Nakamura [9, 10] the resemblance between completely integrable systems and
statistical models is studied. In the case of the dually flat spaces, defined in Section 2,
the relationships between these independently obtained results become very clear.
Based on these results, we prove part (i) of the following theorem in Section 3 and
part (ii) in Section 4.

T 1.1. (i) Let (S , g, ∇, ∇∗) be a dually flat space and D be the canonical
divergence on S . Then S × S admits a natural symplectic structure which is the
pullback of the canonical symplectic structure on T ∗S via D. With respect to the
symplectic structure on S × S , the Hamiltonian flow of D induces geodesic flows for
∇ and ∇∗.

(ii) Let (M, g, J, ω, ∇, ∇∗) be a (dually) flat symplectic statistical manifold. Then
there exists a dually flat space (S , gS , ∇

S ) such that the symplectic structure ω on M
is (locally) isomorphic to the canonical symplectic structure on T ∗S .

Indeed, if we take the canonical divergence on a dually flat space S as a contrast
function and the pullback of the canonical symplectic structure on T ∗S to be the square
S × S of the dually flat space, then we obtain a ‘canonical’ symplectic structure on
S × S . This construction corresponds to the ‘canonical’ symplectic structure on the
tangent bundle of a manifold obtained by a regular Lagrangian. If we consider the
case of the space of all probability distributions on a finite set, then we obtain a duality
between Fisher metrics and Fubini–Study metrics (Example 3.1).

If we have a contrast function on a manifold S , then, by taking derivatives, we
obtain the statistical structure as a Riemannian metric and connections (see, for
example, Eguchi [4], Matsuzoe [8]). In particular, if we take the canonical divergence
as a contrast function, then we obtain the canonical symplectic structure on S × S .
Note that general contrast functions induce general symplectic structures on S × S
(Barndorff-Nielsen and Jupp [2]).

This construction of symplectic structures on statistical manifolds also works in
nonparametric cases. As an analogue of part (i) of Theorem 1.1, we can construct a
symplectic structure on the square of maximal exponential manifolds. We also obtain
a local isomorphism from Diffk(S 1)/S 1, the space of L2

k probability densities on the
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unit circle S 1, to the cotangent bundle of a Lagrangian submanifold of Diffk(S 1)/S 1.
This is an analogue of part (ii) of Theorem 1.1 in the nonparametric case.

2. Statistical models and statistical manifolds

In this section we review some definitions and results from information geometry
to be used later. A good general reference for this area is Amari and Nagaoka [1].

Let (X, B, µ) be a measure space. Here, B is a σ-algebra over X and µ is a measure
on X. We denote the set of all positive probability density functions on X by

P(X) =

{
p : X→ R

∣∣∣∣∣ p > 0,
∫

X
p dµ = 1

}
.

(The positivity of p is to be interpreted as µ-almost everywhere.) We define a statistical
model to be a submanifold of P(X).

Let Ξ ⊂ Rn be open. A collection

S := {pξ = p(x; ξ) ∈ P(X) | ξ ∈ Ξ}

of probability distributions on X, parameterized by Ξ, is called an n-dimensional
statistical model on X.

Throughout this paper, we assume that the map from Ξ to S is one-to-one and is an
element of C∞. We also assume that the derivatives with respect to ξ and the integrals
over X of pξ in S commute with each other. Moreover, we assume that any statistical
model and the dually flat space defined below admit global coordinate systems.

A statistical model
S = {pθ | θ ∈ Θ}

is an exponential family if there exist functions C and F1, . . . , Fn on X and ψ on Θ

such that
pθ = exp{C(x) + θiFi(x) − ψ(θ)}.

Here, we use the conventional notation for an exponential family of θ, Θ, instead of
ξ, Ξ. Normal distributions, Poisson distributions, and P(X) for finite X are examples
of exponential families.

By the definition, any statistical model is isomorphic to an open subset of Rn as a
point set. It admits a natural Riemannian metric and a family of affine connections as
follows.

For a statistical model
S = {pξ = p(x; ξ) | ξ ∈ Ξ},

set lξ(x) := log p(x; ξ). We define

gi j(ξ) := Eξ[∂ilξ∂ jlξ] =

∫
X

(∂ilξ)(∂ jlξ)pξ dx = −E[∂i∂ jlξ],

where ∂i = ∂/∂ξi. We call g = [gi j] the Fisher information matrix of S . The matrix
g is symmetric and positive semidefinite. If g is positive definite, then g defines
a Riemannian metric on S and is called the Fisher metric on S . The Cramér–Rao
inequality asserts that the inverse matrix of the Fisher metric gives a lower bound for
the mean squared error of an unbiased estimator.
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E 2.1. Let X = {x0, x1, . . . , xn} and

Ξ =

{
(ξ1, . . . , ξn)

∣∣∣∣∣ ξi > 0, 1 ≤ i ≤ n,
∑

i

ξi < 1
}
.

If we define

pξ = p(xi; ξ) =


ξi if 1 ≤ i ≤ n,

1 −
∑

i

ξi if i = 0,

then Pn := {pξ | ξ ∈ Ξ} is a statistical model and the Fisher metric on Pn is given by

gi j(ξ) =
δi j

ξi
+

1
1 −

∑
i ξ

i
.

Note that Pn is an exponential family for any n.

For a statistical model S with Fisher metric g, we denote the Christoffel symbols of
the Levi-Civita connection of g by Γ

(0)
i j,k, where 1 ≤ i, j, k ≤ n. For any real number α,

set
Ti jk := Eξ[∂ilξ∂ jlξ∂klξ], Γ

(α)
i j,k := Γ

(0)
i j,k −

α

2
Ti jk, (2.1)

and define an affine connection ∇(α) by

g(∇(α)
∂i
∂ j, ∂k) = Γ

(α)
i j,k. (2.2)

Note that ∇(α) is torsion-free for all α. We call ∇(α) the α-connection and the symmetric
3-tensor T the Chentsov–Amari tensor. In general, ∇(α) is not a metric connection
unless α = 0.

In information geometry, the cases where α = ±1 are important. The connections
∇(1) and ∇(−1) are called the e-connection and the m-connection, respectively. For all
α ∈ R and vector fields X, Y, Z ∈ X(S ) on S ,

Zg(X, Y) = g(∇(α)
Z X, Y) + g(X, ∇(−α)

Z Y).

This shows the duality between ∇(α) and ∇(−α).
Taking into account the properties of statistical models, Lauritzen [7] called a triple

(S , g, T ) a statistical manifold, where S is a manifold, g is a Riemannian metric and T
is a symmetric 3-tensor on S . In this paper we adopt the following definition.

Let (S , g) be a Riemannian manifold and ∇ be an affine connection on S . There
exists a unique affine connection ∇∗, called the dual connection of ∇, satisfying

Zg(X, Y) = g(∇Z X, Y) + g(X, ∇∗ZY)

for any X, Y, Z ∈ X(S ). In this situation, the following conditions are equivalent.

(i) ∇ is torsion-free and ∇g is symmetric.
(ii) ∇ and ∇∗ are torsion-free.

A triple (S , g, ∇), or equivalently a quadruple (S , g, ∇, ∇∗), satisfying condition (i) or
(ii) is called a statistical manifold.
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It follows from equations (2.1) and (2.2) that any statistical model is a statistical
manifold. Conversely, any statistical manifold can be embedded into P(X) for suitable
X (see Vân [12]).

Let (S , g, ∇, ∇∗) be a statistical manifold and R∇ denote the curvature tensor of ∇.
That is,

R∇(X, Y)Z = ∇X∇YZ − ∇Y∇XZ − ∇[X,Y]Z

for all X, Y, Z ∈ X(S ). For any (S , g, ∇, ∇∗), we see that the conditions R∇ = 0 and
R∇

∗

= 0 are equivalent. A statistical manifold (S , g, ∇, ∇∗) is called a dually flat
space if R∇ = 0. Every exponential family endowed with the e-connection and the
m-connection is an example of a dually flat space.

Given a dually flat space (S , g, ∇, ∇∗), there exist affine coordinate systems
(θ1, . . . , θn) with respect to ∇ and (η1, . . . , ηn) with respect to ∇∗ such that

g
(
∂

∂θi
,
∂

∂η j

)
= δi

j.

These coordinate systems are called dual coordinate systems. In this case, since

∂

∂θi
η j = gi j =

∂

∂θ j
ηi,

there exists a function ψ : S → R such that dψ = ηi dθi. Similarly, there exists a
function ϕ : S → R such that dϕ = θi dηi. For these ϕ and ψ,

ϕ + ψ = θiηi.

The correspondence between (θ1, . . . , θn) and (η1, . . . , ηn) is called the Legendre
transformation. We define D : S × S → R by

D(p, q) := ϕ(p) + ψ(q) − ηi(p)θi(q) ∀p, q ∈ S ,

and call D the canonical divergence on S . In the case of exponential families, D is the
Kullback–Leibler divergence (or the relative entropy). In general, we may consider D
as the square of a ‘distance-like function’. Indeed, the Pythagorean relation holds, but
D is not symmetric.

We now summarize some facts about the components of the Fisher metric g on a
dually flat space.

L 2.2. Let {θ1, . . . , θn} and {ξ1, . . . , ξn} be a dual coordinate system on a dually
flat space (S , g, ∇, ∇∗). Set ∂i := ∂/∂θi and ∂ j := ∂/∂η j. Then the following relations
hold:

θi =
∂ϕ

∂ηi
, η j =

∂ψ

∂θ j
,

dθi =
∂θi

∂η j
dη j = gi j dη j, dη j =

∂η j

∂θi
dθi = gi j dθ j,

gi j = g(∂i, ∂ j) =
∂η j

∂θi
=
∂ηi

∂θ j
=

∂2ψ

∂θi∂θ j
,

gi j = g(∂i, ∂ j) =
∂θi

∂η j
=
∂θ j

∂ηi
=

∂2ϕ

∂ηi∂η j
.
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3. Dynamics of dually flat spaces: proof of part (i) of Theorem 1.1

Let (S , g, ∇, ∇∗) be a dually flat space. Then there exists a dual coordinate
system {θ1, . . . , θn} and {η1, . . . , ηn}. Although these coordinate systems are local
coordinate systems on S , we shall consider {θ1, . . . , θn} as fiber coordinates on TS
and {η1, . . . , ηn} as fiber coordinates on T ∗S . Then the potential function ϕ is the
Legendre transformation of ψ in the sense of analytical mechanics.

Let S1 and S2 be copies of S . The 2-form ω defined by

ω = dη∗i ∧ dθi

is a symplectic structure on S1 × S2. Here {η∗1, . . . , η
∗
n} and {θ1, . . . , θn} are local

coordinates on S1 and S2, respectively. By Lemma 2.2,

ω = dη∗i ∧ dθi = g∗i j dθ∗i ∧ dθ j = g∗ikgk j dθ∗i ∧ dη j = gi j dη∗i ∧ dη j.

The symplectic structure ω is also obtained as follows. For the canonical divergence
D : S1 × S2→ R, given by

D(p, q) = ϕ∗(p) − ψ(q) − η∗i θ
i(q) ∀(p, q) ∈ S1 × S2,

define a map D1 : S1 × S2→ T ∗S by (p, q) 7→ (p, −d1D), where d1D denotes the
exterior derivative of D along the first component. By taking a pullback of the
canonical symplectic structure ω0 on T ∗S to S1 × S2 via D1, we obtain a symplectic
structure ω on S1 × S2, that is, ω = (D1)∗ω0.

The Hamiltonian vector field XD of the canonical divergence D is given by

XD = (ηi(q) − η∗i (p))
∂

∂η∗i
+ (θi(q) − θ∗i(p))

∂

∂θi
.

If we restrict the first and the second components of XD to the diagonal of S1 × S2,
then we have tangent vectors of ∇∗-geodesics and ∇-geodesics on S , respectively.
The geodesic flows for ∇ and ∇∗ are obtained by Hamiltonian flows for the canonical
divergence. This is Hamilton’s principle or the principle of stationary action in physics.
We have thus proved part (i) of Theorem 1.1.

Let (M, ω) be a symplectic manifold and G be a Lie group with Lie algebra g.
Assume that G acts on M in Hamiltonian fashion; that is, for any ξ ∈ g there exists
µξ ∈C∞(M) such that ω[(ξM) = dµξ, where ξM denotes the infinitesimal generator
associated to ξ ∈ g. In this situation, we call the G-equivariant map µ : M→ g∗ a
moment map. Angular and linear momentum are examples of moment maps.

Let (S , g, ∇, ∇∗) be a dually flat space. For simplicity, assume that S is isomorphic
to Rn. Let {θ1, . . . , θn} and {η1, . . . , ηn} be a dual coordinate system on S , and let G+

be the additive group (Rn, +). Define the action of G+ on S1 × S2 by

(a1, . . . , an) · (η∗1, . . . , η
∗
n, θ

1, . . . , θn) := (η∗1 + a1, . . . , η
∗
n + an, θ

1, . . . , θn).

For an infinitesimal generator ∂∗i = ∂/∂η∗i ,

ω[(∂∗i) = dθi.
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Since {θ1, . . . , θn} is a coordinate system on S , we can reconstruct S as the image of
the moment map associated to the action of G+.

In this construction each coordinate function θi is a linear momentum. We can also
reconstruct S by using angular momentum as follows. Let

Cn = {(w1, . . . , wn) | wi ∈ C, 1 ≤ i ≤ n},

and define a map S1 × S2→ C
n by

wi = eθ
i+
√
−1η∗i ,

where 1 ≤ i ≤ n. The Kähler form

ωCn = −
√
−1gi j

dwi

wi
∧

dw̄ j

w̄ j

corresponds to the symplectic form ω on S1 × S2. For the natural action of T n = (S 1)n

on Cn, the infinitesimal generators are given by

vi =

√
−1
2

(
wi

∂

∂wi
− w̄i

∂

∂w̄i

)
,

where 1 ≤ i ≤ n. Since θi = log |wi|
2/2,

dθi =
1
2

(dwi

wi
+

dw̄i

w̄i

)
.

Hence

ω[(vi) =
1
2

gi j

(dw j

w j
+

dw̄ j

w̄ j

)
= gi j dθi = dηi,

and S is obtained as the moment image. If we take S to be the space of all nonnegative
probability densities on a finite set and M to be the complex projective space, then we
obtain the following example.

E 3.1. Let M be the two-dimensional complex projective space CP2, that is,

M = {[z0 : z1 : z2] | (z0, z1, z2) ∈ C3 \ {(0, 0, 0)}}.

We write w1 and w2 for the inhomogeneous coordinates z1/z0 and z2/z0 on CP2. Set
θi := log |wi|

2 and define a Hermitian metric on the anticanonical bundle K−1
M on M by

h = e−ψ
(√
−1

dw1 ∧ dw̄1

|w1|
2

)
∧

(√
−1

dw2 ∧ dw̄2

|w2|
2

)
,

ψ(θ1, θ2) = −log 9 − θ1 − θ2 + 3 log(1 + eθ
1

+ eθ
2
).

The Chern form c1(K−1
M ; h) of this metric is

ωM =

√
−1

2π
∂̄∂h =

√
−1

2π
∂∂̄ψ =

√
−1

2π
∂2ψ

∂θi∂θ j

dwi

wi
∧

dw̄ j

w̄ j
. (3.1)

Note that ωM is an Einstein–Kähler metric and is a constant multiple of the Fubini–
Study metric on M.
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The moment map µ : CP2→ R2 for the natural T 2 action on CP2 is given by

µ =

(
∂ψ

∂θ1
,
∂ψ

∂θ2

)
=

(
−1 +

3|w1|

1 + |w1| + |w2|
, −1 +

3|w2|

1 + |w1| + |w2|

)
.

The image µ(CP2) is the triangle ∆2 in R2 with vertices (−1, −1), (2, −1) and (−1, 2).
Let P3 be the space of all nonnegative probability densities on the finite set with

three elements. We have a parameter space

Ξ = {(ξ1, ξ2) ∈ R2 | ξ1 > 0, ξ2 > 0, ξ1 + ξ2 < 1}

of P3. By setting

η1 = 3ξ1 − 1,

η2 = 3ξ2 − 1,

we have an isomorphism from P3 onto ∆2. Note that (η1, η2) is a ∇∗-affine coordinate
system onP3. It follows from Lemma 2.2 and the formula ηi = ∂ψ/∂θi (where i = 1, 2),
that (θ1, θ2) is a ∇-affine coordinate system on P3. For the Legendre transform
ϕ : R2→ R of ψ,

Hess(ϕ) =
1
3

[δi j

ξi
+

1
1 − ξ1 − ξ2

]
1≤i, j≤2

.

We see that ϕ is a potential function of the Fisher metric on P3 with respect to (η1, η2).
We obtain the Fisher metric on P3 as the Hessian matrix of ϕ. On the other hand,
the Hessian matrix of ψ induces the Fubini–Study metric on M = CP2 by (3.1). In this
sense, we obtain a duality between Fisher metrics and Fubini–Study metrics. Note that
this duality holds in general dimensions.

In Example 3.1, ψ satisfies a Monge–Ampère equation. The duality correspondence
above shows that the Kähler–Einstein metric on CPn corresponds to the Fisher metric
on the convex polytope as the moment image.

4. Symplectic structures on statistical manifolds: proof of Theorem 1.1(ii)

In this section we give conditions under which a statistical manifold admits a
symplectic structure. On statistical manifolds, we already have Riemannian metrics.
We may also use almost complex structures to define symplectic structures.

Let (S , g, ∇, ∇∗) be a statistical manifold and J be an almost complex structure on S .
If we define the (1, 1) tensor J∗ by g(JX, Y) = −g(X, J∗Y), then

(J∗)∗ = J, (J∗)2 = −I, g(JX, J∗Y) = g(X, Y).

Note that these relations hold for general almost complex structures on Riemannian
manifolds, but not necessarily on statistical manifolds. In the case of statistical
manifolds, we have the following result.
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L 4.1. Let (S , g, ∇, ∇∗) be a statistical manifold and J be an almost complex
structure on S .

(i) For all X, Y ∈ X(S ),

g((∇Z J)X, Y) = −g(X, (∇∗Z J∗)Y).

(ii) g(JX, JY) = g(X, Y) for all X, Y ∈ X(S ) if and only if J = J∗.

P. Part (i) follows by direct calculation:

g((∇Z J)X, Y) = g(∇Z(JX), Y) − g(J∇Z X, Y)

= Zg(JX, Y) − g(JX, ∇∗ZY) + g(∇Z X, J∗Y)

= Zg(JX, Y) + g(X, J∗∇∗ZY) + Zg(X, J∗Y) − g(X, ∇∗Z(J∗Y))

= −g(X, (∇∗Z J∗)Y).

To prove part (ii), suppose that g(JX, JY) = g(X, Y) for all X and Y . By definition,
g(JX, Y) = −g(X, J∗Y), and by assumption, g(JX, Y) = g(J2X, JY) = −g(X, JY). It
follows that g(X, (J − J∗)Y) = 0. Since X and Y are arbitrary, J − J∗ = 0.

Conversely, if J = J∗, then

g(JX, JY) = −g(X, J∗JY) = −g(X, J2Y) = g(X, Y) ∀X, Y ∈ X(S ),

as required. �

The next lemma gives a sufficient condition for statistical manifolds to admit
symplectic structures.

L 4.2. Let (S , g, ∇, ∇∗) be a statistical manifold and J be an almost complex
structure on S such that g(JX, JY) = g(X, Y) for all X, Y ∈ X(S ). If

∇∗XY = ∇XY − J(∇X J)Y and (∇X J)Y = (∇Y J)X

for all X, Y ∈ X(S ), then the 2-form ω on S defined by ω(X, Y) := g(JX, Y) for all
X, Y ∈ X(S ) is closed and is parallel with respect to ∇. In particular, ω is a symplectic
structure on S and ∇ is a symplectic connection.

P. Since g(JX, JY) = g(X, Y) for all X, Y ∈ X(S ),

dω(X, Y, Z) = g(J∇XY − J[X, Y], Z) + g(J∇YZ − J[Y, Z], X)

+ g(J∇Z X − J[Z, X], Y)

+ g(JY, ∇∗XZ) + g(JZ, ∇∗Y X) + g(JX, ∇∗ZY)

+ g((∇X J)Y, Z) + g((∇Y J)Y, X) + g((∇Z J)Y, Y)

= g(JX, ∇∗ZY − ∇ZY) + g(JY, ∇∗XZ − ∇XZ)

+ g(JZ, ∇∗Y X − ∇Y X)

+ g((∇X J)Y, Z) + g((∇Y J)Y, X) + g((∇Z J)Y, Y)
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for all X, Y, Z ∈ X(S ). By using the formulas ∇J = −J(∇ − ∇∗) and ∇∗ = ∇ − J(∇J),
we obtain

dω(X, Y, Z) = g(X, (∇Y J)Z − (∇Z J)Y) + g(Y, (∇Z J)X − (∇X J)Z)

+ g(Z, (∇X J)Y − (∇Y J)X) = 0.

In the last equality, we use the fact that (∇X J)Y − (∇Y J)X = 0. Therefore dω = 0.
We next prove that ∇ω = 0. On the one hand,

∇Xω(Y, JZ) = (∇Xω)(Y, JZ) + ω(∇XY, JZ) + ω(Y, (∇X J)Z) + ω(Y, J∇XZ)

= (∇Xω)(Y, JZ) + g(∇XY, Z) − g(Y, J(∇X J)Z) + g(Y, ∇XZ).

On the other hand,

∇Xω(Y, JZ) = ∇Xg(Y, Z) = g(∇XY, Z) + g(Y, ∇XZ − J(∇X J)Z)

= g(∇XY, Z) + g(Y, ∇XZ) − g(Y, J(∇X J)Z).

It follows that ∇ω = 0. �

The converse of Lemma 4.2 also holds.

L 4.3. Let (M, ω) be a symplectic manifold and ∇ be a symplectic connection
on M. That is, ∇ is torsion-free and ω is parallel with respect to ∇. Let J be an
almost complex structure on M adapted to ω. That is, ω(JX, JY) = ω(X, Y) for all
X, Y ∈ X(M), and the 2-tensor g defined by g(X, Y) := ω(X, JY) is a Riemannian metric
on M. Then ∇∗ = ∇ − J(∇J). Moreover, (M, g, ∇) is a statistical manifold if and only
if (∇X J)Y = (∇Y J)X for all X, Y ∈ X(M).

P. It is easy to see that ∇ − J(∇J) is an affine connection on S . By hypothesis,

Xω(Y, JZ) = ω(∇XY, JZ) + ω(Y, J(∇XZ − J(∇X J)Z))

for all X, Y, Z ∈ X(M), and it follows that

Xg(Y, Z) = g(∇XY, Z) + g(Y, ∇XZ − J(∇X J)Z).

Hence ∇∗ = ∇ − J(∇J). Denote the torsion of ∇∗ by T∇
∗

; then

T∇
∗

(X, Y) = (∇XY − J(∇X J)Y) − (∇Y X − J(∇Y J)X) − [X, Y]

= ∇XY − ∇Y X − [X, Y] − J((∇X J)Y − (∇Y J)X).

Therefore T∇
∗

= 0 if and only if (∇X J)Y = (∇Y J)X for all X, Y ∈ X(M), as claimed. �

A quintuple (M, g, J, ω, ∇) is a symplectic statistical manifold if (M, g, ∇) is a
statistical manifold, (M, g, J, ω) is an almost Kähler manifold, and ω is parallel with
respect to ∇.
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L 4.4. Let (M, g, J, ω, ∇) be a symplectic statistical manifold. Then ∇∗ω = 0. In
particular, the dual connection ∇∗ of ∇ is also a symplectic connection.

P. We first calculate

Xω(Y, JZ) = (∇∗Xω)(Y, JZ) + ω(∇∗XY, JZ) + ω(Y, (∇∗X J)Z) + ω(Y, J∇∗XZ)

= (∇∗Xω)(Y, JZ) + g(∇∗XY, z) + ω(Y, (∇∗X J)Z) + g(Y, ∇∗XZ).

It then follows that

(∇∗Xω)(Y, JZ) = Xω(Y, JZ) − g(∇∗XY, Z) − g(Y, ∇∗XZ) − ω(Y, (∇∗X J)Z)

= g(∇XY, Z) − g(∇XY − J(∇X J)Y, Z) − ω(Y, (∇∗X J)Z)

= g(J(∇X J)Y, JZ) − ω(Y, (∇∗X J)Z)

= −g((∇X J)Y, JZ) − ω(Y, (∇∗X J)Z)

= −g(∇X(JY), JZ) + g(J∇XY, JZ) − ω(Y, (∇∗X J)Z)

= −Xg(JY, JZ) + g(JY, ∇∗X(JZ))

+ g(∇XY, Z) − ω(Y, (∇∗X J)Z)

= −Xg(Y, Z) + g(Y, ∇∗XZ) + g(JY, (∇∗X J)Z)

+ g(∇XY, Z) − ω(Y, (∇∗X J)Z) = 0

for all X, Y, Z ∈ X(M), establishing our result. �

Next we assume that (M, g, J, ω, ∇) is a symplectic statistical manifold and R∇ = 0.
Then there exists a (locally) ∇-flat coordinate system {θ1, . . . , θ2n}, where 2n denotes
the dimension of M. Set

ω = ωi j dθi ∧ dθ j.

Since
∇ω = dωi j ∧ dθi ∧ dθ j = 0,

it follows that
0 = (dωi j ∧ dθi ∧ dθ j)(∂i, ∂ j, ∂k) = dωi j(∂k),

where ∂i = ∂/∂θi. Hence any ωi j is a (locally) constant function. Normalizing ω by an
element in Sp(2n; R), we may assume that, in terms of {θ1, . . . , θ2n},

ω = dθ1 ∧ dθn+1 + · · · + dθn ∧ dθ2n.

Here, {θ1, . . . , θ2n} is a (locally) ∇-flat Darboux coordinate system.
If {θ1, . . . , θ2n} is a ∇-flat Darboux coordinate system, then the dual coordinate

system {η1, . . . , η2n} is a ∇∗-flat Darboux coordinate system. Moreover,

J
∂

∂ηi
=

∂/∂θn+i if 1 ≤ i ≤ n,

−∂/∂θi−n if n + 1 ≤ i ≤ 2n.
(4.1)
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Indeed, dθn+i(J∂ j) = δ
j
i when i ∈ {1, . . . , n}, since

ω(∂i, J∂ j) = δ
j
i , ω =

∑
k

dθk ∧ dθn+k, J∂ j = ∂n+i.

The case where i ∈ {n + 1 . . . 2n} can be established similarly. Note that J∂/∂θi cannot
coincide with ∂/∂θ j if i and j are distinct.

Consider the integral submanifold L defined by {θ1 = 0, . . . , θn = 0} in a flat
Darboux coordinate system {θ1, . . . , θ2n}. We see that ω is just the canonical
symplectic structure on T ∗L. This proves part (ii) of Theorem 1.1.

5. Concluding remarks: nonparametric cases

In this section, we see that Theorem 1.1 holds in infinite dimensions. We first
review the definitions of symplectic structures on Banach manifolds. Let M be a
Banach manifold and ω be a 2-form on M. Let ω[ denote the linear map from TM
to T ∗M induced by ω. We say that ω is a weak symplectic structure if ω is closed
and ω[ is injective. If in addition ω[ is an isomorphism, then ω is called a strong
symplectic structure. It is clear that any strong symplectic structure is weak symplectic,
but the converse does not hold in general. If M is finite-dimensional, then any weak
symplectic structure is also a strong symplectic structure.

E 5.1. Let B be a Banach space and B∗ be its dual. Set E := B × B∗ and define
a skew symmetric bilinear form on E by

ω((u, v), (u′, v′)) = v′(u) − v(u′) ∀(u, v), (u′, v′) ∈ B × B∗.

Then ω is a weak symplectic structure on E. In this case, ω[ : B × B∗→ B∗ × B∗∗ is
given by ω[((u, v)) = (v, u) for all (u, v) ∈ B × B∗. It is easily seen that ω is a strong
symplectic structure if and only if B is reflexive.

Let (Ω, χ, µ) be a probability space and denote the space of all probability
distributions on Ω by

M :=
{

p
∣∣∣∣∣ p > 0,

∫
X

p dµ = 1
}
.

(The positivity of p is to be interpreted as µ-almost everywhere.) Cena and Pistone [3]
show that M admits a smooth manifold structure whose connected component is of
the form

E(p) = {eu−Kp(u) p | u ∈ LΦ1 (p), Ep[u] = 0, Kp(u) <∞}.

Here LΦ1 (p) denotes the Orlicz space

LΦ1 (p) = {u | inf
α>0

Ep[Φ1(αu)] < +∞}

for the Young’s function Φ1(x) = cosh x − 1, and K is the cumulative generating
function. Note that LΦ1 (p) is a Banach space, but it is not reflexive.
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By taking the pullback of the canonical symplectic structure on T ∗S via the
canonical divergence D as in the finite-dimensional case, we obtain a weak symplectic
structure on E(p) × E(p), given by

ω((v1, v2), (w1, w2)) = −Ep1 [v1w2] + Ep1 [w1v2]

for all (v1, v2), (w1, w2) ∈ Tp1E(p) × Tp2E(p). With respect to the symplectic structure
ω, if we formally consider the Hamiltonian vector field of D, then the second
component of the Hamiltonian vector field induces an exponential arc as in the finite-
dimensional case. Although the first component of the Hamiltonian vector field is a
constant function that corresponds to a mixture arc, it is not tangent to E(p1).

Finally, we see an analogue of part (ii) of Theorem 1.1 in infinite dimensions. Let
dV be the normalized volume form dt/2π on the unit circle S 1, and consider the space
of all L2

k probability distributions on S 1 defined by

Pk(S 1) =

{
f ∈ L2

k

∣∣∣∣∣ f > 0,
∫

S 1
f dV = 1

}
.

Here Lk
2(X) denotes the Sobolev space consisting of functions on X of finite L2

k-norm.
It is known that Pk(S 1) is a Hilbert manifold that admits a strong symplectic

structure (see Friedrich [5] and Shishido [11]). Further, it is known that Pk(S 1)
admits a Kähler structure (see Kirillov and Yur’ev [6]). Since the symplectic structure
on the Hilbert manifold Pk(S 1) is strong, every maximal isotropic submanifold is
Lagrangian. There exists a Lagrangian submanifold L in Pk(S 1) such that Pk(S 1) is
locally symplectically isomorphic to the cotangent bundle T ∗L of L (see, for example,
Weinstein [13]).
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