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#### Abstract

The paper extends earlier results for periodic solutions of the difference equation $w_{n+1}=w_{n}^{2}-A$, where $A$ is a constant and $A>-1 / 4$. Exact equations are given for determining solutions of period seven. The method involves finding roots of two polynomial equations, one of degree 18 and the other of degree 7 . For a given value of $A$, each real root of the equation of degree 18 corresponds to a cyclic solution and the equation of degree 7 gives the seven values of $\omega_{n}$ in this cyclic solution. The equations are valid whether the periodic solution is stable or unstable, although information about the stability emerges as a by-product. Thus it is possible to tabulate precise intervals of stability in the cases where stable solutions occur.


## 1. Introduction

The difference equation

$$
\begin{equation*}
u_{n+1}=2 a u_{n}-b u_{n}^{2}, \tag{1.1}
\end{equation*}
$$
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where $a$ and $b$ are positive constants, with $a>1 / 2$, has been used freely in population dynamics as a finite analogue of the logistic differential equation [5, Chapters 2, 3]. Its properties have been discussed in detail in a review article by May [4], who mentions that an equation of this kind is particularly appropriate in populations where the generations are distinct and $u_{n}$ gives the population size in the $n$th generation. Apart from the zero solution $u_{n}=0$, the equation has an equilibrium solution at $u_{n}=(2 a-1) / b$ and for sufficiently large values of $a$ solutions can oscillate about this non-zero equilibrium level. This leads to the possibility of periodic solutions and to questions of the stability of these periodic solutions. The review article by May [4] includes a good deal of information on these matters, not only for equation (I.l) but also for other equations of a similar character.

In examining solutions of equation (1.1) the parameter $b$ is simply a scale factor which can be eliminated by substituting $v_{n}=b u_{n}$. We can take this a step further by using $w_{n}=a-b u_{n}$, which gives the simpler equation

$$
\begin{equation*}
w_{n+1}=w_{n}^{2}-A \tag{1.2}
\end{equation*}
$$

with $A=a^{2}-a$. For $a>1 / 2, A$ increases monotonically with $a$ and can be used as an appropriate parameter instead of $a$ in discussing periodic solutions. This was done in a previous paper [1] in establishing equations for periodic solutions with periods $2,3,4,5$ and 6 and the present paper extends these results to solutions with period 7 . The method used is essentially the same and the notation follows that of the previous paper.

For a solution of period 7 , we want to have $w_{n+7}=w_{n}$ for $n=0,1,2, \ldots$ and it is easy to see that

$$
\begin{aligned}
& w_{n+2} \text { is a polynomial of degree } 2^{2} \text { in } w_{n}, \\
& w_{n+3} \text { is a polynomial of degree } 2^{3} \text { in } w_{n},
\end{aligned}
$$

$$
w_{n+7} \text { is a polynomial of degree } 2^{7} \text { in } w_{n}
$$

Thus the condition $w_{n+7}=w_{n}$ gives

$$
\begin{equation*}
G_{7}\left(w_{n}\right)=w_{n+7}-w_{n}=0 \tag{1.3}
\end{equation*}
$$

a polynomial equation of degree 128 in $w_{n}$. Since the condition $w_{n+7}=w_{n}$ is satisfied by the two equilibrium solutions, we can write

$$
\begin{equation*}
G_{7}\left(w_{n}\right)=\left(w_{n}-a\right)\left(w_{n}-1+a\right) H_{7}\left(w_{n}\right) \tag{1.4}
\end{equation*}
$$

where $H_{7}$ is a polynomial of degree 126 in $w_{n}$. (The solution $w_{n}=a$ corresponds to $u_{n}=0$ and the solution $w_{n}=1-a$ corresponds to $\left.u_{n}=(2 a-1) / b.\right)$ Now if $b_{1}, b_{2}, b_{3}, \ldots, b_{7}$ are the values of $w_{n}$ for a solution of period 7 , with distinct elements, this solution must contribute a factor
(1.5) $\quad h_{7}(x)=\prod_{i=1}^{7}\left(x-b_{i}\right)=x^{7}-\alpha x^{6}+\beta x^{5}-\gamma x^{4}+\delta x^{3}-\varepsilon x^{2}+\theta x-\zeta$ to the polynomial $H_{7}(x)$ and at most there will be 18 factors of this type. Equation (1.5) defines $\alpha, \beta, \gamma, \delta, \varepsilon, \theta, \zeta$ as symmetrical functions of $b_{1}$ to $b_{7}$ and the functions $\beta, \gamma, \delta, \varepsilon, \theta, \zeta$ can be determined when $\alpha$ and $A$ are specified. If we refer to a solution of this type as a $C 7$ solution, once a suitable value of $\alpha$ is known (for a given $A$ ) the polynomial $h_{7}(x)$ can be constructed and solving $h_{7}(x)=0$ gives the $b_{i}$ values for this $C 7$ solution. The problem of finding suitable values of $\alpha$ is dealt with by showing that $\alpha$ satisfies a polynomial equation of degree 18 .

Section 2 deals with the problem of finding $\beta, \gamma, \delta, \varepsilon, \theta, \zeta$ when $\alpha$ and $A$ are specified and Section 3 establishes the polynomial equation for
$\alpha$. In obtaining these equations it is assumed that $\alpha^{2}+\alpha-A \neq 0$ and the main problem in Section 4 is to see what modifications are required in the special case where $\alpha^{2}+\alpha-A=0$. Finally, some numerical results are given in Section 5 .

## 2. Relationships for $C 7$ solutions

The equations for the elements $b_{i}$ in a $C 7$ solution are

$$
\begin{equation*}
b_{i+1}=b_{i}^{2}-A, i=1,2,3, \ldots, 7 \tag{2.1}
\end{equation*}
$$

where $b_{8}=b_{1}$. From the theory of equations, any symmetrical function of the $b$ 's can be expressed in terms of $\alpha, \beta, \gamma, \delta, \varepsilon, \theta, \zeta$ and we try to use equation (2.1) to obtain an alternative form. In doing this it is convenient to introduce the symbol $\Sigma_{0}$ to denote cyclic summation over the indices 1 to 7 (because equations (2.1) have cyclic symmetry). For example, we can write

$$
\begin{equation*}
\alpha^{2}-2 \beta=\Sigma_{0} b_{\perp}^{2}=\Sigma_{0}\left(b_{2}+A\right)=\alpha+7 A \tag{2.2}
\end{equation*}
$$

since $\Sigma_{0} b_{2}=\Sigma_{0} b_{1}=\alpha$. Similar working gives

$$
\begin{equation*}
\alpha^{3}-3 \alpha \beta+3 \gamma=\Sigma_{0} b_{1}^{3}=\Sigma_{0} b_{1}\left(b_{2}+A\right)=\beta_{1}+A \alpha \tag{2.3}
\end{equation*}
$$

where
(2.4) $\quad B_{1}=\varepsilon_{0} b_{1} b_{2}=b_{1} b_{2}+b_{2} b_{3}+b_{3} b_{4}+b_{4} b_{5}+b_{5} b_{6}+b_{6} b_{7}+b_{7} b_{1}$. In the same way,
(2.5) $\alpha^{4}-4 \alpha^{2} \beta+2 \beta^{2}+4 \alpha \gamma-4 \delta=\Sigma_{0} b_{1}^{4}=\Sigma_{0}\left(b_{2}+A\right)^{2}=(\alpha+7 A)+2 A \alpha+7 A^{2}$,

$$
\begin{align*}
\alpha^{5}-5 \alpha^{3} \beta & -5 \alpha \delta+5 \alpha^{2} \gamma+5 \alpha \beta^{2}-5 \beta \gamma+5 \varepsilon=\Sigma_{0} b_{1}^{5}  \tag{2.6}\\
& =\Sigma_{0} b_{1}\left(b_{2}+A\right)^{2}=\Sigma_{0} b_{1}\left(b_{3}+A+2 A b_{2}+A^{2}\right)=\beta_{2}+2 A \beta_{1}+\left(A+A^{2}\right) \alpha,
\end{align*}
$$

where $\beta_{2}=\Sigma_{0} b_{1} b_{3}$. Note that we can write $\beta=\beta_{1}+\beta_{2}+\beta_{3}$, where $B_{3}=\Sigma_{0} b_{1} b_{4}$.

Two similar equations which bring in $\theta$ and $\zeta$ are
(2.7) $\alpha^{6}-6 \alpha^{4} \beta+6 \alpha^{3} \gamma-6 \alpha^{2} \delta-12 \alpha \beta \gamma+6 \beta \delta+6 \alpha \varepsilon-6 \theta+9 \alpha^{2} \beta^{2}-2 \beta^{3}+3 \gamma^{2}$

$$
=\Sigma_{0} b_{1}^{6}=\Sigma_{0}\left(b_{2}+A\right)^{3}=\beta_{1}+4 A \alpha+3 A^{2} \alpha+21 A^{2}+7 A^{3},
$$

(2.8) $\alpha^{7}-7 \alpha^{5} \beta+7 \alpha^{4} \gamma-7 \alpha^{3} \delta+14 \alpha^{3} \beta^{2}-21 \alpha^{2} \beta \gamma+7 \alpha^{2} \varepsilon+14 \alpha \beta \delta-7 \alpha \beta^{3}$

$$
+7 \alpha \gamma^{2}-7 \alpha \theta+7 \zeta+7 \beta^{2} \gamma-7 \beta \varepsilon-7 \gamma \delta
$$

$$
=\Sigma_{0} b_{1}^{7}=\gamma_{1}+\left(A+3 A^{2}\right) B_{1}+3 A B_{2}+\left(3 A^{2}+A^{3}\right) \alpha,
$$

where $\gamma_{1}=\Sigma_{0} b_{1} b_{2} b_{3}$. It will be seen that equations (2.2), (2.3), (2.5), (2.6), (2.7) and (2.8) can be solved to give, in turn, expressions for $\beta, \gamma, \delta, \varepsilon, \theta, \zeta$, although they involve $\beta_{1}, \beta_{2}$ and $\gamma_{1}$ as well as $\alpha$ and $A$. Thus we require equations which allow $\beta_{1}, \beta_{2}$ and $\gamma_{1}$ to be evaluated from $\alpha$ and $A$.

The method used to isolate $\beta_{1}, \beta_{2}$ and $\gamma_{1}$ (described below)
involved a fair amount of detailed algebra and it is possible that a shorter method could be devised. As defined by equation (1.5), $\gamma$ and $\delta$ consist of 35 terms while $\beta$ and $\varepsilon$ have 21 terms. They can be subdivided into groups of 7 terms, each with cyclic symmetry, by writing

$$
\begin{equation*}
\gamma_{2}=\Sigma_{0} b_{1} b_{2} b_{4}, \quad \gamma_{3}=\varepsilon_{0} b_{1} b_{2} b_{5}, \quad \gamma_{4}=\Sigma_{0} b_{1} b_{2} b_{6}, \quad \gamma_{5}=\Sigma_{0} b_{1} b_{3} b_{5}, \tag{2.9}
\end{equation*}
$$

$$
\begin{gather*}
\delta_{1}=\Sigma_{0} b_{1} b_{2} b_{3} b_{4}, \quad \delta_{2}=\Sigma_{0} b_{1} b_{2} b_{3} b_{5}, \quad \delta_{3}=\Sigma_{0} b_{1} b_{2} b_{3} b_{6},  \tag{2.10}\\
\delta_{4}=\Sigma_{0} b_{1} b_{2} b_{4} b_{5}, \delta_{5}=\Sigma_{0} b_{1} b_{2} b_{4} b_{6},
\end{gather*}
$$

$$
\begin{equation*}
\varepsilon_{1}=\varepsilon_{0} b_{1} b_{2} b_{3} b_{4} b_{5}, \quad \varepsilon_{2}=\Sigma_{0} b_{1} b_{2} b_{3} b_{4} b_{6}, \varepsilon_{3}=\varepsilon_{0} b_{1} b_{2} b_{3} b_{5} b_{6} . \tag{2.11}
\end{equation*}
$$

Then $\gamma=\gamma_{1}+\gamma_{2}+\gamma_{3}+\gamma_{4}+\gamma_{5}, \delta=\delta_{1}+\delta_{2}+\delta_{3}+\delta_{4}+\delta_{5}$, and $\varepsilon=\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}$. (The sub-division of $\beta$ has already been described.) If we form the products $\alpha \beta_{i}, \alpha \gamma_{i}, \alpha \delta_{i}$ and $\alpha \varepsilon_{i}$ and make use of equation (2.1), we get a total of 16 equations relating the 16 quantities $\beta_{i}, \gamma_{i}, \delta_{i}$ and $\varepsilon_{i}$ and the solution of these equations gives expressions for $\beta_{1}, \beta_{2}, \beta_{3} ; \gamma_{1}, \ldots, \gamma_{5} ; \delta_{1}, \ldots, \delta_{5} ; \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}$. Typical equations are:
(2.12) $\alpha \beta_{1}=\alpha(1+2 A)+7 A+\beta_{2}+\gamma+\gamma_{1}-\gamma_{5}$,
(2.13) $\alpha \gamma_{2}=A(\alpha+\beta)+\beta_{1}+\gamma_{3}+\gamma_{4}-\delta_{3}+\delta$,
(2.14) $\alpha \delta_{4}=A\left(2 \beta_{1}+\gamma_{2}+2 \gamma_{3}+\gamma_{4}\right)+\gamma_{1}+\gamma_{4}+\delta_{3}+\delta_{5}+\varepsilon_{1}+2 \varepsilon_{3}$,
(2.15) $\alpha \varepsilon_{1}=A\left(7+2 \alpha+2 \beta_{1}+\beta_{3}+2 \gamma_{1}+2 \gamma_{3}+\delta_{1}-\delta_{5}+\delta\right)+\alpha+\beta_{2}+\gamma_{4}+\delta_{3}+\varepsilon_{2}+2 \theta$.

The equations are linear and we can
(i) use the $\alpha \gamma_{i}$ equations to solve for the $\delta$ 's (in terms of $\left.\gamma_{i}, \beta_{i}, \alpha, A\right)$,
(ii) use the $\alpha \delta_{1}, \alpha \delta_{4}$ and $\alpha \delta_{5}$ equations to solve for $\varepsilon_{1}$, $\varepsilon_{2}$ and $\varepsilon_{3}$,
(iii) use the $\alpha \delta_{2}, \alpha \delta_{3}$ and $\alpha \beta_{i}$ equations to solve for the $\gamma^{\prime} \mathrm{s}$,
(iv) use the $\alpha \varepsilon_{i}$ equations to give two equations for $\beta_{1}$ and $\beta_{3}$.

Parts (i) and (ii) of this procedure are straightforward. In part (iii) a key equation is
(2.16) $\left(\alpha^{2}+\alpha-A\right)\left(\gamma_{2}-\gamma_{4}\right)=\left(\alpha^{2}-\alpha-A\right)\left(\beta_{3}-\beta_{2}\right)+2 \alpha\left(\beta_{1}-2 \beta_{2}\right)$

$$
+4 \alpha A+2 \gamma+4 \beta_{1}-2 \beta_{2}+2 \beta_{3}
$$

Provided $\alpha^{2}+\alpha-A \neq 0$, this gives $\gamma_{2}-\gamma_{4}$ in terms of $\alpha, A, \beta_{1}, \beta_{2}$, $\beta_{3}$ and we can go on to obtain similar solutions for $\gamma_{i}, \delta_{i}, \varepsilon_{i}$ and $\theta$. In particular, the solution for $\gamma_{1}$ can be written as
(2.17) $90 \mathrm{Cr}_{1}$

$$
\begin{aligned}
=\left\{3 \alpha^{5}-5 \alpha^{4}-(50+60 A) \alpha^{3}\right. & \left.+(15-250 A) \alpha^{2}+\left(-15-13 A+57 A^{2}\right) \alpha+\left(105 A^{2}-105 A\right)\right\} \\
& +\beta_{1}\left\{30 \alpha^{3}+30 \alpha^{2}-(10+30 A) \alpha-10-96 A\right\} \\
& +\beta_{2}(30 \alpha-18)+\beta_{3}\left\{-30 \alpha^{3}+(60+30 A) \alpha-90-30 A\right\}
\end{aligned}
$$

where $C=\alpha^{2}+\alpha-A$. This solution can be written in different ways, since $\beta_{1}+\beta_{2}+\beta_{3}=\beta=(1 / 2)\left(\alpha^{2}-\alpha-7 A\right)$. For example, the term in $\beta_{2}$ can be eliminated by replacing $\beta_{2}$ by $\beta-\beta_{1}-\beta_{3}$. This is what was done in part (iv) of the procedure to obtain equations relating $\beta_{1}$ and $B_{3}$. The two equations are

$$
\begin{align*}
& 0=p_{0}+p_{1} \beta_{1}+p_{3}\left(3 \beta_{3}\right)  \tag{2.18}\\
& 0=q_{0}+q_{1} \beta_{1}+q_{3}\left(3 \beta_{3}\right) \tag{2.19}
\end{align*}
$$

with
(2.20) $p_{0}=15 \alpha^{7}+15 \alpha^{6}-(115+597 A) \alpha^{5}-(635+1200 A) \alpha^{4}$

$$
\begin{aligned}
& +\left(-1300-2285 A+3165 A^{2}\right) \alpha^{3}+\left(420-1594 A+4875 A^{2}\right) \alpha^{2} \\
& +\left(240+5824 A+3072 A^{2}-2583 A^{3}\right) \alpha+\left(1680 A+588 A^{2}+630 A^{3}\right)
\end{aligned}
$$

(2.21) $p_{1}=45 \alpha^{6}-45 \alpha^{5}-(135+495 A) \alpha^{4}-(195+630 A) \alpha^{3}$

$$
\begin{array}{r}
+\left(1090-675 A+855 A^{2}\right) \alpha^{2}+\left(2840+1620 A+675 A^{2}\right) \alpha \\
+\left(2560-792 A+2754 A^{2}-405 A^{3}\right)
\end{array}
$$

(2.22) $p_{3}=-15 \alpha^{6}+15 \alpha^{5}+(-155+165 A) \alpha^{4}-(95+270 A) \alpha^{3}$
$+\left(290-55 A-285 A^{2}\right) \alpha^{2}+\left(1160+60 A+255 A^{2}\right) \alpha+\left(376 A-150 A^{2}+135 A^{3}\right)$,
(2.23) $q_{0}=-45 \alpha^{8}-135 \alpha^{7}+(-405+810 A) \alpha^{6}+(-793+1863 A) \alpha^{5}$

$$
\begin{aligned}
&+\left(-1430+4350 A-4320 A^{2}\right) \alpha^{4}+\left(-760+9115 A-8505 A^{2}\right) \alpha^{3} \\
&+\left(384+18506 A-14115 A^{2}+6390 A^{3}\right) \alpha^{2}+\left(1536+19432 A-13140 A^{2}+6777 A^{3}\right) \alpha \\
&+\left(10752 A-8232 A^{2}+9450 A^{3}-2835 A^{4}\right)
\end{aligned}
$$

(2.24) $q_{1}=135 \alpha^{6}+585 \alpha^{5}+(1275-1485 A) \alpha^{4}+(3015-6210 A) \alpha^{3}$

$$
\begin{array}{r}
+\left(8950-10905 A+2565 A^{2}\right) \alpha^{2}+\left(14120-5940 A+5625 A^{2}\right) \alpha \\
+\left(9472-2856 A+7974 A^{2}-1215 A^{3}\right)
\end{array}
$$

(2.25)

$$
\begin{aligned}
& q_{3}=45 \alpha^{6}+195 \alpha^{5}+(625-495 A) \alpha^{4}+(1165-1590 A) \alpha^{3} \\
&+\left(2330-3355 A+855 A^{2}\right) \alpha^{2}+\left(2600-2580 A+1395 A^{2}\right) \alpha \\
&+\left(2304-1064 A+1890 A^{2}-405 A^{3}\right)
\end{aligned}
$$

These equations depend on the assumption that $C \neq 0$. For $p_{1} q_{3}-p_{3} q_{1} \neq 0$, the equations can be solved for $\beta_{1}$ and $\beta_{3}$ and then $\beta_{2}=\beta-\beta_{1}-\beta_{3}$.

0
Thus for given values of $\alpha$ and $A$, we can evaluate $\beta, p_{0}, p_{1}, p_{3}, q_{0}, q_{1}$, $q_{3}$ and (in general) solve equations (2.18) and (2.19) for $\beta_{1}$ and $\beta_{3}$. The value of $\beta_{2}$ follows and equation (2.17) gives $\gamma_{1}$. Equations (2.3), (2.5), (2.6), (2.7) and (2.8) can be used to obtain $\gamma, \delta, \varepsilon, \theta$ and $\zeta$ in turn and this defines $h_{7}(x)$. The roots of $h_{7}(x)=0$ correspond to the values of $b_{i}$ for the solution and equation (2.1) can be used to put them in order. The stability of the solution is determined by $\zeta=b_{1} b_{2} b_{3} \ldots b_{7}$, since

$$
\begin{equation*}
\frac{d v_{n+7}}{d w_{n}}=\prod_{i=0}^{6} \frac{d w_{n+i+1}}{d w_{n+i}}=2^{7} \prod_{i=0}^{6} w_{n+i}=2^{7} \zeta \tag{2.26}
\end{equation*}
$$

for a $C_{7}$ solution. For local stability, we must have $2^{7}|\zeta|<1$, that is,
(2.27)

$$
-1 / 128<\zeta<1 / 128 .
$$

## 3. Equation for $\alpha$

To obtain an equation for $\alpha$ we need an additional relationship between $\alpha, \beta, \gamma, \delta, \varepsilon, \theta, \zeta$ and we would like to have it in a form which allows us to eliminate $\beta_{1}$ and $\beta_{3}$. Thus a suitable form is an equation similar to (2.18) and (2.19), for we can then write down the equation for $\alpha$ in determinantal form. There are a number of relationships that can be used and the eventual choice was somewhat arbitrary.

One neat-looking set of results comes from eliminating $A$ in equation (2.1). For example,

$$
\begin{equation*}
b_{3}-b_{2}=\left(b_{2}^{2}-A\right)-\left(b_{1}^{2}-A\right)=b_{2}^{2}-b_{1}^{2} \tag{3.1}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\pi_{0}\left(b_{3}-b_{2}\right)=\Pi_{0}\left(b_{2}^{2}-b_{1}^{2}\right)=\Pi_{0}\left(b_{2}-b_{1}\right) \pi_{0}\left(b_{2}+b_{1}\right) \tag{3.2}
\end{equation*}
$$

where $\pi_{0}$ is used to denote a cyclic product, that is .

$$
\pi_{0}\left(b_{2}-b_{1}\right)=\left(b_{2}-b_{1}\right)\left(b_{3}-b_{2}\right)\left(b_{4}-b_{3}\right) \ldots\left(b_{1}-b_{7}\right)=\pi_{0}\left(b_{3}-b_{2}\right)
$$

For a $C 7$ solution the $b_{i}$ are distinct and hence $\Pi_{0}\left(b_{2}-b_{1}\right) \neq 0$. Thus equation (3.2) gives

$$
\begin{equation*}
I=\pi_{0}\left(b_{1}+b_{2}\right) \tag{3.3}
\end{equation*}
$$

A similar argument leads to

$$
\begin{align*}
& 1=\pi_{0}\left(b_{1}+b_{3}\right)  \tag{3.4}\\
& 1=\Pi_{0}\left(b_{1}+b_{4}\right) \tag{3.5}
\end{align*}
$$

When the right-hand side of equation (3.3) is expanded, we can replace $b_{1}^{2}$ by $b_{2}+A$, and so on, until only first powers of each $b_{i}$ are left. This gives
(3.6) $1=(\alpha+\beta+\gamma+\delta+\varepsilon+\theta+2 \zeta)+A(7+6 \alpha+5 \beta+4 \gamma+3 \delta+2 \varepsilon)$

$$
+A^{2}(14+9 \alpha+5 \beta+2 \gamma)+A^{3}(7+2 \alpha)
$$

and equations (3.4) and (3.5) give the same result.
Equation (3.6) is clearly a useful equation, for example, for checking the numerical results obtained from the equations in Section 2, but it is less convenient to use it directly to give a relation between $\beta_{1}$ and $\beta_{3}$. The inconvenience stems from equations (2.7) and (2.8), which involve $\dot{\gamma}^{2}$. There is no difficulty in determining $\theta$ and $\zeta$ numerically from these equations but in the algebraic solution the $\gamma^{2}$ term includes $\beta_{1}^{2}$ in its expansion and we would prefer linear terms only. (This difficulty can be circumvented but there was no need to to so in this case.)

Another useful set of equations comes from forming the products
$\alpha \theta, \alpha \varepsilon, \alpha \delta, \ldots, \alpha \beta$. Indeed some of these equations were used in checking the results for $\alpha \beta_{i}, \alpha \gamma_{i}, \alpha \delta_{i}$ and $\alpha \varepsilon_{i}$. Using equation (2.1), these products become
(3.7) $\alpha \beta=3 \gamma+2 \beta+\alpha-\beta_{1}+A(6 \alpha+7)$,
(3.8) $\quad \alpha \gamma=4 \delta+2 \gamma+\beta+\alpha+\gamma_{5}-\gamma_{1}+\beta_{3}+A(5 \beta+5 \alpha+7)$,
(3.9) $\alpha \delta=5 \varepsilon+2 \delta+\gamma+\beta+\alpha+\delta_{5}-\delta_{1}+\gamma_{3}+A\left(4 \gamma+3 \beta+4 \alpha+7+\beta_{1}\right)$,
(3.10) $\alpha \varepsilon=6 \theta+2 \varepsilon+\delta+\gamma+\beta+\alpha-\varepsilon_{1}-\delta_{5}-\gamma_{3}-\gamma_{5}-\beta_{3}$

$$
+A\left(3 \delta+2 \gamma+2 \beta+3 \alpha+7+\gamma_{1}-\gamma_{5}+\beta_{1}-\beta_{3}\right),
$$

(3.11) $\alpha \theta=7 \zeta+\theta+\alpha+\varepsilon_{1}+\delta_{1}+\gamma_{1}+\beta_{1}+A(2 \varepsilon+\delta+\gamma+\beta+2 \alpha+7)$

$$
+A\left(\delta_{1}-\delta_{5}+\gamma_{1}-\gamma_{3}-\gamma_{5}+\beta_{1}-\beta_{3}\right)
$$

From equation (2.2), $\alpha^{2}=2 \beta+\alpha+7 A$ and hence

$$
\begin{align*}
\alpha(\theta+\varepsilon+\delta+\gamma+\beta+\alpha+1)=7(\zeta+\theta+\varepsilon+\delta+\gamma+\beta+\alpha) & +A(2 \varepsilon+4 \delta+7 \gamma+11 \beta+20 \alpha+42)  \tag{3.12}\\
& +A\left(\delta_{1}-\delta_{5}+2 \gamma_{1}-\gamma_{3}-2 \gamma_{5}+3 \beta_{1}-2 \beta_{3}\right)
\end{align*}
$$

It can be shown that
(3.13) $\delta_{1}-\delta_{5}+2 \gamma_{1}-\gamma_{3}-2 \gamma_{5}+3 \beta_{1}-2 \beta_{3}$

$$
\begin{array}{r}
=(1 / 12)\left[\beta_{1}\left(6 \alpha^{2}+22 \alpha+44-18 A\right)-12 \beta_{3}-\alpha^{4}-2 \alpha^{3}+(-3+10 A) \alpha^{2}\right. \\
\left.-(18+22 A) \alpha-126 A-21 A^{2}\right],
\end{array}
$$

which means that the final term in equation (3.12) causes no difficulties. What was done, in effect, was to eliminate $\zeta$ between equations (3.6) and (3.12) and replace $\theta, \varepsilon, \delta, \gamma$ and $\beta$ by their expansions in terms of $\alpha, A, \beta_{1}$ and $\beta_{3}$. This gave

$$
\begin{equation*}
0=(2 \alpha-7)\left\{r_{0}+r_{1} \beta_{1}+r_{3}\left(3 \beta_{3}\right)\right\} \tag{3.14}
\end{equation*}
$$

with
(3.15) $\quad r_{0}=9 \alpha^{8}-72 \alpha^{7}+(6-324 A) \alpha^{6}+(-4+576 A) \alpha^{5}+\left(-347-2424 A+2646 A^{2}\right) \alpha^{4}$

$$
+\left(476-8432 A+792 A^{2}\right) \alpha^{3}+\left(7404-10108 A+7278 A^{2}-4356 A^{3}\right) \alpha^{2}
$$

$$
+\left(6864-3224 A+11772 A^{2}-1296 A^{3}\right) \alpha+\left(-3792 A+4476 A^{2}-4860 A^{3}+2025 A^{4}\right)
$$

(3.16) $\quad r_{1}=8\left\{45 \alpha^{5}+75 \alpha^{4}+(33-306 A) \alpha^{3}+(101-552 A) \alpha^{2}\right.$
$\left.+\left(202-72 A+261 A^{2}\right) \alpha+\left(296+30 A+261 A^{2}\right)\right\}$,
(3.17) $\quad r_{3}=8\left\{5 \alpha^{4}-34 \alpha^{3}-(53+50 A) \alpha^{2}+(34-6 A) \alpha+\left(72+14 A+45 A^{2}\right)\right\}$.

The factor $2 \alpha-7$ in equation (3.14) corresponds to the case where $b_{i}=(1 / 2)$ for $i=1,2, \ldots, 7$. This is an equilibrium solution corresponding to $\alpha=1 / 2$ and $A=1 / 4$ and it is easy to check that equations (3.3), (3.4), (3.5) and (3.12) are satisfied in this case. Thus we can expect it to emerge as a possible solution of the equations but since we have stipulated that $a>1 / 2$ we can ignore this solution. This leaves

$$
\begin{equation*}
0=r_{0}+r_{1} \beta_{1}+r_{3}\left(3 \beta_{3}\right) \tag{3.18}
\end{equation*}
$$

As with equations (2.18) and (2.19), equation (3.18) depends on the condition that $C=\alpha^{2}+\alpha-A \neq 0$. For the three equations to be consistent, we must have

$$
0=E(\alpha, A)=\left|\begin{array}{lll}
p_{0} & p_{1} & p_{3}  \tag{3.19}\\
q_{0} & q_{1} & q_{3} \\
r_{0} & r_{1} & r_{3}
\end{array}\right|
$$

and this is (almost) the equation we want for $\alpha$. An examination of the leading terms shows that $E(\alpha, A)$ is a polynomial of degree 20 in $\alpha$ rather than a polynomial of degree 18 . Numerical checks gave $E(0,0)=0=E(-1,0)$ and $E(1,2)=0=E(-2,2)$, which suggests that $\alpha^{2}+\alpha-A$ might be a factor and this was verified by expressing $p_{0}$ as

$$
\begin{equation*}
p_{0}=c p_{0}^{(1)}+p_{0}^{(2)} \tag{3.20}
\end{equation*}
$$

where $p_{0}^{(2)}$ is linear in $\alpha$. Similar expressions were obtained for $p_{1}, p_{3} ; q_{0}, q_{1}, q_{3} ; r_{0}, r_{1}, r_{3}$ and the determinant obtained from the remainder terms, that is,

$$
\left|\begin{array}{lll}
p_{0}^{(2)} & p_{1}^{(2)} & p_{3}^{(2)} \\
q_{0}^{(2)} & q_{1}^{(2)} & q_{3}^{(2)} \\
r_{0}^{(2)} & r_{1}^{(2)} & r_{3}^{(2)}
\end{array}\right|
$$

proved to have a factor $C$. With this assurance that $C$ is a factor of $E(\alpha, A)$ brute force was used to expand $E(\alpha, A)$ and write it in the form

$$
\begin{equation*}
E(\alpha, A)=(36450)\left(\alpha^{2}+\alpha-A\right) D(\alpha, A) \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
D(\alpha, A)=\sum_{n=0}^{18} k_{n} \alpha^{n}, \tag{3.22}
\end{equation*}
$$

with
(3.23) $k_{18}=k_{17}=1, k_{16}=4-57 \mathrm{~A}, k_{15}=20-136 A$,
$k_{14}=110-380 A+1188 A^{2}, \quad k_{13}=638-1048 A+3740 A^{2}$,
$k_{12}=3828-2054 A+9652 A^{2}-11924 A^{3}$,
$k_{11}=10452-824 A+23660 A^{2}-42168 A^{3}$,
$k_{10}=27225-42796 A+53404 A^{2}-100588 A^{3}+61950 A^{4}$, $k_{9}=60665-113352 A-22652 A^{2}-187504 A^{3}+228070 A^{4}$,

$$
k_{8}=120032-272825 A+186604 A^{2}-468700 A^{3}
$$

$$
+490988 A^{4}-168606 A^{5}
$$

$k_{7}=195632-602304 A+439044 A^{2}+148168 A^{3}$ $+537772 A^{4}-531896 A^{5}$,
$k_{6}=494368-1254960 A+311856 A^{2}+381644 A^{3}$

$$
+1402822 A^{4}-1211764 A^{5}+254932 A^{6}
$$

$$
\begin{aligned}
& \begin{aligned}
k_{5}=886384-389280 A-1462000 A^{2} & +477600 A^{3} \\
& +644702 A^{4}-1176536 A^{5}+638876 A^{6}
\end{aligned} \\
& k_{4}=698944+1180624 A+110448 A^{2}-2616528 A^{3} \\
&+2721088 A^{4}-3248366 A^{5}+1558332 A^{6}-217188 A^{7}
\end{aligned},
$$

For a given value of $A$ the coefficients $k_{0}$ to $k_{18}$ can be evaluated and the appropriate values of $\alpha$ are the real roots of $D(\alpha, A)=0$.

## 4. Special case $C=0$

It might appear that the special case $\alpha=0$ requires attention because of the use of equations such as (2.12) to (2.15) or (3.7) to (3.11). However when a check was made this case produced no difficulties. For example, in the derivation of equation (2.12),

$$
\begin{aligned}
\alpha \beta_{1} & =\left(\Sigma_{0} b_{1}\right)\left(\Sigma_{0} b_{1} b_{2}\right)=\Sigma_{0}\left\{b_{1}\left(b_{1} b_{2}+b_{2} b_{3}+b_{3} b_{4}+b_{4} b_{5}+\ldots b_{7} b_{1}\right)\right\} \\
& =\Sigma_{0} b_{1}^{2}\left(b_{2}+b_{7}\right)+\Sigma_{0}\left(b_{1} b_{2} b_{3}+b_{3} b_{4} b_{1}+b_{4} b_{5} b_{1}+b_{5} b_{6} b_{1}+b_{6} b_{1} b_{1}\right) \\
& =\Sigma_{0}\left(b_{2}+A\right)\left(b_{2}+b_{7}\right)+\gamma_{1}+\gamma_{4}+\gamma_{3}+\gamma_{2}+\gamma_{1} \\
& =(\alpha+7 A)+2 A \alpha+\beta_{2}+\gamma+\gamma_{1}-\gamma_{5} .
\end{aligned}
$$

This expansion is still valid when $\Sigma_{0} b_{1}=0$; the equation reduces to $0=7 A+\beta_{2}+\gamma+\gamma_{1}-\gamma_{5}$. Checking the details in this way gave $k_{0}=0$ as the equation for $A$, in agreement with $D(0, A)=0$.

When $C=0$, equation (2.16) is still valid but it no longer gives an equation for $\gamma_{2}-\gamma_{4}$ and the solution for the $\gamma_{i}$ breaks down. This invalidates most of the subsequent equations in Section 2 and it is better to make a fresh start, replacing $\alpha^{2}$ by $A-\alpha$ wherever it occurs. Equations (2.2), (2.5) and (2.6) become

$$
\beta=-\alpha-3 A, \quad 3 \gamma=\alpha(2-9 A)-2 A+\beta_{1},
$$

$$
\begin{align*}
3 \delta & =\alpha(7 A-2)+9 A^{2}-4 A+\alpha \beta_{1}  \tag{4.1}\\
15 \varepsilon & =\alpha\left(7-41 A+45 A^{2}\right)+\left(21 A^{2}-7 A\right)+3 \beta_{2}-(5 \alpha+9 A) \beta_{1}
\end{align*}
$$

The equations for $\alpha \beta_{i}, \alpha \gamma_{i}, \alpha \delta_{i}$ and $\alpha \varepsilon_{i}$ are still valid, so equation (2.16) can be used; hence

$$
\begin{equation*}
0=2 \alpha\left(\beta_{2}-\beta_{3}\right)+2 \alpha\left(\beta_{1}-2 \beta_{2}\right)+4 \alpha A+2 \gamma+4 \beta_{1}-2 \beta_{2}+2 \beta_{3} \tag{4.2}
\end{equation*}
$$

If we replace $\gamma$ from equation (4.1) and put $\beta_{3}=\beta-\beta_{1}-\beta_{2}$, we get

$$
\begin{equation*}
3 \beta_{2}=(3 \alpha+2) \beta_{1}+(3 A-2) \alpha-4 A \tag{4.3}
\end{equation*}
$$

and from this

$$
\begin{equation*}
3 \beta_{3}=-(3 \alpha+5) \beta_{1}-(3 A+1) \alpha-5 A . \tag{4.4}
\end{equation*}
$$

Thus we can put $\beta_{2}$ and $\beta_{3}$ in terms of $\beta_{1}, \alpha, A$ whenever they appear.
From the $\alpha \beta_{1}$ and $\alpha \beta_{3}$ equations it is straightforward to obtain

$$
\begin{align*}
& r_{5}=\gamma_{1}+\beta_{1}+\alpha+5 A  \tag{4.5}\\
& r_{3}=\gamma_{1}+(1 / 3)\left\{\beta_{1}(2-2 \alpha-3 A)+(A+2) \alpha+10 A-3 A^{2}\right\}
\end{align*}
$$

and hence $\gamma_{2}+\gamma_{4}=\gamma-\gamma_{1}-\gamma_{3}-\gamma_{5}$ can also be expressed in terms of $\gamma_{1}, \beta_{1}, \alpha, A$. The main problem is to find an equation for $\gamma_{2}-\gamma_{4}$ as a replacement for equation (2.16).

An unexpected bonus came from the equation for $\alpha \delta_{3}$, which is

$$
\begin{equation*}
\alpha \delta_{3}=A\left(\alpha+\beta+\gamma-\beta_{1}-\gamma_{2}\right)+\varepsilon+\delta_{1}+\delta_{5}+\gamma_{5}+\beta_{2} . \tag{4.6}
\end{equation*}
$$

As mentioned in Section 2, it is easy to solve for the $\delta$ 's in terms of $\gamma_{i}, \beta_{i}, \alpha, A$ and these solutions were substituted for $\delta_{1}, \delta_{3}$ and $\delta_{5}$ in equation (4.6). The results in equations (4.1), (4.3), (4.4) and (4.5) were used to obtain an equation for $\beta_{1}$ and this gave

$$
\begin{equation*}
\beta_{1}(4-3 A+\alpha)=3 A^{2}-3 A-4 \alpha A, \tag{4.7}
\end{equation*}
$$

a surprisingly neat result. Note that if the co-factor of $\beta_{1}$ is zero in this equation, then the right-hand side of the equation must be zero also and we either have

$$
3 A=4+\alpha, \text { with } A=0
$$

or

$$
3 A=4+\alpha, \text { with } 3 A=4 \alpha+3:
$$

Neither of these is compatible with the assumption that $C=0$. Thus we can take $Q=4-3 A+\alpha \neq 0$ and regard equation (4.7) as an equation for $\beta_{1}$, in terms of $\alpha$ and $A$. From equations (4.3), (4.4) and (4.1),

$$
\begin{align*}
Q B_{2} & =3 A^{2}-8 A+(2 A-2) \alpha, \quad Q B_{3}=3 A^{2}-2 A+(2 A-1) \alpha  \tag{4.8}\\
Q Y & =-3 A+\left(2-13 A+9 A^{2}\right) \alpha, \\
Q \delta & =-6 A+17 A^{2}-9 A^{3}+\left(-2+8 A-3 A^{2}\right) \alpha \\
Q \varepsilon & =-3 A+8 A^{2}-3 A^{3}+\left(1-10 A+20 A^{2}-9 A^{3}\right) \alpha .
\end{align*}
$$

To obtain similar equations for $\gamma_{1}$ to $\gamma_{5}$, the equations used were

$$
\begin{align*}
& \beta_{1}^{2}=7 A^{2}+4 A \alpha+\beta_{1}+2 A \beta_{2}+2 \beta_{3}+2\left(\delta_{1}+\delta_{4}\right)  \tag{4.9}\\
& \beta_{2}^{2}=7 A^{2}+2 A \alpha+\beta_{2}+2 A \beta_{3}+2 \gamma_{3}+2\left(\delta_{1}+\delta_{5}\right) \\
& \beta_{3}^{2}=7 A^{2}+2 A \alpha+\beta_{3}+2 A \beta_{1}+2 \gamma_{4}+2\left(\delta_{4}+\delta_{5}\right)
\end{align*}
$$

These equations are valid in the general case and the $\beta_{1}^{2}$ equation can be used in evaluating $\gamma^{2}$, which occurs in equations (2.7) and (2.8). If we
take $\beta_{2}^{2}-\beta_{3}^{2}$ and substitute for $\delta_{1}$ and $\delta_{4}$, the resulting equation is (4.10) $\beta_{2}^{2}-\beta_{3}^{2}=2\left(\beta_{2}-\beta_{3}\right)+\alpha\left(\gamma_{1}-\gamma_{3}\right)+\left(2 \gamma_{3}+\gamma_{5}-\gamma_{2}-\gamma_{4}\right)$ $-(1+A) \alpha-7 A+A\left(4 \beta_{3}-3 \beta_{1}-\beta_{2}\right)$.

The essential point about this equation is that $\gamma_{3}, \gamma_{5}$ and $\gamma_{2}+\gamma_{4}$ can be expressed in terms of $\gamma_{1}$ (plus terms in $\alpha, A, B_{i}$ ) and in the special case $C=0$ this leads to

$$
\begin{equation*}
2 Q^{2} \gamma_{1}=-44 A+72 A^{2}-30 A^{3}+\left(-8+23 A-40 A^{2}+18 A^{3}\right) \alpha \tag{4.11}
\end{equation*}
$$

Similar expressions for $2 Q^{2} \gamma_{3}, 2 Q^{2} \gamma_{5}$ and $2 Q^{2}\left(\gamma_{2}+\gamma_{4}\right)$ follow immediately and the $\beta_{1}^{2}$ equation gives $2 Q^{2}\left(\gamma_{2}-\gamma_{4}\right)$. This gives a set of equations for the $\gamma_{i}$ and solutions for $\delta_{i}, \varepsilon_{i}$ follow in a straightforward way.

Equations (2.7) and (2.8) gave
(4.12) $2 Q^{2} \theta=8 A+56 A^{2}-116 A^{3}+76 A^{4}-18 A^{5}+\left(-4+47 A-78 A^{2}+44 A^{3}-6 A^{4}\right) \alpha$,
(4.13) $24 Q^{2} \zeta=-54 A+505 A^{2}-690 A^{3}+308 A^{4}-42 A^{5}$

$$
+\left(2-76 A+586 A^{2}-922 A^{3}+574 A^{4}-126 A^{5}\right) \alpha
$$

and equation (3.11) was used as a check for these expressions. Thus for given values of $\alpha$ and $A$, if it turns out that $C$ is zero or close to zero we have to switch from the equations in Section 2 and instead use equations (4.7), (4.8) or (4.1), (4.12) and (4.13) to calculate the coefficients in the polynomial $h_{7}(x)$. As before, the roots of $h_{7}(x)=0$ give the elements of the $C 7$ solution and the value of $\zeta$ tells whether the cycle is stable or unstable.

We also have to check on the equation for $\alpha$ in the case when $C=0$. When the expressions obtained for $B, \gamma, \delta, \varepsilon, \theta$ and $\zeta$ were substituted in equation (3.6) it was found that the condition
(4.14) $\quad 0=224-508 A+404 A^{2}-104 A^{3}+\left(80-107 A-10 A^{2}+24 A^{3}\right) \alpha$
had to be satisfied for equation (3.6) to hold. Another equation that is available in the general case is

$$
\begin{equation*}
\alpha \zeta=\alpha+7 A+A\left(\theta+\varepsilon_{1}+\delta_{1}+\gamma_{1}+\beta_{1}+\alpha\right), \tag{4.15}
\end{equation*}
$$

which is similar to equations (3.7) to (3.11), and this equation was also used as a check equation in the case $C=0$. This gave a somewhat different condition
(4.16) $0=224-380 A+188 A^{2}-24 A^{3}+\left(208-435 A+310 A^{2}-72 A^{3}\right) \alpha$.

Equations (4.14) and (4.16) can obviously be combined in different ways to obtain alternative conditions. For example, if we subtract equation (4.14) from equation (4.16) we eliminate the constant term and obtain, after cancelling a factor 8 ,

$$
\begin{equation*}
0=16 A-27 A^{2}+10 A^{3}+\left(16-41 A+40 A^{2}-12 A^{3}\right) \alpha \tag{4.17}
\end{equation*}
$$

In the same way, we can eliminate the $A^{3} \alpha$ term by adding three times equation (4.14) to equation (4.16). Again, a numerical factor can be cancelled and the result is

$$
\begin{equation*}
0=32-68 A+50 A^{2}-12 A^{3}+\left(16-27 A+10 A^{2}\right) \alpha \tag{4.18}
\end{equation*}
$$

Equations (4.17) and (4.18) can be regarded as an alternative pair to equations (4.14) and (4.16). However, equations (4.17) and (4.18) are related, for if we multiply equation (4.18) by $\alpha$ and use $\alpha^{2}=A-\alpha$ we obtain equation (4.17). Thus we can regard equation (4.18) as the basic equation for $\alpha$, with equation (4.17) as a derived form and with equations (4.16) and (4.14) as linear combinations of equations (4.17) and (4.18).

This is a satisfactory conclusion since it agrees with the equation $D(\alpha, A)=0$ obtained in Section 3. If we divide $D(\alpha, A)$ by $\alpha^{2}+\alpha-A$ and write the remainder as $R(\alpha, A)$, then

$$
\begin{equation*}
D(\alpha, A)=\left(\alpha^{2}+\alpha-A\right) S(\alpha, A)+R(\alpha, A) \tag{4.19}
\end{equation*}
$$

where $S(\alpha, A)$ is a polynomial of degree 16 in $\alpha$ and of degree 8 in $A$ and
(4.20) $R(\alpha, A)=(32768)\left\{\left(32-68 A+50 A^{2}-12 A^{3}\right)+\left(16-27 A+10 A^{2}\right) \alpha\right\}$.

Thus when $C=0$ the equation $D(\alpha, A)=0$ reduces to equation (4.18).

## 5. Numerical results

Although periodic solutions exist for $A>2$ and the equations obtained in Sections 2, 3 and 4 remain valid for $A>2$, the results obtained by Chaundy and Phillips [2] indicate that the periodic solutions are unstable for $A>2$. The numerical working has accordingly been limited to $-1 / 4<A \leq 2$. For $A=2$, Lorenz [3] gives an exact solution in terms of trigonometric functions and these trigonometric solutions were of great help in checking the equations of Sections 2 and 3. For $C 7$ solutions, the trigonometric solutions are

$$
\begin{equation*}
b_{m}=2 \cos \left(2^{m} \phi\right), m=1,2,3, \ldots, 7, \tag{5.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi=N \pi / 129 \text { or } \phi=N \pi / 127, \tag{5.2}
\end{equation*}
$$

for any integer $N$. In practice, all 18 of the $C 7$ solutions were obtained by using in turn $N=1,3,5,7,9,11,13,19,21$. The 18 values of $\alpha$ were compared with the roots of $D(\alpha, 2)=0$ and the agreement was excellent. For any particular solution, combinations of the $b ' s$ such as $\beta_{1}, \gamma_{1}, \beta, \gamma, \delta, \varepsilon, \theta, \zeta$ can be calculated and compared with the values given by the formulae in Section 2.

It is fairly easy to show that, with the above values for $N$, $\zeta=+1$ when $\phi=N \pi / 127$ and $\zeta=-1$ when $\phi=N \pi / 129$. If $z=\exp (4 i \phi)$ then

$$
\begin{gathered}
1+z=(2 \cos 2 \phi) \exp (2 i \phi)=b_{1} \exp (2 i \phi) \\
1+z^{2}=(2 \cos 4 \phi) \exp (4 i \phi)=b_{2} \exp (4 i \phi) \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots) \\
\left(1+z^{64}\right)=(2 \cos 128 \phi) \exp (128 i \phi)=b_{7} \exp (128 i \phi) .
\end{gathered}
$$

Also,

$$
\begin{aligned}
1-z & =-2 i(\sin 2 \phi) \exp (2 i \phi), \\
1-z^{128} & =-2 i(\sin 256 \phi) \exp (256 i \phi) .
\end{aligned}
$$

The identity

$$
(1+z)\left(1+z^{2}\right)\left(1+z^{4}\right) \ldots\left(1+z^{64}\right)=\left(1-z^{128}\right) /(1-z),
$$

which is valid for $z \neq 1$, now gives

$$
\zeta \exp (254 i \phi)=\{(\sin 256 \phi) /(\sin 2 \phi)\} \exp (254 i \phi)
$$

and hence

$$
\begin{equation*}
\zeta=(\sin 256 \phi) /(\sin 2 \phi) . \tag{5.3}
\end{equation*}
$$

For $\phi=N \pi / 129,256 \phi=2 N \pi-2 \phi$ and $\zeta=-1$. For $\phi=N \pi / 127$, $256 \phi=2 N \pi+2 \phi$ and $\zeta=+1$.

A corresponding result was noted [1] in discussing the $C 6$ solutions for $A=2$ and the proof above can easily be modified to deal with that case. Indeed it appears that for $A=2$ the only cyclic solution which does not have $|\zeta|=1$ is the equilibrium solution $w_{n}=2$.

In looking at the solutions of $D(\alpha, A)=0$ for different values of $A$ it was clear that the real solutions occurred in pairs. For each pair there was a critical value of $A$, denoted by $A^{*}$, at which the pair first appeared. At $A=A^{*}$, there was a double root $\alpha=\alpha^{*}$ and the stability criterion, $\zeta$, equalled $1 / 128$, that is the solution was at the upper limit for local stability. For $A>A^{*}$ the double root split into two distinct roots, with $\zeta<1 / 128$ in one case and $\zeta>1 / 128$ in the other. Thus one family of $\alpha$ values gives unstable solutions while the other gives stable solutions until $\zeta$ becomes less than $-1 / 128$, say for $A^{*}<A<A^{* *}$ where $A^{* *}$ is the value of $A$ at which $\zeta=-1 / 128$. Table 1 lists the critical values $A^{*}$ and $A^{* *}$ for each pair of roots, with the roots numbered in order of increasing magnitude. The table also shows which root in each pair gives stable solutions and, in the last column, values of $b_{i}$ for a typical solution. In each case, the trigonometric solution (for $A=2$ ) corresponding to the stable sequence was used to provide these typical values. It will be seen that there is a marked change in the type of solution as $\alpha^{*}$ increases. A rough figure is given for the interval of stability, $A^{* *}-A^{*}$, and it will be seen that it varies by a factor of about 3000 from the widest to the narrowest interval.

The solutions for the case $A=2$ can be paired off in the same way as the pairs of roots in Table l. For example, $\phi=21 \pi / 127$ corresponds to $\alpha_{1}$ and $\phi=21 \pi / 129$ corresponds to $\alpha_{2}$. The values of $\zeta$ for the
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trigonometric solutions provide a check on the identification of the stable family of roots, in the sense that for the $\alpha_{1}$ family $\zeta$ goes from $+1 / 128$ at $A=A^{*}$ to +1 at $A=2$, whereas for the $\alpha_{2}$ family $\zeta$ goes from $1 / 128$ at $A=A^{*}$ to -1 at $A=2$. Thus we can expect the $\alpha_{2}$ family to have $|\zeta|<1 / 128$ for some range of $A$-values. A similar argument applies for the other pairs of roots.

As $A$ increases, the first $C 7$ solution to occur is for $A=1.575$ (which corresponds to $a=1.851$ ). It looks like a perturbation of the equilibrium solution $w_{n}=1-a$ and, as was true for $C 3, C 4, C 5$ and $C 6$ solutions, the smallest value of $\alpha^{*}$ is associated with this smallest value of $A^{*}$. However, there is numerical evidence that this association does not extend to $C 8$ solutions. For the latter, the smallest value of $\alpha^{*}$ appears to arise from a solution which is a perturbation of the equilibrium solution but the smallest value for $A^{*}$ is for a $C 8$ solution which arises when a $C 4$ solution becomes unstable and bifurcates.

For the special case $C=0$, we have

$$
\alpha^{2}+\alpha=A=a^{2}-a
$$

and hence $\alpha=-\alpha$ or $\alpha=\alpha-1$. If we start with a specified value for the constant $a$, with $1 / 2<a \leq 2$, it is easy to calculate $A$ and then

$$
\begin{equation*}
\alpha_{0}=\left(12 A^{3}-50 A^{2}+68 A-32\right) /\left(10 A^{2}-27 A+16\right) \tag{5.4}
\end{equation*}
$$

From equation (4.18), $\alpha_{0}$ is the value of $\alpha$ appropriate to the case $C=0$ and we can compare it with $-a$ and $a-1$. The calculations gave $\alpha_{0}=-a$ for $a=1.9594473$, corresponding to $A=1.879986$, so the equations in Section 4 would be appropriate in this case. The other possibility, $\alpha_{0}=a-1$, did not occur for the range of values tested.

In concluding this section $I$ should like to thank Dr B.L. Martin who carried out the calculations which form the basis of Table 1 and who checked a number of other points numerically. Because of the large powers of $\alpha$ required in calculating $D(\alpha, A)$ double precision was needed in the computer programmes and the values for $A^{*}$ and $A^{* *}$ were obtained to an accuracy of at least $10^{-12}$, although not all of the figures have been
included in Table 1.
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