# ON PROPERTIES OF SEMIPREINVEX FUNCTIONS 

X.M. Yang, X.Q. Yang and K.L. Teo

In this paper, we first discuss some basic properties of semipreinvex functions. We then show that the ratio of semipreinvex functions is semipreinvex, which extends earlier results by Khan and Hanson [6] and Craven and Mond [3]. Finally, saddle point optimality criteria are developed for a multiobjective fractional programming problem under semipreinvexity conditions.

## 1. Introduction

Let $\mathbb{R}^{n}$ denote an $n$-dimension Euclidean space. In [4], Hanson considered the real differentiable function $f(x)$ on $\mathbb{R}^{n}$ whose gradient $\nabla f(x)$ satisfies the condition: for any $x, y \in \mathbb{R}^{n}$, there exists a vector $\eta(x, y) \in \mathbb{R}^{n}$ such that

$$
f(y) \geqslant f(x)+\nabla f(x) \eta(x, y) .
$$

Craven [2] called this an invex function. Later, Weir and Mond [10] and Weir and Jeyakumar [9] introduced preinvex functions defined as follows.

Let $K \subset \mathbb{R}^{n}$ and $f: K \longrightarrow \mathbb{R}$. Then $f$ is preinvex if for any $x, y \in K$, there exists a vector $\eta(x, y) \in \mathbb{R}^{n}$, for all $\alpha \in[0,1], y+\alpha \eta(x, y) \in K$

$$
f(y+\alpha \eta(x, y)) \leqslant \alpha f(x)+(1-\alpha) f(y)
$$

It is easy to show that preinvexity is a generalisation of invexity for nondifferentiable function.

In [11], Yang and Chen presented a wider class of generalised convex functions, called semipreinvex functions, which includes the classes of preinvex functions and arcconnected convex functions. The class of generalised convex functions preserves some nice properties that convex functions have (Noor [8]).

A set $K$ in $\mathbb{R}^{n}$ is said to satisfy the "semi-connected" property, if for any $x, y$ $\in K$ and $\alpha \in[0,1]$, there exists a vector $\eta(x, y, \alpha) \in \mathbb{R}^{n}$, such that $y+\alpha \eta(x, y, \alpha)$
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$\in K$. Let $K$ be a set in $\mathbb{R}^{n}$ having the "semi-connected" property with $\eta(x, y, \alpha): K$ $\times[0,1] \longrightarrow \mathbb{R}^{n}$ and $f(x)$ be a real function on $K$. Then $f$ is called semi-preinvex with respect to $\eta(x, y, \alpha)$ if for $x, y \in K$ and $\alpha \in[0,1]$,

$$
f(y+\alpha \eta(x, y, \alpha)) \leqslant \alpha f(x)+(1-\alpha) f(y)
$$

holds and $\lim _{\alpha \downarrow 0} \alpha \eta(x, y, \alpha)=0$.
In this paper, we give some new properties of semipreinvex functions. In particular, we show that the ratio of two semipreinvex functions is a semipreinvex function. This result extends the property, that if $f$ and $-g$ are invex then $f / g$ is invex, obtained by Khan and Hanson [6] and Craven and Mond [3]. We also point out that a statement made by Noor in [8] is not correct. Also, saddle point optimality criteria involving semipreinvex functions are developed for a multiobjective fractional programming problem.

## 2. SOME NEW PROPERTIES OF SEMIPreinvex functions

The following results characterise semipreinvex functions.
Theorem 2.1. Let $K$ be a semi-connected set with respect to $\eta(x, y, \alpha)$. A function $f: K \longrightarrow \mathbb{R}$ is semipreinvex with respect to the same $\eta(x, y, \alpha)$ if and only if, for all $x, y \in K, \alpha \in[0,1]$, and $u, v \in \mathbb{R}$,

$$
f(x)<u \text { and } f(y)<v \quad \Longrightarrow \quad f(y+\alpha \eta(x, y, \alpha))<\alpha u+(1-\alpha) v
$$

Proof: Let $f$ be semipreinvex with respect to $\eta$, and let $f(x)<u, f(y)<v$, $0<\alpha<1$. From the definition of semipreinvexity, we have

$$
f(y+\alpha \eta(x, y, \alpha)) \leqslant \alpha f(x)+(1-\alpha) f(y)<\alpha u+(1-\alpha) v
$$

Conversely, let $x, y \in K, \alpha \in[0,1]$. For any $\delta>0, f(x)<f(x)+\delta, f(y)<f(y)+\delta$. By the assumption of the theorem, we have, for $0<\alpha<1$,

$$
f(y+\alpha \eta(x, y, \alpha))<\alpha(f(x)+\delta)+(1-\alpha)(f(y)+\delta)=\alpha f(x)+(1-\alpha) f(y)+\delta
$$

Since $\delta>0$ can be arbitrarily small, it follows that

$$
f(y+\alpha \eta(x, y, \alpha)) \leqslant \alpha f(x)+(1-\alpha) f(y), \quad \alpha \in(0,1)
$$

Hence, $f$ is semipreinvex on $K$. This completes the proof.
Theorem 2.2. Let $K$ be a semi-connected set with respect to $\eta(x, y, \alpha)$. A function $f: K \longrightarrow \mathbb{R}$ is semipreinvex with respect to the same $\eta(x, y, \alpha)$ if and only if the set

$$
F(f)=\{(x, u): x \in K, u \in \mathbb{R}, f(x)<u\}
$$

is semi-connected with respect to $\eta_{1}: F(f) \times F(f) \times[0,1] \longrightarrow \mathbb{R}^{n+1}$, where

$$
\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u)
$$

for all $(x, u),(y, v) \in F(f)$.
Proof: Necessity. Let $(x, u) \in F(f)$ and $(y, v) \in F(f)$, that is, $f(x)<u$ and $f(y)<v$. From the semipreinvexity of $f$, we have

$$
f(y+\alpha \eta(x, y, \alpha)) \leqslant(1-\alpha) f(x)+\alpha f(y)<(1-\alpha) u+\alpha v, \quad \alpha \in(0,1)
$$

It follows that

$$
(x+\alpha \eta(y, x, \alpha),(1-\alpha) u+\alpha v) \in F(f), \quad \alpha \in(0,1)
$$

That is,

$$
(x, u)+\alpha(\eta(y, x, \alpha), v-u) \in F(f), \quad \alpha \in(0,1)
$$

Hence, $F(f)$ is a semi-connected set with respect to $\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v$ $-u)$.

Sufficiency. Assume that $F(f)$ is a semi-connected set with respect to

$$
\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u) .
$$

Let $x, y \in K$ and $u, v \in R$ such that $f(x)<u, f(y)<v$. Then, $(x, u) \in F(f)$ and $(y, v)$ $\in F(f)$. From the semi-connectedness of the set $F(f)$ with respect to $\eta_{1}((y, v),(x, u), \alpha)$ $=(\eta(y, x, \alpha), v-u)$, we have

$$
(x, u)+\alpha \eta_{1}((y, v),(x, u), \alpha) \in F(f), \quad \alpha \in(0,1) .
$$

It follows that

$$
(x+\alpha \eta(y, x, \alpha),(1-\alpha) u+\alpha v) \in F(f), \quad \alpha \in(0,1)
$$

That is,

$$
f(y+\alpha \eta(x, y, \alpha))<\alpha u+(1-\alpha) v .
$$

Then, by Theorem 2.1, $f$ is a semipreinvex function with respect to $\eta(x, y, \alpha)$ on $K$. [
In Noor [8], the following statement is given: a function $f: K \rightarrow \mathbb{R}$ is semipreinvex with respect to $\eta(x, y, \alpha)$ if and only if the epigraph of $f$,

$$
G(f)=\{(x, u): x \in K, u \in \mathbb{R}, f(x) \leqslant u\}
$$

is semi-connected with respect to the same $\eta$. This statement contains an error, that is, the set $G(f)$ is semi-connected with respect to $\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u)$, but not with respect to $\eta$. We give a correction of this statement below.

Theorem 2.3. Let $K$ be a semi-connected set with respect to $\eta(x, y, \alpha)$. A function $f: K \longrightarrow \mathbb{R}$ is semipreinvex with respect to the same $\eta(x, y, \alpha)$ if and only if the set

$$
G(f)=\{(x, u): x \in K, u \in \mathbb{R}, f(x) \leqslant u\}
$$

is a semi-connected set with respect to $\eta_{1}: G(f) \times G(f) \longrightarrow \mathbb{R}^{n+1}$, where

$$
\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u)
$$

for all $(x, u),(y, v) \in G(f)$.
Proof: Necessity. Let $(x, u) \in G(f)$ and $(y, v) \in G(f)$, that is, $f(x) \leqslant u$ and $f(y) \leqslant v$. From the semipreinvexity of $f$, we have

$$
f(y+\alpha \eta(x, y, \alpha)) \leqslant(1-\alpha) f(x)+\alpha f(y) \leqslant(1-\alpha) u+\alpha v, \quad \alpha \in(0,1)
$$

It follows that

$$
(x+\alpha \eta(y, x, \alpha),(1-\alpha) u+\alpha v) \in G(f) \quad \alpha \in(0,1)
$$

That is,

$$
(x, u)+\alpha(\eta(y, x, \alpha), v-u) \in G(f), \quad \alpha \in(0,1)
$$

Hence, $G(f)$ is a semi-connected set with respect to $\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v$ $-u)$.

Sufficiency. Assume that $G(f)$ is a semi-connected set with respect to

$$
\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u) .
$$

Let $x, y \in K$ and $u, v \in R$ such that $f(x) \leqslant u, f(y) \leqslant v$. Then, $(x, u) \in G(f)$ and $(y, v)$ $\in G(f)$. From the semi-connectedness of the set $G(f)$ with respect to $\eta_{1}((y, v),(x, u), \alpha)$ $=(\eta(y, x, \alpha), v-u)$, we have

$$
(x, u)+\alpha \eta_{1}((y, v),(x, u), \alpha) \in G(f), \quad \alpha \in(0,1)
$$

It follows that

$$
(x+\alpha \eta(y, x, \alpha),(1-\alpha) u+\alpha v) \in G(f), \quad \alpha \in(0,1)
$$

That is,

$$
f(y+\alpha \eta(x, y, \alpha)) \leqslant \alpha u+(1-\alpha) v .
$$

Hence, $f$ is a semipreinvex function with respect to $\eta(x, y, \alpha)$ on $K$.
Theorem 2.4. Let $K \subset \mathbb{R}^{n+1}$ and

$$
f(x)=\inf \{u: u \in R,(x, u) \in K\}, \forall x \in \mathbb{R}^{n}
$$

If $K$ is a semi-connected set with respect to $\eta_{1}: K \times K \times[0,1] \longrightarrow \mathbb{R}^{n+1}$ and $\eta$ : $\mathbb{R}^{n} \times \mathbb{R}^{n} \times[0,1] \longrightarrow \mathbb{R}^{n}$ satisfying

$$
\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u), \text { for all }(x, u),(y, v) \in K
$$

then $f: \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is a semipreinvex function with respect to $\eta$ on $\mathbb{R}^{n}$.
Proof: It suffices to show that the function $f: \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is a semipreinvex function with respect to $\eta(y, x, \alpha)$. To see this, let $x, y \in \mathbb{R}^{n}$. Since $K$ is a semi-connected set with respect to $\eta_{1}((y, v),(x, u), \alpha)$, we have, for any $(x, u),(y, v) \in K$,

$$
(x, u)+\alpha \eta_{1}((y, v),(x, u), \alpha) \in K, \forall \alpha \in(0,1)
$$

It follows from $\eta_{1}((y, v),(x, u), \alpha)=(\eta(y, x, \alpha), v-u)$ that

$$
(x, u)+\alpha \eta_{1}((y, v),(x, u), \alpha)=(x+\alpha \eta(x, y, \alpha),(1-\alpha) u+\alpha v) \in K, \quad \forall \alpha \in(0,1)
$$

By the definition of $f$, we obtain

$$
f(x+\alpha \eta(x, y, \alpha)) \leqslant \alpha f(y)+(1-\alpha) f(x), \quad \forall \alpha \in(0,1)
$$

Hence, $f$ is a semipreinvex function with respect to $\eta$ on $\mathbb{R}^{n}$.
Theorem 2.5. Let $I$ be an index set. If $\left(S_{i}\right)_{i \in I}$ is a family of semi-connected subsets in $\mathbb{R}^{n+1}$ with respect to the same function $\eta_{1}: \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \times[0,1] \longrightarrow \mathbb{R}^{n+1}$, then their intersection $\bigcap_{i \in I} S_{i}$ is a semi-connected set with respect to the same function $\eta_{1}$.

Proof: Let $(x, \alpha),(y, \beta) \in \bigcap_{i \in I} S_{i}$. Then, for each $i \in I,(x, \alpha),(y, \beta) \in S_{i}$. Since $S_{i}$ is a semi-connected set with respect to the same function $\eta_{1}$, for each $i \in I$, it follows that

$$
\left(y+\alpha \eta_{1}(x, y, \alpha), \alpha \alpha+(1-\alpha) \beta\right) \in S_{i}, \quad 0 \leqslant \alpha \leqslant 1
$$

Thus

$$
\left(y+\alpha \eta_{1}(x, y, \alpha), \alpha \alpha+(1-\alpha) \beta\right) \in \bigcap_{i \in I} S_{i}, \quad \forall \alpha \in[0,1]
$$

Hence, the result follows.
ThEOREM 2.6. Let $K \subseteq \mathbb{R}^{n}$ be a semi-connected set with respect to

$$
\eta: \mathbb{R}^{n} \times \mathbb{R}^{n} \times[0,1] \longrightarrow \mathbb{R}^{n}
$$

and a family of real-valued functions $\left(f_{i}\right)_{i \in I}$ be semipreinvex with respect to the same $\eta$ and bounded from above on $K$. Then, the function $f(x)=\sup _{i \in I} f_{i}(x)$ is a semipreinvex function with respect to the same $\eta$ on $K$.

Proof: Since each $f_{i}$ is a semipreinvex function for the same function $\eta$ on $K$, it follows from Theorem 2.3 that its epigraph

$$
G\left(f_{i}\right)=\left\{(x, \alpha) \mid x \in K, \alpha \in \mathbb{R}, f_{i}(x) \leqslant \alpha\right\}
$$

is a semi-connected set in $\mathbb{R}^{n} \times \mathbb{R}$ with respect to $\eta_{1}=(\eta(y, x, \alpha), v-u)$. Therefore, their intersection

$$
\begin{aligned}
\bigcap_{i \in I} G\left(f_{i}\right) & =\left\{(x, \alpha) \mid x \in K, \alpha \in \mathbb{R}, f_{i}(x) \leqslant \alpha, i \in I\right\} \\
& =\{(x, \alpha) \mid x \in K, \alpha \in \mathbb{R}, f(x) \leqslant \alpha\}
\end{aligned}
$$

is also a semi-connected set in $\mathbb{R}^{n} \times \mathbb{R}$ with respect to $\eta_{1}=(\eta(y, x, \alpha), v-u)$, by Theorem 2.5. This intersection is the epigraph of $f$. Hence, by Theorem $2.3, f$ is a semipreinvex function with respect to $\eta$ on $K$.

The following theorem is due to Khan and Hanson [6] and Craven and Mond [3].
TheOrem 2.7. Let $X_{0} \subset \mathbb{R}^{n}$ and let $f$ and $g$ be real-valued functions defined on $X_{0}$. If $f(x) \geqslant 0, g(x)>0, f(x)$ and $-g(x)$ are invex with respect to the same $\eta(x, y)$ on $X_{0}$, then $f(x) / g(x)$ is an invex function with respect to $\bar{\eta}(x, y)=(g(y) / g(x)) \eta(x, y)$.

Now we present a similar result in:
ThEOREM 2.8. Let $X_{0} \subset \mathbb{R}^{n}$ and let $f$ and $g$ be real-valued functions defined on $X_{0}$. If $f(x) \geqslant 0, g(x)>0, f(x)$ and $-g(x)$ are semipreinvex with respect to a same $\eta(x, y, \alpha)$ on $X_{0}$, then $f(x) / g(x)$ is a semipreinvex function with respect to $\bar{\eta}(x, y, \alpha)$ $=(g(y)) /(\alpha g(y)+(1-\alpha) g(x)) \eta(x, y, \alpha)$.

Proof: Since $f(x)$ and $-g(x)$ are semipreinvex functions with respect to the same $\eta(x, y, \alpha)$ and $f(x) \geqslant 0, g(x)>0$, we have, for any $x, y \in X_{0}$, and $\alpha \in[0,1]$,

$$
\begin{aligned}
\left(\frac{f}{g}\right)(y & +\alpha \bar{\eta}(x, y, \alpha))=\frac{f(y+\alpha \bar{\eta}(x, y, \alpha))}{g(y+\alpha \bar{\eta}(x, y, \alpha))} \\
& =\frac{f(y+\alpha(g(y)) /(\alpha g(y)+(1-\alpha) g(x)) \eta(x, y, \alpha))}{g(y+\alpha(g(y)) /(\alpha g(y)+(1-\alpha) g(x)) \eta(x, y, \alpha))} \\
& \leqslant \frac{(\alpha g(y)) /(\alpha g(y)+(1-\alpha) g(x)) f(x)+(1-(\alpha g(y)) /(\alpha g(y)+(1-\alpha) g(x))) f(y)}{(\alpha g(y)) /(\alpha g(y)+(1-\alpha) g(x)) g(x)+(1-(\alpha g(y)) /(\alpha g(y)+(1-\alpha) g(x))) g(y)} \\
& =\alpha \frac{f(x)}{g(x)}+(1-\alpha) \frac{f(y)}{g(y)}=\alpha\left(\frac{f}{g}\right)(x)+(1-\alpha)\left(\frac{f}{g}\right)(y)
\end{aligned}
$$

That is, $(f(x)) /(g(x))$ is a semipreinvex function with respect to $\bar{\eta}(x, y, \alpha)$.
From Theorem 2.8, it is easy to prove the following result.
Theorem 2.9. Let $x_{0} \subset \mathbb{R}^{n}$, and let $f$ and $g$ be real-valued differentiable functions defined on $X_{0}$. If $f(x) \geqslant 0, g(x)>0, f(x)$ and $-g(x)$ are semipreinvex with respect to the same $\eta(x, y, \alpha)$ on $X_{0}$, and $\lim _{\alpha \rightarrow 0} \eta(x, y, \alpha)=\eta(x, y)$, then $(f(x)) /(g(x))$ is an invex function with respect to

$$
\bar{\eta}(x, y)=\frac{g(y)}{g(x)} \eta(x, y)
$$

In particular, we wish to point out that the following question remains open: Is there a similar result as that of Theorem 2.9 for preinvex functions?

## Applications to multiobjective fractional programming

The following notations for vector orderings in $\mathbb{R}^{\boldsymbol{n}}$ will be used:

$$
\begin{aligned}
& x>y \quad \text { if and only if } \quad x_{i}>y_{i}, \quad i=1,2, \ldots, n ; \\
& x \geqq y \quad \text { if and only if } \quad x_{i} \geqslant y_{i}, i=1,2, \ldots, n ; \\
& x \geqslant y \quad \text { if and only if } \quad x_{i} \geqslant y_{i}, i=1,2, \ldots, n, \text { but } x \neq y ; \\
& x \ngtr y \text { is the negation of } x \geqslant y ; \\
& x \ngtr y \text { is the negation of } x>y ;
\end{aligned}
$$

Multiobjective fractional programming problems have been studied by many authors. In this section, we obtain saddle point optimality criteria and Lagrangian type duality results for multiobjective fractional programming problems involving semipreinvex functions. We consider the following problem.

Primal Problem (FP):

$$
\begin{aligned}
& \text { Minimise } \frac{f(x)}{g(x)}:=\left(\frac{f_{1}(x)}{g_{1}(x)}, \ldots, \frac{f_{k}(x)}{g_{k}(x)}\right) \\
& \text { subject to } h(x) \leqq 0, x \in X .
\end{aligned}
$$

Assume that $f_{j}(x) \geqslant 0, g_{j}(x)>0,1 \leqslant j \leqslant k, \forall x \in X$.
Definition 3.1: $x^{*}$ is said to be an efficient solution of (FP) if it is feasible for (FP) and there exists no other feasible solution $x$ of (FP) such that

$$
\frac{f(x)}{g(x)} \leqslant \frac{f\left(x^{*}\right)}{g\left(x^{*}\right)}
$$

Definition 3.2: $x^{*}$ is said to be a properly efficient solution of (FP) if it is efficient for (FP) and if there exists a scalar $M>0$ such that, for each $i$,

$$
\frac{\left(f_{i}\left(x^{*}\right) / g_{i}\left(x^{*}\right)\right)-\left(f_{i}(x) / g_{i}(x)\right)}{\left(f_{j}(x)\right) /\left(g_{j}(x)\right)-\left(f_{j}\left(x^{*}\right)\right) /\left(g_{j}\left(x^{*}\right)\right)} \geqq M
$$

for some $j$ such that $\left(f_{j}(x)\right) /\left(g_{j}(x)\right)>\left(f_{j}\left(x^{*}\right)\right) /\left(g_{j}\left(x^{*}\right)\right)$ whenever $x$ is feasible for (FP) and $\left(f_{i}(x)\right) /\left(g_{i}(x)\right)<\left(f_{i}\left(x^{*}\right)\right) /\left(g_{i}\left(x^{*}\right)\right)$.

Following Bector's parametric approach reported in [1], we consider the following multiobjective optimisation problem.

Primal Problem ( $M P_{v}$ ):

$$
\begin{aligned}
& \text { Minimise }\left(f_{1}(x)-v_{1} g_{1}(x), \ldots, f_{k}(x)-v_{k} g_{k}(x)\right) \\
& \text { subject to } h(x) \leqq 0, x \in X
\end{aligned}
$$

The following Lemma can be proved using similar lines to that given in Kaul and Lyall [7].

LEMMA 3.1. Let $x^{*}$ be a properly efficient solution of (FP). Then, $x^{*}$ is a properly efficient solution of $\left(M P_{v^{*}}\right)$ with $v^{*}=\left(f\left(x^{*}\right)\right) /\left(g\left(x^{*}\right)\right)$.

Conversely if $x^{*}$ is a properly efficient solution of $\left(M P_{v^{*}}\right)$ where $v_{j}^{*}=\left(f_{j}\left(x^{*}\right)\right) /\left(g_{j}\left(x^{*}\right)\right)$, $j=1,2, \ldots, k$, then $x^{*}$ is a properly efficient solution of (FP).

Following Geoffrion's idea reported in [5], we consider the scalar programs corresponding to (FP) and ( $M P_{v^{*}}$ ).

Primal Problem $(F P)_{\alpha^{*}}$ :

$$
\begin{aligned}
& \text { Minimise } \alpha^{* T}\left(\frac{f(x)}{g(x)}\right) \\
& \text { subject to : } \quad h(x) \leqq 0, x \in X .
\end{aligned}
$$

Primal Problem $\left(M P_{v^{*}}\right)_{\alpha^{*}}$ :

$$
\begin{aligned}
& \text { Minimise } \quad \alpha^{* T}\left(f(x)-v^{*} g(x)\right) \\
& \text { subject to : } \quad h(x) \leqq 0, x \in X
\end{aligned}
$$

The following results are due to Geoffrion [5].
Lemma 3.2. If $x^{*}$ is an optimal solution of $(F P)_{\alpha}$ for some $\alpha^{*} \in \mathbb{R}^{k}$ with strictly positive components, then $x^{*}$ is a properly efficient solution of (FP).

Lemma 3.3. If $x^{*}$ is an optimal solution of $\left(M P_{v^{*}}\right)_{\alpha}$ for some $\alpha^{*} \in \mathbb{R}^{k}$ with strictly positive components, then $x^{*}$ is a properly efficient solution of (FP).

The following Lemma shows that the converse of the result reported Lemma 3.2 is valid under semipreinvexity.

LEMMA 3.4. If $x^{*}$ is a properly efficient solution of $(F P)$, and $f_{i},-g_{i}, i=1,2, \ldots, k$, and $h_{j}, j=1,2, \ldots, m$, are semipreinvex functions with respect to a same $\eta$ on $X$, then $x^{*}$ is an optimal solution of $\left(M P_{v^{*}}\right)_{\alpha^{*}}$, where $v_{j}^{*}=\left(f_{j}\left(x^{*}\right)\right) /\left(g_{j}\left(x^{*}\right)\right), j=1,2, \ldots, k$, and

$$
\alpha^{*} \in \alpha^{+}=\left\{\alpha \in \mathbb{R}^{k}: \alpha>0, \sum_{i=1}^{k} \alpha_{i}=1\right\}
$$

Proof: Let $x^{*}$ be a properly efficient solution of (FP), then $x^{*}$ (by Lemma 3.1) is a properly efficient solution of $\left(M P_{v^{*}}\right)$, where $v_{j}^{*}=\left(f_{j}\left(x^{*}\right)\right) /\left(g_{j}\left(x^{*}\right)\right), j=1,2, \ldots, k$. Since $f_{i},-g_{i}, i=1,2, \ldots, k$, and $h_{j}, j=1,2, \ldots, m$, are semipreinvex functions with respect to the same $\eta$, it follows that $f_{i}-v_{i}^{*} g_{i}$ is a semipreinvex function with respect to the same $\eta$ for each $i=1,2, \ldots, k$. Using a similar proof to [10, Theorem 3.2], we see that $x^{*}$ is an optimal solution of $\left(M P_{v^{*}}\right)_{\alpha^{*}}$ where $\alpha^{*} \in \alpha^{+}$.

Now we define the vector saddle point Lagrangian for (FP) as follows:

$$
\phi(x, y)=\frac{f(x)+y^{T} h(x) e}{g(x)}=:\left(\frac{f_{1}(x)+y^{T} h(x)}{g_{1}(x)}, \ldots, \frac{f_{k}(x)+y^{T} h(x)}{g_{k}(x)}\right)
$$

where $e=(1,1, \ldots, 1) \in \mathbb{R}^{k}$.
The vector saddle point problem for (FP) is the problem of finding $x^{*} \in X, y^{*} \in \mathbb{R}^{m}$, $y^{*} \geqq 0$ such that

$$
\begin{gather*}
\frac{f\left(x^{*}\right)+y^{T} h\left(x^{*}\right) e}{g\left(x^{*}\right)} \nsupseteq \frac{f\left(x^{*}\right)+y^{* T} h\left(x^{*}\right) e}{g\left(x^{*}\right)}  \tag{1}\\
\frac{f\left(x^{*}\right)+y^{* T} h\left(x^{*}\right) e}{g\left(x^{*}\right)} \nsupseteq \frac{f(x)+y^{* T} h(x) e}{g(x)} \tag{2}
\end{gather*}
$$

for all $x \in X, y \in \mathbb{R}^{m}, y \geqq 0$.
Theorem 3.1. If $\left(x^{*}, y^{*}\right)$ is a solution of the vector saddle point problem and $f,-g$ and $h$ are semipreinvex with respect to a same $\eta$, then $x^{*}$ is properly efficient for (FP).

Proof: Clearly, (1) implies that $h\left(x^{*}\right) \leqq 0$, or else (1) can be violated by appropriately making a component of $y$ infinitely large in magnitude. Now taking $y=0$ in (1) yields: $y^{* T} h\left(x^{*}\right) \geqq 0$. Noting that $y^{*} \geqq 0$ and $h\left(x^{*}\right) \leqq 0$ imply that $y^{* T} h\left(x^{*}\right) \leqq 0$, we have $y^{* T} h\left(x^{*}\right)=0$. Hence, $x^{*}$ is a feasible solution of (FP). (2) is equivalent to the following statement: The inequality

$$
\begin{aligned}
& \left(f_{1}(x)+y^{* T} h(x)-\frac{f_{1}\left(x^{*}\right)+y^{* T} h\left(x^{*}\right) e}{g_{1}\left(x^{*}\right)} g_{1}(x)\right. \\
& \left.\quad \ldots, f_{k}(x)+y^{* T} h(x)-\frac{f_{k}\left(x^{*}\right)+y^{* T} h\left(x^{*}\right) e}{g_{k}\left(x^{*}\right)} g_{k}(x)\right) \leqq 0
\end{aligned}
$$

has no solution on $X$. From the fact that $f,-g$ and $h$ are semipreinvex with respect to the same $\eta$, it follows from [11, Lemma 1] that we can find scalars $\alpha_{i}^{*}>0, i=1,2, \ldots, k$, such that

$$
\begin{equation*}
\sum_{i=1}^{k} \alpha^{*} \frac{f_{i}\left(x^{*}\right)}{g_{i}\left(x^{*}\right)}+\sum_{i=1}^{k} \alpha^{*} \frac{{ }^{* T} h\left(x^{*}\right)}{g_{i}\left(x^{*}\right)} \leqq \sum_{i=1}^{k} \alpha^{*} \frac{f_{i}(x)}{g_{i}(x)}+\sum_{i=1}^{k} \alpha^{*} \frac{y^{* T} h(x)}{g_{i}(x)} \tag{3}
\end{equation*}
$$

for all $x \in X$.
The equality $y^{T} h\left(x^{*}\right)=0$ and (3) give that

$$
\sum_{i=1}^{k} \alpha^{*} \frac{f_{i}\left(x^{*}\right)}{g_{i}\left(x^{*}\right)} \leqq \sum_{i=1}^{k} \alpha^{*} \frac{f_{i}(x)}{g_{i}(x)}
$$

for a feasible solution $x$ of (FP). Then $x^{*}$ is an optimal solution of $(F P)_{a^{*}}$. Thus, by Lemma 3.1, it follows that $x^{*}$ is a properly efficient solution of (FP).

The program (FP) will be said to satisfy the generalised Slater constraint qualification if $h$ is semipreinvex with respect to $\eta$ and there exists $x_{1} \in X$ such that $g\left(x_{1}\right)<0$.

Theorem 3.2. Let $x^{*}$ be a properly efficient solution for (FP). If the generalised Slater's constraint qualification is satisfied, and $f,-g$ and $h$ are semipreinvex with respect
to a same $\eta$, then there exists a $y^{*} \geqq 0$ such that $\left(x^{*}, y^{*}\right)$ is a solution of the vector saddle point problem.

Proof: Since $x^{*}$ is a properly efficient solution of (FP), it is also an optimal solution of $\left(M P_{v^{*}}\right)_{\alpha^{*}}$, by Lemma 3.4, where $v_{j}^{*}=\left(f_{j}\left(x^{*}\right)\right) /\left(g_{j}\left(x^{*}\right)\right), j=1,2, \ldots, k$, and $\alpha^{*} \in \alpha^{+}$. Since $\alpha^{* T}\left(f-v^{*} g\right)$ is semipreinvex on $X$ with respect to $\eta$, it can be shown by following an similar line to that given for $\left[10\right.$, Theorem 4.1] that there exists a $y^{*} \in \mathbb{R}^{m}, y^{*} \geqq 0$ such that $y^{* T} h\left(x^{*}\right)=0$ and

$$
\begin{equation*}
L\left(x^{*}, y\right) \leqslant L\left(x^{*}, y^{*}\right) \leqslant L\left(x, y^{*}\right) \tag{4}
\end{equation*}
$$

for all $x \in X, y \in \mathbb{R}^{m}, y \geqq 0$, where $L(x, y)=\alpha^{*}\left(f(x)-v^{*} g(x)+y^{T} h(x) e\right)$.
If (1) is not true, then, for some $i \in\{1,2, \ldots, k\}, \bar{y} \in \mathbb{R}^{m}, \bar{y} \geqq 0$, we have

$$
\begin{equation*}
\frac{f_{i}\left(x^{*}\right)}{g_{i}\left(x^{*}\right)}+\frac{\bar{y}^{T} h\left(x^{*}\right)}{g_{i}\left(x^{*}\right)}>\frac{f_{i}\left(x^{*}\right)}{g_{i}\left(x^{*}\right)}+\frac{y^{* T} h\left(x^{*}\right)}{g_{i}\left(x^{*}\right)} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{f_{j}\left(x^{*}\right)}{g_{j}\left(x^{*}\right)}+\frac{y^{* T} h\left(x^{*}\right)}{g_{j}\left(x^{*}\right)} \leqq \frac{f_{j}\left(x^{*}\right)}{g_{j}\left(x^{*}\right)}+\frac{\bar{y}^{T} h\left(x^{*}\right)}{g_{j}\left(x^{*}\right)} \tag{6}
\end{equation*}
$$

for all $j \neq i$.
Multiply (5) by $\alpha_{i}^{*} g_{i}\left(x^{*}\right)$ and (6) by $\alpha_{j}^{*} g_{j}\left(x^{*}\right)$ for $j \neq i$. Then, add them together. This, however, yields a contradiction to the first inequality in (4) for $y=\bar{y}$. Similarly if (2) is not true, then, for some $i \in\{1,2, \ldots, k\}, \bar{x} \in X$, we have

$$
\begin{equation*}
\frac{f_{i}\left(x^{*}\right)}{g_{i}\left(x^{*}\right)}+\frac{y^{* T} h\left(x^{*}\right)}{g_{i}\left(x^{*}\right)}>\frac{f_{i}(\bar{x})}{g_{i}(\bar{x})}+\frac{y^{* T} h(\bar{x})}{g_{i}(\bar{x})} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{f_{j}(\bar{x})}{g_{j}(\bar{x})}+\frac{y^{* T} h(\bar{x})}{g_{j}(\bar{x})} \leqq \frac{f_{j}\left(x^{*}\right)}{g_{j}\left(x^{*}\right)}+\frac{y^{* T} h\left(x^{*}\right)}{g_{j}\left(x^{*}\right)} \tag{8}
\end{equation*}
$$

for all $j \neq i$.
Multiply (7) and (8) by $\alpha_{i}^{*} g_{i}(\bar{x}), i=1,2, \ldots, k$. Then, add them together. This again yields a contradiction to the second inequality of (4) in view of the fact that $y^{* T} h\left(x^{*}\right)=0$ and $v_{i}^{*}=\left(f_{i}\left(x^{*}\right)\right) /\left(g_{i}\left(x^{*}\right)\right), i=1,2, \ldots, k$. Thus, (1) and (2) hold. Therefore, ( $\left.x^{*}, y^{*}\right)$ is a solution of the vector saddle point problem.
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