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#### Abstract

In this paper we provide examples and counterexamples of symmetric ideals of multilinear mappings between Banach spaces and prove that if $\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}$ are operator ideals, then the ideals of multilinear mappings $\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)$ and $\left|\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right|$ are symmetric if and only if $\mathcal{I}_{1}=\cdots=\mathcal{I}_{n}$.
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## 1. Introduction

The notion of ideal of multilinear mappings between Banach spaces goes back to Pietsch [8]. In [4], Floret-García introduced the notion of symmetric ideals of multilinear mappings, which plays an important role in the interplay between ideals of multilinear mappings and ideals of homogeneous polynomials. The aim of this paper is to provide a number of examples and counterexamples of symmetric ideals and to investigate the symmetry of the ideals $\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)$ and $\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]$, where each $\mathcal{I}_{j}$ is an operator ideal, which are generated by the factorization and the linearization methods.

Throughout this paper $n$ is a positive integer, $E, E_{1}, \ldots, E_{n}, F, G, G_{1}, \ldots, G_{n}$ and $H$ will stand for (real or complex) Banach spaces. The Banach space of all continuous $n$-linear mappings $A: E_{1} \times \cdots \times E_{n} \rightarrow F$ will be denoted by $\mathcal{L}\left(E_{1}, \ldots, E_{n} ; F\right)$ (and $\mathcal{L}\left({ }^{n} E ; F\right)$ if $E_{1}=\cdots=E_{n}=E$ ). For the general theory of multilinear mappings we refer to Dineen [3].

[^0]
## 2. Symmetric ideals of multilinear mappings

Given $n \in \mathbb{N}$, an ideal of $n$-linear mappings $\mathcal{M}$ is a subclass of the class of all continuous $n$-linear mappings between Banach spaces such that for Banach spaces $E_{1}, \ldots, E_{n}$ and $F$, the components $\mathcal{M}\left(E_{1}, \ldots, E_{n}, F\right):=\mathcal{L}\left(E_{1}, \ldots, E_{n}, F\right) \cap \mathcal{M}$ satisfy:
(i) $\mathcal{M}\left(E_{1}, \ldots, E_{n}, F\right)$ is a linear subspace of $\mathcal{L}\left(E_{1}, \ldots, E_{n}, F\right)$ that contains the $n$-linear mappings of finite type.
(ii) The ideal property; if $A \in \mathcal{M}\left(E_{1}, \ldots, E_{n}, F\right), t \in \mathcal{L}(F, H)$ and $u_{j} \in$ $\mathcal{L}\left(G_{j}, E_{j}\right)$ for $j=1,2, \ldots, n$, then the composition $t A\left(u_{1}, \ldots, u_{n}\right)$ is in $\mathcal{M}\left(G_{1}, \ldots, G_{n}, H\right)$.

By $A_{s}$ we denote the symmetrization of the $n$-linear mapping $A \in \mathcal{L}\left({ }^{n} E, F\right)$ (see, for example, [3, page 6]). According to Floret-García [4], an ideal of $n$-linear mappings $\mathcal{M}$ is said to be symmetric if $A_{s} \in \mathcal{M}\left({ }^{n} E, F\right)$ whenever $A \in \mathcal{M}\left({ }^{n} E, F\right)$.

Let us fix some terminology in order to make the interplay with the theory of ideals of polynomials clear. For $A \in \mathcal{L}\left({ }^{n} E, F\right)$, we define $\hat{A}(x):=A(x, \ldots, x)$; and given a continuous $n$-homogeneous polynomial $P: E \rightarrow F, \check{P}$ denotes the unique symmetric $n$-linear mapping associated to $P$. Given an ideal of $n$-linear mappings $\mathcal{M}$, it is easy to see that the classes $\mathcal{M}^{\vee}:=\{P: \check{P} \in \mathcal{M}\}$ and $\mathcal{M}{ }^{\wedge}:=\{\hat{A}: A \in \mathcal{M}\}$ are ideals of $n$-homogeneous polynomials (compare with [4, Section 1.8]). It is also easy to check that $\mathcal{M}^{\vee} \subseteq \mathcal{M}^{\wedge}$ for every $\mathcal{M}$ and that $\mathcal{M}$ is symmetric if and only if $\mathcal{M}^{\vee}=\mathcal{M}^{\wedge}$.

## 3. Examples

3.1. Routine computations show that the following standard ideals are symmetric: $n$-linear mappings of finite type, approximable, nuclear, compact, and weakly compact $n$-linear mappings. Alencar [1, Corollary 3] proved that the ideal of Pietsch integral $n$-linear mappings is symmetric.
3.2. A non-symmetric ideal. A bilinear mapping $A \in \mathcal{L}\left({ }^{2} E ; F\right)$ is said to be $a b$ solutely $(1 ; 1, \infty)$-summing if $\left(A\left(x_{j}, y_{j}\right)\right)_{j=1}^{\infty}$ is absolutely summable in $F$ whenever $\left(x_{j}\right)_{j=1}^{\infty}$ is weakly absolutely summable and $\left(y_{j}\right)_{j=1}^{\infty}$ is bounded in $E$. For the theory of absolutely summing multilinear mappings the reader is referred to Matos [7]. It is straightforward to check that the class of all absolutely $(1,1, \infty)$-summing bilinear mappings between Banach spaces is an ideal of bilinear mappings, denoted by $\mathcal{L}_{a s(1: 1, \infty)}$. We see that it is not symmetric. Define

$$
A: \ell_{\infty} \times \ell_{\infty} \longrightarrow \ell_{\infty}: A(x, y):=x_{1} u(y)
$$

where $x=\left(x_{j}\right)_{j=1}^{\infty}$ and $u: \ell_{\infty} \rightarrow \ell_{\infty}$ is a chosen bounded linear operator which fails to be absolutely 1 -summing. In order to see that $A$ is absolutely ( $1 ; 1, \infty$ )-summing, observe that, if $x_{j}=\left(x_{j}^{i}\right)_{i=1}^{\infty} \in \ell_{\infty}$, then

$$
\sum_{j=1}^{\infty}\left\|A\left(x_{j}, y_{j}\right)\right\|=\sum_{j=1}^{\infty}\left|x_{j}^{1}\right|\left\|u\left(y_{j}\right)\right\| \leq\|u\|\left(\sup _{j}\left\|y_{j}\right\|\right) \sum_{j=1}^{\infty}\left|x_{j}^{1}\right|<+\infty
$$

whenever $\left(x_{j}\right)_{j=1}^{\infty}$ is absolutely weakly summable and $\left(y_{j}\right)_{j=1}^{\infty}$ is bounded in $\ell_{\infty}$. Let $A^{t} \in \mathcal{L}\left({ }^{2} \ell_{\infty} ; \ell_{\infty}\right)$ be defined by $A^{t}(x, y):=A(y, x)$. Since $u$ is not absolutely 1 -summing, choosing $y_{j}=\left(1,1, \ldots\right.$ ) for every $j$, we have that $\sum_{j=1}^{\infty}\left\|A^{\prime}\left(x_{j}, y_{j}\right)\right\|=\infty$ for some weakly summable sequence $\left(x_{j}\right)_{j=1}^{\infty}$ in $\ell_{\infty}$, which shows that $A^{t}$ is not absolutely ( $1 ; 1, \infty$ )-summing. Therefore, $A \in \mathcal{L}_{a s(1: 1, \infty)}\left({ }^{2} \ell_{\infty} ; \ell_{\infty}\right)$ and, since $A_{S}=\left(A+A^{t}\right) / 2$, $A_{S} \notin \mathcal{L}_{a s(1: 1, \infty)}\left({ }^{2} \ell_{\infty} ; \ell_{\infty}\right)$, proving that $\mathcal{L}_{a s(1: 1, \infty)}$ is not symmetric.

Sections 4-5 will provide many examples of symmetric and non-symmetric ideals.

## 4. The factorization method

This factorization method, along with the linearization method (see Section 5), was introduced by Pietsch [8] and has been developed by several authors since then. Given $n \in \mathbb{N}$ and operator ideals $\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}$, an $n$-linear mapping $A \in \mathcal{L}\left(E_{1}, \ldots, E_{n} ; F\right)$ is said to be of type $\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)$, in symbols $A \in \mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)\left(E_{1}, \ldots, E_{n} ; F\right)$, if there are Banach spaces $G_{1}, \ldots, G_{n}$, linear operators $u_{j} \in \mathcal{I}_{j}\left(E_{j} ; G_{j}\right), j=$ $1, \ldots, n$, and a continuous $n$-linear mapping $B \in \mathcal{L}\left(G_{1}, \ldots, G_{n} ; F\right)$ such that $A=$ $B \circ\left(u_{1}, \ldots, u_{n}\right)$. The proof that $\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)$ is an ideal of $n$-linear mappings can be found in $[2,5]$.

THEOREM 4.1. Let $\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}$ be operator ideals. The following statements are equivalent:
(a) $\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)$ is a symmetric ideal of $n$-linear mappings.
(b) $\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)=\mathcal{L}\left(\mathcal{I}_{\sigma(1)}, \ldots, \mathcal{I}_{\sigma(n)}\right)$ for everypermutation $\sigma$ of the set $\{1, \ldots, n\}$.
(c) $\mathcal{I}_{1}=\mathcal{I}_{2}=\cdots=\mathcal{I}_{n}$.

PROOF. (c) implies (b). This is obvious.
(b) implies (a). Let $S_{n}$ denote the group of permutations of $\{1,2, \ldots, n\}$. Let $A \in \mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)\left({ }^{n} E ; F\right), A=B \circ\left(u_{1}, \ldots, u_{n}\right)$ with $u_{j} \in \mathcal{I}_{j}\left(E ; G_{j}\right), j=1, \ldots, n$, and $B \in \mathcal{L}\left(G_{1}, \ldots, G_{n} ; F\right)$. Given $\sigma \in S_{n}$, define $A_{\sigma}: E \times \cdots \times E \rightarrow F$ and $B_{\sigma}: G_{\sigma^{-1}(1)} \times \cdots \times G_{\sigma^{-1}(n)} \rightarrow F$ by

$$
\begin{aligned}
A_{\sigma}\left(x_{1}, \ldots, x_{n}\right) & :=A\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right) \\
B_{\sigma}\left(y_{1}, \ldots, y_{n}\right) & :=B\left(y_{\sigma(1)}, \ldots, y_{\sigma(n)}\right)
\end{aligned}
$$

to get $A_{\sigma}=B_{\sigma} \circ\left(u_{\sigma^{-1}(1)}, \ldots, u_{\sigma^{-1}(n)}\right)$. This proves that, for every $\sigma \in S_{n}$,

$$
A_{\sigma} \in \mathcal{L}\left(\mathcal{I}_{\sigma^{-1}(1)}, \ldots, \mathcal{I}_{\sigma^{-1}(n)}\right)\left({ }^{n} E ; F\right)=\mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)\left({ }^{n} E ; F\right) .
$$

Since $n!A_{S}=\sum_{\sigma \in S_{n}} A_{\sigma}$ it follows that $A_{S} \in \mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)\left({ }^{n} E ; F\right)$.
(a) imples (c). Select $i, j \in\{1,2, \ldots, n\}$ and let $u \in \mathcal{I}_{i}(E ; F)$. Fix $\varphi \in E^{\prime}, a \in E$ such that $\varphi(a)=1$ and define $A \in \mathcal{L}\left({ }^{n} E ; F\right), B \in \mathcal{L}(\mathbb{K}, \ldots, F, \ldots, \mathbb{K} ; F)$ by

$$
\begin{aligned}
& A\left(x_{1}, \ldots, x_{n}\right):=\varphi\left(x_{1}\right) \cdots \widehat{\varphi\left(x_{i}\right)} \cdots \varphi\left(x_{n}\right) u\left(x_{i}\right) \\
& B\left(\lambda_{1}, \ldots, \lambda_{i-1}, z, \lambda_{i+1}, \ldots, \lambda_{n}\right):=\lambda_{1} \cdots \widehat{\lambda_{i}} \cdots \lambda_{n} z
\end{aligned}
$$

where $\widehat{\alpha_{i}}$ means that $\alpha_{i}$ is omitted. Thus $A=B \circ(\varphi, \ldots, u, \ldots, \varphi)$, proving that $A \in \mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)\left({ }^{n} E ; F\right)$. By assumption it follows that $A_{S} \in \mathcal{L}\left(\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right)\left({ }^{n} E ; F\right)$, say $A_{S}=C \circ\left(v_{1}, \ldots, v_{n}\right)$ with $v_{j} \in \mathcal{I}_{j}\left(E ; G_{j}\right), j=1, \ldots, n$, and $C \in \mathcal{L}\left(G_{1}, \ldots\right.$, $\left.G_{n} ; F\right)$. If $C_{L}: G_{1} \hat{\otimes}_{\pi} \cdots \hat{\otimes}_{\pi} G_{n} \rightarrow F$ is the linearization of $C$ and $i_{j}: G_{j} \rightarrow$ $G_{1} \hat{\otimes}_{\pi} \cdots \hat{\otimes}_{\pi} G_{n}$ is the operator defined by

$$
i_{j}(z):=v_{1}(a) \otimes \cdots \otimes v_{j-1}(a) \otimes z \otimes v_{j+1}(a) \otimes \cdots \otimes v_{n}(a),
$$

there are nonzero constants $K_{1}$ and $K_{2}$ such that $C_{L} \circ i_{j} \circ v_{j}=K_{1} u+K_{2} \varphi(\cdot) u(a)$. Since $v_{j} \in \mathcal{I}_{j}\left(E ; G_{j}\right)$ and $K_{2} \varphi(\cdot) u(a)$ is a finite rank operator, it follows that $u \in \mathcal{I}_{j}(E ; F)$, proving that $\mathcal{I}_{i} \subseteq \mathcal{I}_{j}$. The proof is complete because $i$ and $j$ are arbitrary.

Remark 4.2. It is interesting that even in a symmetric ideal $\mathcal{M}$ of $n$-linear mappings it is not always true that $A \in \mathcal{M}$ whenever $A_{S} \in \mathcal{M}$. Leung [6] can be used to accomplish this task, but we describe a (simpler) counterexample: a bilinear mapping $A \in \mathcal{L}\left({ }^{2} E ; F\right)$ is said to be absolutely ( $1 ; 2,2$ )-summing (or 2-dominated), in symbols $A \in \mathcal{L}_{a s(1 ; 2,2)}\left({ }^{2} E ; F\right)$, if $\left(A\left(x_{j}, y_{j}\right)\right)_{j=1}^{\infty}$ is absolutely summable in $F$ whenever $\left(x_{j}\right)_{j=1}^{\infty}$ and $\left(y_{j}\right)_{j=1}^{\infty}$ are weakly 2 -summable in $E$. It is well known that $\mathcal{L}_{\text {as }(1 ; 2,2)}=\mathcal{L}\left(\Pi_{2}, \Pi_{2}\right)$ (see, for example, [ 9 , Proposition 3.6]), where $\Pi_{2}$ is the ideal of all absolutely 2summing operators. So, from Theorem 4.1 , it follows that $\mathcal{L}_{a s(1,2,2)}$ is a symmetric ideal of bilinear mappings. Consider the bilinear mapping $A \in \mathcal{L}\left({ }^{2} \ell_{2} ; \ell_{1}\right)$ given by

$$
A\left(\left(\alpha_{i}\right)_{i=1}^{\infty},\left(\beta_{i}\right)_{i=1}^{\infty}\right):=\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}, \alpha_{3} \beta_{4}-\alpha_{4} \beta_{3}, \alpha_{5} \beta_{6}-\alpha_{6} \beta_{5}, \ldots\right)
$$

If $\left(e_{j}\right)_{j=1}^{\infty}$ are the canonical unit vectors of $\ell_{2}$, we have that $A\left(e_{2 j+1}, e_{2 j+2}\right)=e_{j+1}$ for every $j \in \mathbb{N}$. Then $A \notin \mathcal{L}_{a s(1 \mid 2,2)}\left({ }^{2} \ell_{2} ; \ell_{1}\right)$ (because $\left(e_{j}\right)_{j=1}^{\infty}$ is weakly 2 -summable in $\ell_{2}$ ), but $A_{s} \in \mathcal{L}_{a s(1 ; 2,2)}\left({ }^{2} \ell_{2} ; \ell_{1}\right)$ (because $A_{s} \equiv 0$ ).

## 5. The linearization method

Let the notation [i!! mean that the $i$-th coordinate is not involved. For $i=1, \ldots, n$, let $I_{i}: \mathcal{L}\left(E_{1}, \ldots, E_{n} ; F\right) \rightarrow \mathcal{L}\left(E_{i} ; \mathcal{L}\left(E_{1},\left[i!, E_{n} ; F\right)\right)\right.$ be the isometric isomorphism
defined by $I_{i}(A)\left(x_{i}\right)\left(x_{1},!!, x_{n}\right):=A\left(x_{1}, \ldots, x_{n}\right)$. Of course, if $E_{1}=\cdots=E_{n}$ and $A$ is symmetric, then $I_{1}(A)=I_{2}(A)=\cdots=I_{n}(A)$. In this case we write $I(A)$ instead of $I_{i}(A)$. An $n$-linear mapping $A \in \mathcal{L}\left(E_{1}, \ldots, E_{n} ; F\right)$ is said to be of type $\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]$, in symbols $A \in\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]\left(E_{1}, \ldots, E_{n} ; F\right)$, if, for every $i=1, \ldots, n$, the operator $\left.I_{i}(A) \in \mathcal{I}_{i}\left(E_{i} ; \mathcal{L}\left(E_{1}, .!i\right], E_{n} ; F\right)\right)$. Again, the proof that $\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]$ is an ideal of $n$-linear mappings can be found in [2] and [5].

Lemma 5.1. If $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ are operator ideals such that $\left[\mathcal{I}_{1}, \mathcal{I}_{2}\right]$ is a symmetric ideal of bilinear mappings, then $\mathcal{I}_{1}=\mathcal{I}_{2}$.

Proof. Let $u \in \mathcal{I}_{1}(E ; F)$. Fix $\varphi \in E^{\prime}, a \in E$ such that $\varphi(a)=1$ and define $A \in \mathcal{L}\left({ }^{2} E ; F\right), T \in \mathcal{L}(F ; \mathcal{L}(E ; F))$ by $A(x, y):=\varphi(y) u(x)$ and $T(z)(y):=\varphi(y) z$. It follows that $T \circ u=I_{1}(A)$, hence $I_{1}(A) \in \mathcal{I}_{1}(E ; \mathcal{L}(E ; F))$. On the other hand, $I_{2}(A)=\varphi(\cdot) u$, which is a finite rank operator, therefore $A \in\left[\mathcal{I}_{1}, \mathcal{I}_{2}\right]\left({ }^{2} E ; F\right)$. By assumption we have $A_{S} \in\left[\mathcal{I}_{1}, \mathcal{I}_{2}\right]\left({ }^{2} E ; F\right)$. Since $2 I\left(A_{S}\right)=I_{1}(A)+I_{2}(A)$, it follows that $I_{1}(A) \in \mathcal{I}_{2}(E ; \mathcal{L}(E ; F))$. Defining $U: \mathcal{L}(E ; F) \rightarrow F$ by $U(v):=v(a)$, we get $U \circ I_{1}(A)=u$, which proves that $u \in \mathcal{I}_{2}(E ; F)$. We proved that $\mathcal{I}_{1} \subseteq \mathcal{I}_{2}$ and the other inclusion is analogous.

THEOREM 5.2. Let $\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}$ be operator ideals. The following statements are equivalent:
(a) $\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]$ is a symmetric ideal of $n$-linear mappings.
(b) $\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]=\left[\mathcal{I}_{\sigma(1)}, \ldots, \mathcal{I}_{\sigma(n)}\right]$ for every permutation $\sigma$ of the set $\{1,2, \ldots, n\}$.
(c) $\mathcal{I}_{1}=\mathcal{I}_{2}=\cdots=\mathcal{I}_{n}$.

Proof. (c) implies (b). This is obvious.
(b) implies (a). Let $A \in\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]\left({ }^{n} E ; F\right)$. Then $A \in\left[\mathcal{I}_{\sigma(1)}, \ldots, \mathcal{I}_{\sigma(n)}\right]\left({ }^{n} E ; F\right)$ for every $\sigma$ by assumption; hence $I_{j}(A) \in \mathcal{I}_{k}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right.$ ) for every $j, k=$ $1, \ldots, n$. Fix a permutation $\sigma$ and consider the operator $R_{\sigma}: \mathcal{L}\left({ }^{n-1} E ; F\right) \rightarrow$ $\mathcal{L}\left({ }^{n-1} E ; F\right)$ defined by $\left.R_{\sigma}(B)\left(x_{2}, \ldots, x_{n}\right):=B\left(x_{\sigma(1)},{ }^{\left[\sigma^{-1} \cdot!\right.}(1)\right], x_{\sigma(n)}\right)$. where ${ }^{\left[\sigma^{-1} .(1) \mid\right.}$ means that the $\sigma^{-1}(1)$-th coordinate is omitted. For every $x_{1}, \ldots, x_{n} \in E$,

$$
\begin{aligned}
n!I\left(A_{S}\right)\left(x_{1}\right)\left(x_{2}, \ldots, x_{n}\right) & =\sum_{\sigma \in S_{n}} A\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right) \\
& =\sum_{\sigma \in S_{n}} I_{\sigma \sigma^{-1}(1)}(A)\left(x_{1}\right)\left(x_{\sigma(1)},{ }^{\left|\sigma^{-1}(1)\right|}, x_{\sigma(n)}\right) \\
& =\sum_{\sigma \in S_{n}} R_{\sigma} \circ I_{\sigma^{-1}(1)}(A)\left(x_{1}\right)\left(x_{2}, \ldots, x_{n}\right)
\end{aligned}
$$

proving that $n!I\left(A_{S}\right)=\sum_{\sigma \in S_{n}} R_{\sigma} \circ I_{\sigma^{-1}(1)}(A)$. However, $I_{\sigma^{-1}(1)}(A)$ belongs to $\mathcal{I}_{k}$ for every $\sigma$ and every $k$, so $I\left(A_{S}\right) \in \mathcal{I}_{k}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right.$ ) for every $k$. It follows that $A_{S} \in\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]\left({ }^{n} E ; F\right)$.
(a) implies (c). By Lemma 5.1, we may assume $n \geq 3$. Fix $j \in\{2,3, \ldots, n\}$ and let $T \in\left[\mathcal{I}_{1}, \mathcal{I}_{j}\right]\left({ }^{2} E ; F\right)$. As before, fix $\varphi \in E^{\prime}, a \in E$ such that $\varphi(a)=1$ and define $A \in \mathcal{L}\left({ }^{n} E ; F\right), \psi_{1}: \mathcal{L}(E ; F) \rightarrow \mathcal{L}\left({ }^{n-1} E ; F\right)$ by

$$
\begin{aligned}
A\left(x_{1}, \ldots, x_{n}\right) & :=\varphi\left(x_{2}\right) \cdots \widehat{\varphi\left(x_{j}\right)} \cdots \varphi\left(x_{n}\right) T\left(x_{1}, x_{j}\right), \\
\psi_{1}(S)\left(x_{2}, \ldots, x_{n}\right) & =\varphi\left(x_{2}\right) \cdots \widehat{\varphi\left(x_{j}\right)} \cdots \varphi\left(x_{n}\right) S\left(x_{j}\right)
\end{aligned}
$$

where $\widehat{\varphi\left(x_{j}\right)}$ means that $\varphi\left(x_{j}\right)$ is omitted. From $I_{1}(A)=\psi_{1} \circ I_{1}(T)$ we get $I_{1}(A) \in$ $\mathcal{I}_{1}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right)$. Defining $U: \mathcal{L}\left({ }^{n-1} E ; F\right) \rightarrow \mathcal{L}\left({ }^{n-1} E ; F\right)$ by

$$
U(B)\left(x_{2}, \ldots, x_{n}\right):=B\left(x_{3}, \ldots, x_{j-1}, x_{2}, x_{j}, x_{j+1}, \ldots, x_{n}\right)
$$

it follows that $I_{j}(A)=U \circ \psi_{1} \circ I_{2}(T)$, hence $I_{j}(A) \in \mathcal{I}_{j}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right)$. It is not difficult to see that for $k=2,3, \ldots, n, k \neq j, I_{k}(A)$ is a finite rank operator and so $A \in\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]\left({ }^{n} E ; F\right)$. By assumption we have that $A_{S} \in\left[\mathcal{I}_{1}, \ldots, \mathcal{I}_{n}\right]\left({ }^{n} E ; F\right)$ also. Using that

$$
\begin{aligned}
A_{S}\left(x_{1}, \ldots, x_{n}\right)= & \frac{1}{n!} \sum_{\sigma \in S_{n}} A\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right) \\
= & \frac{1}{2 n!} \sum_{\sigma \in S_{n}}\left(A\left(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}\right)\right. \\
& \left.+A\left(x_{\sigma(j)}, x_{\sigma(2)}, \ldots, x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)\right) \\
= & \left.\frac{1}{2 n!} \sum_{\sigma \in S_{n}} \varphi\left(x_{\sigma(2)}\right) \cdots \widehat{\varphi\left(x_{\sigma(j)}\right.}\right) \cdots \varphi\left(x_{\sigma(n)}\right) \\
& \times\left(T\left(x_{\sigma(1)}, x_{\sigma(j)}\right)+T\left(x_{\sigma(j)}, x_{\sigma(1)}\right)\right) \\
= & \frac{1}{n!} \sum_{\sigma \in S_{n}} \varphi\left(x_{\sigma(2)}\right) \cdots \widehat{\varphi\left(x_{\sigma(j)}\right)} \cdots \varphi\left(x_{\sigma(n)}\right) T_{S}\left(x_{\sigma(1)}, x_{\sigma(j)}\right),
\end{aligned}
$$

and defining $\Delta_{n}:=\left\{\sigma \in S_{n}: \sigma(1)=1\right.$ or $\left.\sigma(j)=1\right\}$, it follows that

$$
\begin{aligned}
n!I\left(A_{S}\right) & \left(x_{1}\right)\left(x_{2}, \ldots, x_{n}\right) \\
= & \sum_{\sigma \in \Delta_{n}} \varphi\left(x_{\sigma(2)}\right) \cdots \widehat{\varphi\left(x_{\sigma(j)}\right)} \cdots \varphi\left(x_{\sigma(n)}\right) I\left(T_{S}\right)\left(x_{\sigma(1)}\right)\left(x_{\sigma(j)}\right) \\
& +\sum_{\sigma \notin \Delta_{n}} \varphi\left(x_{\sigma(2)}\right) \cdots \widehat{\varphi\left(x_{\sigma(j)}\right)} \cdots \varphi\left(x_{\sigma(n)}\right) T_{S}\left(x_{\sigma(1)}, x_{\sigma(j)}\right) .
\end{aligned}
$$

Therefore for each $\sigma \notin \Delta_{n}, \sigma(1) \neq 1$, and $\sigma(j) \neq 1$,

$$
V\left(x_{1}\right)\left(x_{2}, \ldots, x_{n}\right):=\sum_{\sigma \notin \Delta_{n}} \varphi\left(x_{\sigma(2)}\right) \cdots \widehat{\varphi\left(x_{\sigma(j)}\right)} \cdots \varphi\left(x_{\sigma(n)}\right) T_{S}\left(x_{\sigma(1)}, x_{\sigma(j)}\right)
$$

is a finite rank operator in $\mathcal{L}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right)$. For every $k=1, \ldots, n, n!I\left(A_{S}\right) \in$ $\mathcal{I}_{k}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right)$, then the operator $\left.R: E \rightarrow \mathcal{L}\left({ }^{n-1} E ; F\right)\right)$ defined by

$$
R\left(x_{1}\right)\left(x_{2}, \ldots, x_{n}\right):=\sum_{\sigma \in \Delta_{n}} \varphi\left(x_{\sigma(2)}\right) \cdots \widehat{\varphi\left(x_{\sigma(j)}\right)} \cdots \varphi\left(x_{\sigma(n)}\right) I\left(T_{S}\right)\left(x_{\sigma(1)}\right)\left(x_{\sigma(j)}\right)
$$

belongs to $\mathcal{I}_{k}\left(E ; \mathcal{L}\left({ }^{n-1} E ; F\right)\right)$ for every $k$ as well. Defining $f: \mathcal{L}\left({ }^{n-1} E ; F\right) \rightarrow$ $\mathcal{L}(E ; F)$ by $f(B)(y):=B(y, a, \ldots, a)$, there are nonzero constants $K_{1}$ and $K_{2}$ such that for every $x, y \in E$,

$$
(f \circ R)(x)(y)=K_{1} I\left(T_{S}\right)(x)(y)+K_{2} \varphi(y) I\left(T_{S}\right)(x)(a)
$$

If $g: \mathcal{L}\left({ }^{n-1} E ; F\right) \rightarrow F$ is defined by $g(B):=B(a, \ldots, a)$, then

$$
\left(g \circ I\left(A_{S}\right)\right)(x)=\frac{1}{n} T(x, a)+\frac{1}{n} T(a, x)+\frac{n-2}{n} \varphi(x) T(a, a)
$$

for every $x \in E$. Since $g \circ I\left(A_{S}\right) \in \mathcal{I}_{k}(E ; F)$ for every $k$, and $\varphi(\cdot) T(a, a)$ is a finite rank operator, it follows that $(T(\cdot, a)+T(a, \cdot)) \in \mathcal{I}_{k}(E ; F)$ for every $k$. Finally, let $\psi_{2}: F \rightarrow \mathcal{L}(E ; F)$ be given by $\psi_{2}(z)(x):=\varphi(x) z$. Then

$$
(f \circ R)(x)(y)=K_{1} I\left(T_{S}\right)(x)(y)+\frac{K_{2}}{2} \psi_{2}(T(x, a)+T(a, x))(y)
$$

for every $x, y \in E$, which proves that

$$
f \circ R=K_{1} I\left(T_{S}\right)+\frac{K_{2}}{2}\left(\psi_{2} \circ(T(\cdot, a)+T(a, \cdot))\right)
$$

Therefore, $I\left(T_{S}\right) \in \mathcal{I}_{k}(E ; \mathcal{L}(E ; F))$ for every $k$, and this implies that

$$
T_{S} \in\left[\mathcal{I}_{1}, \mathcal{I}_{j}\right]\left({ }^{2} E ; F\right)
$$

Thus far we have proved that $\left[\mathcal{I}_{1}, \mathcal{I}_{j}\right]$ is symmetric. Now we call on Lemma 5.1 to conclude that $\mathcal{I}_{1}=\mathcal{I}_{j}$ for $j=2,3, \ldots, n$.

Final remark The notion of strongly symmetric quasi-normed ideals of multilinear mappings was introduced by Floret-Garcia [4]. It is easy to see that, given a normed operator ideal $\mathcal{I}$, the symmetric ideals $\mathcal{L}(\mathcal{I}, \ldots, \mathcal{I})$ and $[\mathcal{I}, \ldots, \mathcal{I}]$ are strongly symmetric (see [2] for the quasi-norm on $\mathcal{L}(\mathcal{I}, \ldots, \mathcal{I})$ and the norm on $[\mathcal{I}, \ldots, \mathcal{I}]$ ).
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