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Abstract

In Chung-Lu random graphs, a classic model for real-world networks, each vertex is
equipped with a weight drawn from a power-law distribution, and two vertices form
an edge independently with probability proportional to the product of their weights.
Chung-Lu graphs have average distance O(loglogn) and thus reproduce the small-
world phenomenon, a key property of real-world networks. Modern, more realistic
variants of this model also equip each vertex with a random position in a specific
underlying geometry. The edge probability of two vertices then depends, say, inversely
polynomially on their distance.

In this paper we study a generic augmented version of Chung—Lu random graphs. We
analyze a model where the edge probability of two vertices can depend arbitrarily on
their positions, as long as the marginal probability of forming an edge (for two vertices
with fixed weights, one fixed position, and one random position) is as in a Chung-Lu ran-
dom graph. The resulting class contains Chung—Lu random graphs, hyperbolic random
graphs, and geometric inhomogeneous random graphs as special cases.

Our main result is that every random graph model in this general class has the same
average distance as a Chung—Lu random graph, up to a factor of 1 4 o(1). This shows in
particular that specific choices, such as taking the underlying geometry to be Euclidean,
do not significantly influence the average distance. The proof also shows that every ran-
dom graph model in our class has a giant component and polylogarithmic diameter with
high probability.
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1. Introduction

Many large real-world networks, such as social networks or the internet infrastructure, are
scale-free, i.e., their degree distribution follows a power law with parameter 2 < 8 < 3 [22].
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Such networks have been studied in detail since the 1960s. One of the key findings concerning
them is the small-world phenomenon, which is the observation that two nodes in a network typ-
ically have very small graph-theoretic distance. In the nineties, this phenomenon was explained
by theoretical models of random graphs. Since then, random graph models have been the basis
for the statistical study of real-world networks, as they provide a macroscopic perspective
and reproduce structural properties observed in real data. In this line of research, one studies
the diameter of a graph, i.e., the largest distance between any pair of vertices in the largest
component, and its average distance, i.e., the expected distance between two random nodes
of the largest component. A random graph model is said to be small-world if its diameter is
bounded by (log n)° or even O(log n), and ultra-small-world if its average distance is only
O(log log n).

Chung—Lu random graphs are a prominent model of scale-free networks [15, 16]. In this
model, every vertex v is equipped with a weight w,, and two vertices u,v are connected
independently with probability min{l, w,w, /W}, where W is the sum over all weights w;,,.
The weights are typically assumed to follow a power-law distribution with power-law expo-
nent 8 > 2. Chung-Lu random graphs have the ultra-small-world property, since in the range
2 < B < 3 the average distance is (2 + o(l))% [15, 16].

However, Chung—Lu random graphs fail to capture other important features of real-world
networks, such as high clustering or navigability. This is why dozens of papers have pro-
posed more realistic models which also possess some local structure, many of which combine
Chung—Lu random graphs (or other classic models such as preferential attachment [3]) with
an underlying geometry; see, e.g., hyperbolic random graphs [8, 28, 40], geometric inhomo-
geneous random graphs [12—14, 26, 30, 33], and many others [2, 9-11, 19, 20, 29, 42]. In
these models, each vertex is additionally equipped with a random position in some underlying
geometric space, and the edge probability of two vertices depends on their weights as well as
the geometric distance between their positions. Typical choices for the geometric space are
the unit square, circle, and torus, and typical choices for the dependence on the distance are
inverse polynomial, exponential, and threshold functions. Such models can naturally yield a
large clustering coefficient, since there are many edges among geometrically close vertices.
For some of these models the average distance has been studied and shown to be the same as
in Chung—Lu graphs, up to a factor 1 4 o(1); see, e.g., [1, 9, 19, 27].

It is unclear how much these results depend on the particular choice of the underlying
geometry. In particular, it is not known whether any of the important properties of Chung—
Lu random graphs transfer to versions with a non-metric underlying space. Such spaces are
well motivated in the context of social networks, where two persons are likely to know each
other if they share a feature (e.g., they are in the same sports club) regardless of their dif-
ferences in other features (e.g., their profession), which gives rise to a non-metric distance
(see Section 3).

Our contribution: As the main result of this paper, we prove that in the regime 2 <
B < 3, all geometric variants of Chung—Lu random graphs have the same average distance
2+ 0(1))%’ showing universality of the ultra-small-world property.

We do this by analyzing a generic augmented and very general version of Chung—Lu ran-
dom graphs. Here, each vertex is equipped with a power-law weight w,, and an independently
random position X, in some ground space X. Two vertices u,v form an edge independently
with probability p,, that only depends on the positions X,, X, (and u,v as well as model
parameters like the weight sequence). The dependence on X,, X, may be arbitrary, as long
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as the edge probability has the same marginal probabilities as in Chung-Lu random graphs.
Specifically, for fixed X, and random X, we require that the marginal edge probability
Ex, [puv|Xy] is within a constant factor of the Chung—Lu edge probability min{1, w,w,/W}.
This is a natural property for any augmented version of Chung—Lu random graphs. Note that
our model is stripped of any geometric specifics. In fact, the ground space is not even required
to be metric. We retain only the most important features, namely power-law weights and the
right marginal edge probabilities. Hence the main result also demonstrates that there exist ran-
dom graph models with non-metric underlying geometry that still satisfy the ultra-small-world
property.

Beyond the average distance, we establish that this general model is scale-free and has a
giant component and polylogarithmic diameter. Thus all instantiations of augmented Chung—
Lu random graphs share some basic properties that are considered important for models of
real-world networks.

It it quite surprising that the average distance can be computed so precisely in this generality.
For example, the clustering coefficient varies drastically between different instantiations of
the model, as it encompasses the classic Chung-Lu random graphs, which have clustering
coefficient n~*(M) as well as geometric variants that have constant clustering coefficient [14].
Therefore, our results hold on graphs with very different local structure. Note that by the scale-
free property, all variants of the model contain ®(n) edges. If an instance has high clustering,
many edges are local edges inside well-connected subgraphs, and therefore useless for finding
short paths between far vertices. Nevertheless, our main result implies that in such graphs the
average distance is asymptotically the same as in Chung-Lu random graphs, where we have
no clustering and every edge is potentially helpful when searching for short paths.

We also remark that our statements fail to hold for 8 > 3. Indeed, graphs in this regime can
look rather diverse depending on the model. For example, some instantiations in this regime
do not even have a giant component; the largest component is of polynomial size n! =D [7].
On the other hand, it is also not hard to construct models for 8 > 3 which do have a giant
component, but still have polynomially large average distance; see Remark 1. This variety for
B > 3 makes it even more surprising that in the regime 2 < 8 < 3 the average distance can be
determined precisely for all instances at once. Moreover, models in which the marginal edge
probability between u and v is not a function of the product w,w;,, as in the Chung—Lu model
also look rather diverse; see [27] for a systematic exploration.

A common property of all models in our general class is that for a set S of vertices whose
weights sum to Ws (often called volume in the literature), the expected number of half-edges
going out from S is ®(Ws). For the classic Chung—Lu random graphs without geometry, the
targets of these half-edges are independent of each other. Thus, the quantity Wy is essentially
sufficient to determine the size and the volume of the neighborhood I'(S) of S, and the analyses
of Chung-Lu random graphs are based on this property. However, for non-trivial geometries
the size of the neighborhood crucially depends on the geometric position of the vertices in
S. For example, if the clustering coefficient is constant, then even if S consists of only two
adjacent vertices there is already a non-negligible probability that they share some neighbors.

Note that this problem only affects the upper bound on the average distance, and indeed
the lower bound carries over trivially from the analysis of Chung—Lu graphs: it is based on a
first-moment method for counting the number of self-avoiding paths of length (2 — s)%
with prescribed weight profile, and shows that the expected number of such paths between two
random vertices is o(1) [21]. The expected number of such paths depends on the marginal
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probabilities Ex, [p,y|X,], which we assume to be independent of X, up to constant factors; see
Section 7 for details. It is thus not surprising that the lower bound was already known.

However, the upper-bound proofs for classic Chung—Lu random graphs do not carry over
to our general setting. Similarly, existing proofs for geometric scale-free networks [1, 19]
cannot be transferred to our geometry-agnostic setting either, since they rely rather heavily
on the specifics of the underlying geometry. Thus we need to develop new methods. Our
key ingredient is the ‘bulk lemma’ (Lemma 9), which shows that it is unlikely that a ver-
tex has a k-neighborhood of size at least k without having any vertex of high weight in this
k-neighborhood. For Chung—Lu graphs, this statement is rather trivial, since each of the ver-
tices in the k-neighborhood independently has a certain chance of connecting to a vertex of
large weight. However, in geometric settings, these events are not independent: in an extreme
case, all vertices in the k-neighborhood could occupy the same position x € X', and a high-
weight vertex might connect either to all of them or to none of them (cf. the threshold model
in Example 3). So a priori it is not clear that increasing the size of the k-neighborhood will
increase the chances that the k-neighborhood connects to a high-weight vertex. In previously
studied geometric scale-free settings such as hyperbolic geometric graphs [1] or scale-free per-
colation [19], this problem can be avoided because vertices in these geometries do not cluster
with arbitrary density. However, we do not have any such restrictions in our model. Instead, we
prove Lemma 9 by a delicate and subtle analysis of the tail bounds of the degree distribution
of vertices that would hold if the lemma were false; see the beginning of the proof of Lemma 9
for a more detailed proof sketch.

Once we have established the bulk lemma, the rest of the proof is more similar to previous
proofs. By the bulk lemma, a vertex in the giant component can reach a vertex of polylogarith-
mic weight within k steps, with failure probability decaying in k. Then we use a ‘greedy path’
argument (Lemma 7), which constructs a path by always choosing the neighbor of highest
weight. In this way, any vertex of polylogarithmic weight can be connected by an ultra-short
path to the ‘heavy core’, which is well-connected and contains the vertices of highest weight.
The length of this greedy path is so concentrated that it can be estimated by a worst-case esti-
mate. For the initial part of the path, we bound its average length by applying the bulk lemma
repeatedly for different values of k and carefully summing up the resulting terms.

Organization of the paper: In Section 2 we present the details and a precise definition of the
model, and we formally state the results. In Section 2.3 we introduce some notation that we use
throughout the paper. Then we discuss several special cases of the model in Section 3, includ-
ing geometric inhomogeneous random graphs (GIRGs), the distance model with minimum
component distance, and the threshold version of GIRGs, which includes threshold hyperbolic
random graphs. We conclude this part of the paper with some remarks in Section 4.

The rest of the paper is dedicated to the proof of our main results. In Section 5 we prove a
concentration inequality which will be used later in the proofs. After some basic and prelimi-
nary results in Section 6, we prove the connectivity properties and the main result in Section 7,
and determine the degree distribution of our model in Section 8. Finally, we prove in Section 9
that the examples from Section 3 are indeed covered by our model.

2. Model and results

2.1. Definition of the model

In this paper we study the properties of a very general random graph model, where both
the set of vertices V and the set of edges E are random. Each vertex v comes with a weight
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w,, which will essentially be the expected degree of v, and with a random position X, in a
geometric space X'. We now give the full definition, first for the weight sequence and then for
the resulting random graph. In the discussion below and throughout the paper, we assume that
the model parameters «, B8, d, c1, ¢2, Wnin are constants while n — oo, and the hidden factors
in Landau notation O(-), Q(-), . .. are universal for all vertices, edges, random variables, and
non-constant parameters; see Section 2.3 for more detail.

Power-law weights: For every n € N let w = (wy, ..., W,) be a non-increasing sequence of
positive weights. We call W:= Y7, w,, the rotal weight. Throughout this paper we will
assume that the weights follow a power law: the fraction of vertices with weight at least w
is &~ w!=# for some B > 2 (the power-law exponent of w). More precisely, we assume that for
some w = w(n) with n@(1/loglogn) <355 < ,(1=QU)/(B=D) the sequence W satisfies the following
conditions:

(PL1) The minimum weight is bounded by constants, i.e.,

Wmin ;= min{w,, | 1 <v <n}=06(1).

(PL2) For all n > 0 there exist constants ¢, ¢; > 0 such that

n

n
—<#{l<v< >wl < ¢y —o
clwﬂ_l_H]_#{1_v_n|wv_w}_62wﬂ_1_n,

where the first inequality holds for all Wi, <w <Ww and the second for all w > Wpip.

We remark that these are standard assumptions for power-law graphs with average degree
©(1). Note that since w < (1 — Q(1))/(8 — 1), there are n*) vertices with weight at least w.
On the other hand, no vertex has weight larger than (can)V/B—1=m),

Random graph model: Let X be a non-empty set, and assume we have a measure u on X that
allows us to sample elements from X. We call X the ground space of the model and the ele-
ments of X' positions. The random graph G(n, X', W, p) has vertex set V=[n]={1, ..., n}.
For any vertex v we independently draw a position X, € X according to the measure u.
Conditional on X1, . .., X;, we connect any two vertices u # v independently with probability

Puv = Puv(Xus Xy) 1= puy(Xy, Xy3 11, X, W),

where p = (pyy)u,vev,uxv is a collection of measurable functions X x X — [0, 1] that is
symmetric in in u,v (i.e. p,(Xy, Xy) = pyu(Xy, X)) and satisfies the following condition:

(EP1) For any u,v, if we fix position X, € X and draw position X, from X according to u,
then the marginal edge probability is

B i %) %] = O min {1, S 1),

where the hidden constants are uniform over all #, v and X,,.

Note that the function p,,, does not depends on X,/ for v/ # u, v.

For most of our results we also need an additional condition, to ensure the existence of a
unique giant component:

(EP2) There exist n > 0 and a function p = p(n) > w(1) such that for any u,v with w,,, w,, >
w, and any fixed positions X, X, € X, we have

n ) —1+p(n)/ loglogn

PuvXy, Xp) > (W
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Discussion of the conditions (EP1) and (EP2): Let us first argue why (EP1) alone is not
sufficient to yield a unique giant component. Suppose we have an instantiation of our model G
on a space X'. We will see in this paper that with high probability G has a giant component that
contains all high-degree vertices. Now make a copy X’ of X, and consider a graph where all
vertices draw geometric positions from X U X”. Vertices in X are never connected to vertices
in X/, but within X and X’ we use the same connection probabilities as for G. Then the
resulting graph will satisfy all properties of our model except for (EP2), but it will have two
giant components, one in X and one in X’. Consequently, in general our result on average
distances cannot hold without a condition like (EP2).

To see another property that can go wrong without the condition (EP2), let us slightly vary
the above construction so that between any vertex in X’ and any vertex in X” there is an edge
with probability 1/n?. (This probability is so small that it does not affect (EP1).) Then with
probability €2(1) we get no connecting edge and two giants components, while with probability
Q(1) we get a single edge connecting the two parts, and thus a single giant component. In the
former case, the two giant components have internally the same average distances as a Chung—
Lu random graph, up to a factor 1 &= o(1). However, in the latter case the average distance in
the unique giant component is larger by a factor of 1.5 than that in Chung—Lu random graphs
(twice as large for vertices in different copies, equally large for vertices in the same copy).
Thus, without the condition (EP2), the average distance is not even concentrated around a
single value in general.

As we will see, (EP2) ensures that the high-weight vertices form a single dense network, so
that the graph indeed has a unique giant component. Now let us turn to the condition (EP1).
Since its right-hand side is the edge probability of Chung-Lu graphs, (EP1) is a natural con-
dition for any augmented version of Chung—Lu graphs. In particular, (EP1) ensures that the
expected degree of a vertex v with weight w, is indeed ®(w,,). For reasons similar to those
discussed for (EP2), we cannot further relax (EP1) to a condition on the marginal probability
over random positions X, and X,, i.e, a condition like Ex, x, [puy(Xy, X,)] = © (min {1, % })
Indeed, consider the same setup as above, with G, X, and copy X”. For two vertices of weight
at most w, connect them only if they are in the same copy of &'. For two vertices of weight
larger than w, always treat them as if they came from the same copy (then the condition (EP2)
is satisfied). For a vertex u of weight at most w and v of weight larger than w, connect them only
if uis in X’. Then the high-weight vertices form a unique component, but it is only connected
to vertices in X, while the low-weight vertices in X may form a second giant component.
Thus, in (EP1) it is necessary to allow any fixed X,,.

Sampling the weights: In the definition we assume that the weight sequence w is fixed.
However, if we sample the weights according to an appropriate distribution, then the sampled
weights will follow a power law with probability 1 —n~1 so that a model with sampled
weights is almost surely included in our model. For the precise statement, see Lemma 5.
Examples: We regain the Chung-Lu model as a special case by setting X’ = {x} (the trivial
ground space) and p,, = min {1, %}, since then (EP1) is trivially satisfied and (EP2) is
satisfied for 2 < g < 3.

We discuss more examples in Sections 3. In particular, the model includes geometric
inhomogeneous random graphs (GIRGs), which were introduced in [13, 14]. Consider the
d-dimensional ground space X = [0, 1]‘1 with the standard (Lebesgue) measure, where d > 1
is a (constant) parameter of the model. Let o # 1 be a second parameter that determines how
strongly the geometry influences edge probabilities. Finally, let |.|| be the Euclidean distance
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on [0, l]d, where we identify 0 and 1 in each coordinate (i.e., we take the distance on the torus).
We show in Theorem 4 that every edge probability function p satisfying

puv=©(min {1, (e, — oy~ (Mite) ) M

follows (EP1) and (EP2), so it is a special case of our model. As was shown in [14], an instance
of hyperbolic random graphs satisfies (1) asymptotically almost surely (over the choice of
random weights w). Thus, hyperbolic random graphs, which have attracted considerable theo-
retical and experimental interest during the last few years (see, e.g., [0, 8, 28, 36]), are also a
special case of our general model.

In Section 3 we will see that GIRGs can be varied as follows. As before, let X’ = [0, 1]¢. For
x=x1,...,x9) and y=(y1, ..., yq) € X, we define the minimum component distance ||x —
Y|lmin := min{|x; — y;| | 1 <i <d}, where the differences x; —y; € [—1/2, 1/2) are computed
modulo 1, or, equivalently, on the circle. This distance reflects the property of social networks
that two individuals may know each other because they are similar in only one feature (e.g.,
they share a hobby), regardless of their differences in other features. Note that the minimum
component distance is not a metric, since there are x, y, z € X’ such that x and y are close in
one component, y and z are close in one (different) component, but x and z are not close in
any component. Let V(r) be the volume of the ball B,.(0) := {x € X' | ||x||min < r}. Then any p

satisfying
. _ W, W,, \ max{c,1}
puv=®(mln{1a VX — Xy 1) a'( \qu) })

satisfies the conditions (EP1) and (EP2), so it is a special case of our model.

These examples also show that our model is incomparable to the (also very general)
model of inhomogeneous random graphs studied by Bollobas, Janson, and Riordan [9]. Their
model requires sufficiently many long-range edges, so that setting o > 1 in (1) yields an edge
probability that is not supported by their model. Similarly, the example with the minimum
component distance is also not supported by their model.

2.2. Results of this paper

Our results generalize and improve the understanding of Chung—Lu random graphs, hyper-
bolic random graphs, and other models, as they are special cases of our fairly general model.
We study the following fundamental structural questions.

Scale-freeness: Since we plug in power-law weights W, it is not surprising that our model is
scale-free. More precisely, the degrees follow a power law with exponent 8. We say that an
event holds with high probability (w.h.p.) if it holds with probability 1 — n=®().

Theorem 1. (Section 8.) Consider a random instance of our model that satisfies (EP1), but not
necessarily (EP2). Then for all n > 0, w.h.p., we have

Q(nd' P71 <#{ve V|deg(v) > d} < O(nd'~F*17),

where the first inequality holds for all 1 < d <w and the second inequality holds for all d > 1.
Moreover, w.h.p. the average degree is ©(1).

Giant component and diameter: The connectivity properties of the model for § > 3 are not
very well behaved, in particular since in this case even threshold hyperbolic random graphs do
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not possess a giant component of linear size [7]. Hence, for connectivity properties we restrict
our attention to the regime 2 < < 3, which holds for most real-world networks [22].

Theorem 2. (Section 7.) Let 2 < 8 < 3. W.h.p. the largest component of our random graph
model has linear size, while all other components have size at most 1og®) n. Moreover, w.h.p.
the diameter is at most log®V n.

A better bound of ®(log n) holds for the diameter of Chung—Lu graphs [17] and for hyper-
bolic random graphs [25, 39]. It remains an open question whether the upper bound O(log n)
holds in general for our model.

Average distance: As our main result, we determine the average distance between two ran-
domly chosen nodes in the giant component to be the same as in Chung—Lu random graphs
up to a factor 1+ o(1), showing that the underlying geometry is negligible for this graph
parameter.

Theorem 3. (Section 7.) Let 2 < B8 < 3. Then the average distance of our random graph model
is 2+ 0(1))&% in expectation and with probability 1 — o(1).

2.3. Notation

In this section we collect the notation that we will use throughout the paper. For w, w' €
Rs>g, w <w/, we use the notation Vs, := {ve V|w, >w} and V<, := {ve V|w, <w} and
Viww]:= Vaw N V. Similarly, we write Wxy:= 3y Wy, Weyi= 3 W, and
Wi = Zvev[w o W for sums of weights. Recall that Wi, = min{w, | | <v <n}; sim-
ilarly we put Wmag := max{w, | 1 <v <n} for the maximum weight. For u, v eV we write
u~v if u and v are adjacent, and for A, BC V we write A ~ v if there exists u € A such
that u ~v; we write A ~ B if there exists v € B such that A~v. For a vertex veV, we
denote its neighborhood by I'(v), i.e. '(v):= {ueV|u~v}. For A, BCV, we denote by
E(A,B):= {uve E|uecA,ve B} the set of edges from A to B.

Throughout the paper we assume that n — oo, while the model parameters «, 8, d, ci,
€2, Wpin are constants. (The parameters o and d only appear in examples.) In particular,
Landau notation O(:), o(-), Q(-), @(-), ®(-) may hide any factor that depends on these con-
stants, but these factors must be universal for all vertices and edges of the graph, for all values
of (Xy)vev, and for all values of non-constant parameters in the statement (such as w or %,
which will occur in some lemmas and theorems). For example, (EP1) can be rephrased as
follows: there exist C, C' > 0 and ng > 0 such that for all n > ng, all u,ve V =[n], and all
X, € X,

Wy Wy
w

C~min{l,

W, W
}sExv[pw(xu, xv)|xu]sd-min{1, u }

W

As previously stated, we say that an event holds with high probability (w.h.p.) if it holds with
probability 1 — n=0),

In the model, note that w and p,, are parameters and thus fixed, while the probability
space is over the positions X, and the coin flips for the edges (with probability p,,(X,, X,) for
edge uv). Sometimes we make statements where we condition on part of the search space to be
fixed. In such cases, we emphasize this restricted probability space by including the random
components as subscripts on the symbols [E and P. For example, we write Ex, [pu,(Xy, Xy) | X,/]
if x,, is fixed and X, is random.

https://doi.org/10.1017/apr.2024.43 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2024.43

Average distances in a general class of scale-free networks 379

3. Example: GIRGs and generalizations

In this section, we further discuss the special cases of our model mentioned in Section 2.1.
Mainly, we study a class which is still fairly general, the so-called distance model. We show
that the GIRG model introduced in [14] is a special case, and we also discuss a non-metric
example. In addition, with the threshold model we consider a variation which includes in
particular threshold hyperbolic random graphs.

The distance model:

We consider the following situation, which will cover both GIRGs and the non-metric exam-
ple. As our underlying geometry we specify the ground space X = [0, 1]¢, where d > 1 is a
(constant) parameter of the model. We sample uniformly from this set according to the standard
(Lebesgue) measure. This is in the spirit of the classical random geometric graphs [41].

To describe the distance between two points x,y€ X, assume we have some mea-
surable function |.[:[—1/2, 1/2)¢ — R>o such that ||0]| =0 and || — x| = ||x|| for all xe
[—1/2, 1/2)%. Note that |.|| does not need to be a norm or seminorm. We extend |.| to R?
via ||z]| := ||z — ul|, where u € Z¢ is the unique lattice point such that z —u € [—1/2, 1/2)¢.
For r > 0 and x € X', we define the r-ball around x to be B,(x):= {xe X' | |[x — y|| <r}, and
we denote by V(r) the volume of the r-ball around 0. Intuitively, B,(x) is the ball around x in
[0, 1]‘1 with the torus geometry, i.e., with O and 1 identified in each coordinate. Assume that
V:Rso — [0, 1] is surjective, i.e., for each Vy € [0, 1] there exists r such that V(r) = Vj.

Finally, let « € R. ¢ be a long-range parameter. Since the case o = 1 deviates slightly from
the general case, we assume o # 1. Let p be any edge probability function that satisfies, for all
u,v and X,,, X, € X = [0, 119,

PO %) = @ (min {1, V(I =%, 1) (%)m{”}) @)

Then, as we will prove later in Theorem 4, p satisfies the conditions (EP1) and (EP2), so itis a
special case of our model.

Example 1. If we choose ||.|| to be the Euclidean distance ||.||2 (or any equivalent norm, such
as ||.|leo) then we obtain the GIRG model introduced in [14, 42], where the distance between
two points x,y in [0, 1]? is given by their geometric distance on the torus. In [14] it was
shown that a graph from such a GIRG model w.h.p. has clustering coefficient Q(1), that it
can be stored with O(n) bits in expectation, and that it can be sampled in expected time O(n).
Moreover, it was shown that hyperbolic random graphs are contained in the one-dimensional
GIRG model. These models have been intensively studied with respect to numerous proper-
ties, including component structure [32], clustering [14], diameter [25, 39], spectral gap [31],
separators [5, 14, 38], clique number [6], and treewidth [5], as well as processes such as
first-passage percolation [34, 35], bootstrap percolation [33], greedy routing [12], bidirec-
tional search [4], and infection processes [26, 30]. With appropriate scaling, their infinite limits
can also be defined [35, 45], and they are related to scale-free percolation [19]. In this latter
model, the vertices are placed on an infinite grid, so it is not covered by our results. However,
it behaves similarly to GIRGs in many respects [34, 35, 45], including average distances
[19, 44].

The next distance measure, the minimum component distance, is particularly useful for
modeling social networks, because it captures the following property: if two individuals share
one feature (e.g., they are in the same sports club), but are very different in many other features
(e.g., work, music), then they are still likely to know each other.

https://doi.org/10.1017/apr.2024.43 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2024.43

380 K. BRINGMANN ET AL

Example 2. Let the minimum component distance be defined by
%/l min := min{x; | 1 <i<d}forx=(xi,...,x5)e[—1/2,1/2).

Note that the minimum component distance is not a metric for d > 2, since there are x,y, 7€ X
such that x and y are close in one component, y and z are close in one (different) component, but
x and z are not close in any component. Thus the triangle inequality is not satisfied. However, it
still satisfies the requirements specified above, so the results of this paper apply. In subsequent
work, one of the authors has shown that the resulting graphs for d > 2 have a giant component
which does not have any separators of sublinear size [38). This is different from the case of
the GIRG model, where it is possible to split the giant component into two halves by removing
nl—(D edges [14].

Theorem 4. In the distance model described above, let p be any function that satisfies
Equation (2). Then the conditions (EP1) and (EP2) are satisfied, and we obtain an instance of
the general model.

The threshold model:
Finally, we discuss a variation of Example 1 where we let « — oo and thus obtain a
threshold function for p.

Example 3. Let ||.|| be the Euclidean distance ||.||2 and let p again satisfy (2), but this time we
assume that a = 0o. More precisely, we require

A1) if %, — Xl < O( (M) %),

(3)
0 i IIxe — Xl = () /9,

puv(xu, XV) =

where the constants hidden by O and Q2 do not have to match, i.e., there can be an interval
[cl(%)l/d, cz(%)l/d] for ||Xy, — X,|| where the behavior of pu,(Xy, Xy) is arbitrary. This
function p yields the case a = oo of the GIRG model introduced in [14]. In [14] it was shown
that threshold hyperbolic random graphs are contained in this class of models, and further-
more that the model w.h.p. has clustering coefficient Q2(1), it can be stored with O(n) bits in
expectation, and it can be sampled in expected time O(n).

Notice that the volume of a ball with radius ro = ©(( Wwvﬁ) around any fixed x € X is

©(min{1, ™" }). Thus, by (3), for fixed X, it follows directly that

Exv[puv(xu» Xp) | Xyl = ®(IPXV[||XM =Xl <] Xu]) =0 (mln {1a %}) .

Since (EP1) is satisfied, Theorem 1 for the degree sequence already applies. In order to also
fulfill (EP2), we additionally require that 2 < 8 <3 and w = w(n!/ 2). Then for all w,,, w, >w
we have % = w(1). For all positions X,, X, € X we thus obtain p,,,(X,, X,) = (1) by (3).

Remark 1. It follows from the definition that the low-weight vertices in a GIRG contain
ordinary random geometric graphs as subgraphs, i.e., every pair of vertices connects with prob-
ability €2(1) if the distance between the vertices is at most cn~ Y4 where c is a constant that
depends on the minimal weight Wpi,. If Wy, is sufficiently large, then these subgraphs are
supercritical, i.e., they have a giant component. On the other hand, in the threshold model
for B > 3 sufficiently large, all edges cover a polynomially small distance n~%1). Thus, by
combining these conditions we get a random graph model in the regime g > 3 with giant
components where the average distance is polynomially large.
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4. Conclusion of first part

We have studied a class of random graphs that generically augment Chung—Lu random
graphs by an underlying ground space, i.e., every vertex has a random position in the ground
space and edge probabilities may depend arbitrarily on the vertex positions, as long as marginal
edge probabilities are preserved. Since our model is very general, it contains numerous
well-known models as special cases, including hyperbolic random graphs [8, 40] and geo-
metric inhomogeneous random graphs [14]. Beyond these well-studied models, our model
also includes graphs with non-metric ground spaces, which are motivated by social networks,
where, for example, two persons are likely to know each other if they share one hobby,
regardless of their other hobbies.

Despite its generality, we show that all instantiations of our model have similar connectiv-
ity properties, assuming that vertex weights follow a power law with exponent 2 < 8 < 3. In
particular, there exists a unique giant component of linear size, and the diameter is polyloga-
rithmic. Surprisingly, for all instantiations of our model the average distance is the same as in
Chung-Lu random graphs, namely (2 £+ o(l))lﬁ)ﬁ%. In some sense, this shows universality
of ultra-small worlds.

We leave it as an open problem to determine whether the diameter of our model is O(log n)
for2 < B <3.

5. Concentration inequalities

The rest of the paper is dedicated to proofs. We will use the following concentration
inequalities.

Theorem 5. (Chernoff-Hoeffding bound [24, Theorem 1.1].) Let X := Zie[n] Xi, where, for
all i € [n], the random variables X; are independently distributed in [0, 1]. Then the following
hold:

(1) PIX >+ ¢)E[X]] <exp (—%E[X])for all0<e <1,

(i) PLX < (1 — 9)IX]| < exp (—5EIX]) forall 0 <e < 1, and

(i) P[X > f] <2~ for all t > 2¢E[X].

We will need a concentration inequality which bounds large deviations taking into account
some bad event 3. We start with the following variant of McDiarmid’s inequality as given in
[37].

Theorem 6. (Theorem 3.6 in [37], slightly simplified.) Let X1, ..., X, be independent ran-
dom variables over 21, ..., Qu. Let X=(X1, ..., Xp), Q= ]_[km:1 Q, and let f: Q — R be
measurable with 0 <f(w) <M for all w € Q. Let B < Q be such that, for some ¢ >0 and
for all w € B, o' € QL that differ in only one component, we have |f(w) — f(«')| < c. Then for
allt > 0,

2

PLfX) — E[f QO] = 1] < 2 o + 20U Pp(B). “)

Our improved version of this theorem is the following, where in the Lipschitz condition
both w and o’ come from the good set 13, but we have to consider changes of two components
at once. A similar inequality has recently been proven by Combes [18]; see also [46].
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Theorem 7. Let X1, ..., X, be independent random variables over 2, ..., Q. Let X =
X1, ..., Xm), Q= HZl:l Qp, and let f: Q — R be measurable with 0 <f(w) <M for all
w € Q. Let B C Q be such that, for some ¢ > 0 and for all w € B, o' € B that differ in at most
two components, we have

If (@) — f(@)] <c. (5)
Then for all t > 2MP[5]

2

P[[f(X) — EFCOIl > 1] <2¢ 20 + (224 4 1)P[B].

Proof. We say that w, o’ € Q are neighbors if they differ in exactly one component €.
Given a function f as in the statement, we define a function f* as follows. On B the functions
f and £ coincide. Let @ € B. If  has a neighbor ' € B, then choose any such ' and set
f(w) := f(«). Otherwise set f/(w) := f(w). O

The constructed function f° satisfies the precondition of Theorem 6. Indeed, let € B and
o’ € Q differ in only one position. If @’ € B, then since f'(w) = f(w) and f' (') = f(«'), and by
the assumption on f, we obtain |f’(w) — f'(w')| < c. Otherwise we have o’ € B, and since o'
has at least one neighbor in B, namely w, we have f' (') = f(w") for some neighbor »” € B of
’. Note that both @ and " are in B, and as they are both neighbors of &’ they differ in at most
two components. Thus, by the assumption on f we have |f'(w) — f'(0)| = |f(®) — f(&")| <c.
Hence, we can use Theorem 6 on f° and obtain concentration of f°(X). Specifically, since
PIf(X) # f/(X)] < P[B], and thus |E[f(X)] — E[f(X)]| < MP[B], we obtain

PIf(X) — E[f X))l = 1] < P[B] + PIf'(X) — E[f'(X)]| = 1 — MP[B]]
< P[B]+P[f'(X) — E[f' (X)]| = /2],

since t > 2MP[B], which together with Theorem 6 proves the claim.

6. Basic properties

In this section, we prove some basic properties of our random graph model which occur
repeatedly in our proofs. In particular we calculate the expected degree of a vertex and the
marginal probability that an edge between two vertices with given weights is present. Let us
start by calculating the partial weight sums W<, and W>,,. The values of these sums will
follow from the assumptions on power-law weights in Section 2.1.

Lemma 1. The total weight satisfies W = ©(n). Moreover, for all sufficiently small n > 0,
(1) Ws,, = Omw? =B+ for all w > Wi,
(i) Wsy = Qw? =P for all Wpin <w < W,
(iii) W<, = OW) for all w, and
(iv) W<y, = Q) for allw = w(1).

Proof. Let w; >wp > 0 be two fixed weights. We start by summing up all vertex-weights
between wg and wi. By Fubini’s theorem, we can rewrite this sum as
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)
Z Wy, = / |Vzmax{w0,x} \ V>w1 |dx (6)
veV,wo<w,<w 0
wi
=W0'|V2w0|+/ |VZX|dx_W1'|V>W||-
wo

We start with (i) and apply (6) with wg = w and w| = Wpax. Then the set V., is empty, and we
have Ws,, =w - [V, | + fxv“‘“" |V>x|dx; thus the assumption (PL2) implies that W+, equals

o o
[Vowl-w —l—/ |Vsxldx = 0<nw2_’3+" —l—/ nxl_ﬂ+”dx) = O(nwz_ﬂ“’).
w

w

For (ii) we similarly obtain

W, = Q(nwz_’B_'7 + /

w

Wma

' nxl_ﬂ_”dx) = Q(nwz_ﬁ_").

For (iii), we see that if w < Wpjp, then clearly W<,, = 0. Otherwise, Equation (6) with wo =
Wmin and wi = w implies

w
Wgw = |V2Wmin| * Wmin + / |sz|dx — |Vowl-w

Wmin
w
< nWpjin + O(/ nxl_ﬁ+’7dx) = 0(n).
Win

For (iv) we obtain

w w
WSWE/ |V2x|dx—|V>W|-w=Q</

Win

nxl_ﬂ_"dx> - O(nwz_ﬁ+’7)

Win

= Q(n) — o(n) = Q(n).
In particular, with the choice w = Wp,x, the property W = @(n) follows from (iii) and (iv). O

Next we consider the marginal edge probability P[u ~ v] of two vertices u, v with weights
w,,, W,.. For a fixed position X, € X', we already know this probability by (EP1).

Lemma 2. Let u € [n] and let X, € X be any fixed position. Then all edges {u, v}, u # v, are
independently present, and we have

Py, [t~ V] = O(Py, [~ v | X,]) = @(min {1, W\”;\\;v” ])

Proof. Let u, v € [n]. Then, from (EP1), it follows directly that

Plu~v] = Ex, [Py, [u~v|x,]] =Ex, [@(min {1’ va })]

:@(min{l, W\‘;\‘;\'V}). _

Furthermore, for every fixed X, € X the edges incident to u are independently present with
probability Py [u ~ v | X,], as the event ‘u ~ v’ only depends on X, and an independent random
choice for the edge uv (after fixing X,).

Remark 2. We will often use Lemma 2 in the following form. Let S, T C [n], SN T =, and
let £ be any event of non-zero probability that is determined (i.e., measurable) by (X,),es.
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Moreover, let v € S. Then conditional on Xy, the events ‘u ~ vy’ for u € T are independent
of each other, and have probability ©®( min{1, w,w,,,/W}) respectively. Since these bounds are
independent of x,,, they also hold conditional on £. In particular, using 1 —x <e™* for all
xeR,

IP’[EIueT:u~v0|€]=1—H(1—@(min[1,W”WV})) %)

ueT

Zl—exp{—@(Zmin{l,%})}, ®)

ueT

where we can exchange the sum and ®-notation in the last step because the hidden constants
are uniform over all u. We express this by saying that the lower bounds ®( min{1, w,w,,/W})
hold independently, even after conditioning on £.

The following lemma shows that the expected degree of a vertex is of the same order as
the weight of the vertex; thus we can interpret a given weight sequence W as a sequence of
expected degrees.

Lemma 3. For any v € [n] and any X, € X we have E[ deg (v) | X,] = O(E[ deg (v)]) = ©(w,).

Proof. Let v be any vertex and X, € X. We show first that E[ deg (v) | X,] = ®(w,) by esti-
mating the expected degree both from below and from above. By Lemma 2, the expected
degree of v is at most

ZP[u~v|xv= (Zmln{ MWV}) O(ZW\L;\\;VV)

u#v u#v ueV

O(% Z Wu) = 0(W,).

ueV

For the lower bound, Plu~v |x,] = ©(*4*) holds for all w, < Wﬂv We set w' = Wﬂ‘ and
observe that w' = w(1) by (PL2). Using Lemma 1(iv), we obtain

Bldeg()]= Y Plu~vl=0({ Way ) = 20w,

uFEv,ueV_, s

The formula E[ deg (v)] = ®(w,) follows from an analogous computation, or by observing that
miny,, E[ deg (v) | X,] < E[deg (v)] < max,, E[ deg (v) | X,].

As the expected degree of a vertex is roughly the same as its weight, it is no surprise that
w.h.p. the degrees of all vertices with sufficiently large weight are concentrated around the
expected value. The following lemma gives a precise statement.

Lemma 4. The following properties hold w.h.p.:
(1) deg(v)=0O(w, + log2 n) for all v € [n];
(i) deg (v)=(1+ o(1))E[deg (v)] =O(wW,) forall v € Vzw( log? n)’

(ii)) Yyey., deg () = O(W-=,) for all w = w(log? n). O
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Proof. Let v € V with fixed position X, € X and let 1 := E[deg (v) | X,] = ©(w,), where
the last equation holds by Lemma 3. In particular, there exists a constant C such that
2en < C log2 n holds for all vertices v € V<10g2 , and all positions x, € X'. Moreover, by the
definition of the model, conditioned on the position X,, the degree of v is a sum of inde-

pendent Bernoulli random variables. Thus, if v e V<log2 ,» we may apply a Chernoff bound

(Theorem 5(iii)) and obtain P[deg (v) > Clog? n] <2-Clog"n = p=o(l) [f y ¢ Vetog no
similarly obtain P[deg (v) > 3u/2] <e ®®W =pn=M) and ;= O(W,) by Lemma 3. Then
(i) follows from applying a union bound over all vertices.

For (ii), let v € V such that W, = w(log? n), let u be as defined above and put & =

o(1). Thus by the Chernoff bound,

we

logn

Ji

P[ldeg(v) — p| > & - pu] < e OE ) — y—ol)

and we obtain (ii) by applying Lemma 3 and a union bound over all such vertices. Finally,
from (ii) we infer Zvev>w deg (v) = Zvev>w OWw,) = O(Ws,,) for all w=a( log? n), which
shows (iii). - - O

We conclude this section by proving that if we sample the weights randomly from an appro-

priate distribution, then with probability 1 — o(1) the resulting weights satisfy our conditions
on power-law weights.

Lemma 5. Let Wiy, C1, C2 > 0 be constants, let F : R — [0, 1] be non-decreasing such that
F(2) =0 for all z < Wn,n, and assume Cizi P<1-— F(z) < Corz! B for all 7> Wyin. Suppose
that for every vertex v € [n] we choose the weight W, independently according to the cumu-
lative probability distribution F. Then with w = (n/ log? n)"/8=1 the resulting weight vector
W satisfies (PLI) deterministically, the lower bound of (PL2) w.h.p., and the upper bound of
(PL2) with probability 1 — n=%" for all n = n(n) = w(log log n/ log n).

In particular, this lemma proves that for all small constants n > 0, with probability
1 —n= W (PL1) and (PL2) are fulfilled for weights sampled according to F(-). Moreover,
it follows that any property which holds with probability 1 — g for weights satisfying (PL1)
and (PL2) also holds in a model of sampled weights with probability at least 1 — g — n~ %D,

Proof of Lemma 5. The condition (PL1) is fulfilled by definition of F, and we only need to
prove (PL2). For all z > Wy, denote by Y, the number of vertices with weight at least z and
observe that

E[Y,] =n(l — F(z)) = O(nz' F). ©)

Let us first consider the case z € [Wnin, w]. For all z in this range we have E[Y,] = Q( log2 n),
so for any z € [Wnjin, W] the Chernoff bound (Theorem 5(i)—(ii)) yields

P[|Y; — E[Y.]| = 0.5E[Y,]] < exp (—Q(E[Y,])) = n~ 200

We will argue in the following that we may use a union bound over a finite number of z to
deduce that with probability 1 — n=%201°2™  the bound |Y, — E[Y.]| < 0.5E[Y-] holds for all
Z € [Wnin, W], even though there are infinitely many such z. Consider the sets

S1:= {inf{z € [Wpin, WI:0.5E[Y,] > i} | i € {0, ..., n}},
Sy := { sup{z € [Wpyin, W:1L.5E[Y,] < i} | i€ {0, ..., n}},
S = {Wpin, W} US1 US>,
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where we discard any infimum or supremum taken over the empty set. By construction, the set
S has at most 21 + 4 = O(n) elements. Thus, by a union bound, with probability 1 — n 2108
the bound |Y, — E[Y,]| < 0.5E[Y;] holds for all z € S. Assume that this event occurs. We want
to show that then deterministically the same bound also holds for all other z € [Wpin, W]. To
this end, let z € [Wiin, W]\ S, and let 7~ := max{z € S|z <z} and z* := min{z’ € S |7 >z}
be its closest lower and upper neighbors in S. Then Y+ > 0.5E[Y,+] since z* € S. Since Y+
is an integer, we can strengthen this to Y,+ >i:= min{j € N|j > 0.5E[Y,+]}, and note that
0.5E[Y,+] < i. By the definition of S, we have 0.5E[Y,] < iforall 7 € (z~, z1), since otherwise
S would need to contain another point in (z~, z7) where 0.5E[Y,] crosses the integer i. Since
Y. is non-increasing in z, we may conclude that Y, > Y+ > i > 0.5E[Y,], which is half of the
claim. The other inequality Y, < 1.5E[Y,] follows analogously from considering z~.

Summarizing, we have shown that with probability 1 — =1, ¥, = @(nz' ~#) holds for all
Z € [Wnin, w]. In this case, all z in our range satisfy both the lower and the upper bound of (PL2)
even for 7 = 0. In particular, this proves that with probability 1 —n~“(1), the lower bound of
(PL2) holds for all n > 0.

It only remains to prove the upper bound of (PL2) for z>w. Let z>w and n=n(n) =
w(loglogn/logn). By Markov’s inequality and (9),

PY, > nz! P < PY, > QEDE[Y,]] < O(z™") < n~ 9. (10)

By the same argument as above, we can restrict z to w and values where the intended bound
Q(z"E[Y,] is integral, which happens only for O(log? n) values of z above w. Hence we can
use the union bound to obtain error probability

O~ 1og? n) = n~ XM,

since 77(1n) = w(log log n/ log n). In particular it also follows that with probability 1 — n=%D,
the maximum weight satisfies Wyax < pl/(B=1=m) O

7. Giant component, diameter, and average distance

Under the assumption 2 < 8 <3, we prove that w.h.p. the general model has a giant
component with diameter at most (log 7)°!, and that all other components are only of polylog-
arithmic size. We further show that the average distance between any two vertices in the giant
component is (2 + o(1)) loglogn/|log (8 — 2)| in expectation and with probability 1 — o(1).
The same formula has been shown to hold for various graph models, including Chung—Lu ran-
dom graphs [17] and hyperbolic random graphs [1]. The lower bound follows from using the
first-moment method on the number of paths of different types. Note that the probability that
a fixed path P = (vy, .. ., v) exists in our model is the same as in Chung-Lu random graphs,
since the marginal probability of the event v; ~ v;y| conditioned on the positions of vy, ..., v;
is @(min{1, w,,w,,,, /W}), as in the Chung-Lu model. In particular, the expected number of
paths coincides for the two models (save the factors coming from the ®(-)-notation). Not sur-
prisingly, the lower bound for the expected average distance follows from general statements on
power-law graphs, bounding the expected number of too-short paths by o(1) [21, Theorem 2];
see also Section 6.2 in [43]. The main contribution of this section is to prove a matching upper
bound for the average distance.

The proof strategy is as follows. We first prove that, w.h.p., for every vertex of weight at least
(log n)€ there exists an ultra-short path to the ‘heavy core’, which has diameter o( log log 1)
and contains the vertices of highest weight. Afterwards, we show that a random low-weight
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vertex has a large probability of connecting to a vertex of weight at least (log n)¢ within a
small number of steps. The statement is formalized below as the ‘bulk lemma’ (Lemma 9).
This lemma is the crucial step of the main proof, and it is new relative to previous studies
of Chung-Lu random graphs and similar models. It contains a delicate analysis of the k-hop
neighborhood of a random vertex, restricted to small weights. Thus, the underlying geometry
is used implicitly in order to make the argument applicable for the fairly general model that we
study.

Throughout this section, let G be a graph sampled from our model. For the result on the
heavy core and for the bulk lemma, we do not need the condition 8 < 3. This is only needed
for the greedy paths. We start by considering the subgraph induced by the heavy vertices V :=
V>w, where w is given by the definition of power-law weights; see the condition (PL2). In
particular, recall that ne(1/loglogn) <355 < ,(1=Q)/(B=1) We call the induced subgraph G:=
G[V] the heavy core.

Lemma 6. (Heavy core) Wh.p. G is connected and has diameter o( log log n).

Proof. Let n be the number of vertices in the heavy core, and let > 0 be small enough.
Since W < n =W/ (B=D | e may bound n = Qw' A1) = p0), By (EP2), if n is suffi-
ciently small, the connection probability for any heavy vertices u,v, regardless of their position,

is at least
n >71+w(1/10g]0gn)
>

’—l—l—&-w(l/ log log n)
wh—1+n )

DPuv(Xu, Xp) > (

Therefore, the diameter of the heavy core is at most the diameter of an Erd6s—Rényi random
graph G(n, p), with p = i~ 1+(1/leglogm "However, with probability 1 — 72~ this diameter
is ®(logn/ log (pn)) = o(log log n) [23], and in particular the graph is connected in this case.
Since 71 = n®*D, this proves the lemma. O

Next we show that if we start at a vertex of weight w, going greedily to the neighbors of
largest weight yields a short path to the heavy core with a probability that approaches 1 as w
increases.

Lemma 7. (Greedy path) Let 2 < 8 < 3.

(1) Let0 < e < 1 be constant and let v be a vertex of weight 2 <w < w. Then with probabil-
ity at least 1 — O (exp (—WQ(S))) there exists a weight-increasing path of length at most

a1+ s)llloogg(l% from v to the heavy core.

(ii) For every constant € > 0 there exists a constant C = C(¢) > 0 such that w.h.p. for all
Vv E V. (1ognyc there exists a weight-increasing path of length at most (1 + a)lllcigg(l%
from v to the heavy core.

Proof. Let(0 < e < 1, let v be a vertex of weight 2 <w <w, and let
T=1(8):= (B —2)~ V/U+e/2D),

Notethat 1 <t < 1/(8 —2),and that 1/logt = (1 4+ ¢/2)/|log (B — 2)|. Moreover, we define
an increasing weight sequence wo, wi, ..., w;, . = W such that for all 1 <i<ipax it
holds that w; := wlil, and such that wog <wW, <wj. For all i <imax we put V;:i= Vx>, \
V>w;,,. Furthermore, we put V; = V =V-y and vg := v. We will show that with suffi-
ciently high probability, for all 0 <i < inax the vertex v; has at least one neighbor vy €
Vir1. By picking such a v;;1, we iteratively define a weight-increasing path. Note that
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imax = [log, (logw/logw,)], so this implies that there is a path from v to the heavy core
of length at most

max < (14 £/2) loglogn tl<d4e) loglogn
l = £ _— < )———,
" |log (8 —2)| |log (8 —2)|
for sufficiently large n, and thus proves the statement (i). O

Let 0 <i < imax and assume that there exists a weight-increasing path from vy to some
vertex v; € V;. Note that this event only depends on the random graph induced by the vertex set
V<wy, - We want to verify that v; connects to at least one vertex v;11 € Vi . First, observe that
by the condition (PL2), each layer V; contains at least Q(nw} —F ~ and at most O(nw} —F +")
vertices. Next, by the condition (EP1), for any position X,, the edges from v; to vertices v
with v € V1, are independently present with probability Q( min{w,w;/W, 1}), respectively;
see also Lemma 2. Note that this bound is independent of X, and thus holds for any realization
of Vy,,,; see also Remark 2. If wyw; 1 > W, this probability is €(1). However, then w; >
n'/0+%) and we deduce |Vii1| = n*D. In this case, the probability that v; connects to at least
one vertex of the next weight layer is 1 — exp (—n®1) =1 —exp (—W?(E)), where the second
step is a trivial upper bound that holds since ¢ is constant and w; <w < n?D. So assume
wiwir1 < W, where we can lower-bound the edge probability by Q(w;w;11/W). Thus, for any
n > 0 the probability that v; does not connect to a vertex in V;41 is at most

e T1(1-0(5) =ow-a( 5t i)

veV, W,>wiq

2—B-n
<o (<021 ).
where we used Lemma 1 in the last step. Since w;1 < wif , we obtain

!*f(ﬁ*2+n))).

1

pi < exp (—Q(w

Note that as T < 1/(8 — 2), the exponent of w; in this expression is positive for sufficiently
small n > 0. More precisely, we have

I—t(B-2)=1-(-2"" =),
and thus for n > 0 sufficiently small compared to ¢,
pi < exp (—w?(g)). (11)

By induction and a union bound, for 0 <j < in, it follows that there is a weight-increasing
path from vy to V; of length j with probability at least 1 — Z{;(l) exp (—w?(g)) =1-
exp (—w®)), With j = imax this proves the first claim. For the following step, let us denote the
hidden constant in the last expression by C’, so that the probability is at least 1 — exp (—wCe).

For the second statement, let C = C(¢) := 2/(C’¢)). If a vertex v has weight at least (log n)<,
then the error probability estimated above is at least 1 — e~(°2 m® =1 — =) The claim now
follows from a union bound over all vertices of weight at least (log n)€.

Lemma 7(i) implies that any vertex of sufficiently large constant weight has probabil-
ity ©(1) of being connected to the heavy core by a weight-increasing path. In particular,
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this means that the connected component of the heavy core has size 2(n) in expectation. In
the following lemma, we show that the same holds w.h.p., which is less obvious, and requires
our improved variant of McDiarmid’s inequality in Theorem 7.

Lemma 8. (Giant component.) Let 2 < 8 <3. W.h.p. there are 2(n) vertices in the same
component as the heavy core.

Proof. Let ¢ > 0 be a sufficiently small constant, let > 0 be a constant that is sufficiently
small compared to &, and let 7 := (8 — 2)~1/(1+¢/2) We use a system of weight layers as in the
proof of Lemma 7(i), starting with wg := 2, so let w; := 27" and Vii= Vo, \ Vo, for all
i > 0. We remark already here that we will only need to study indices i for which w; < (log n),
where C = C(¢) is the constant from Lemma 7(ii), since we already know by Lemma 7(ii) that
otherwise all vertices in V; are in the same component as the heavy core, w.h.p. Moreover, by
(PL2), if we choose iy = O(1) sufficiently large, then for all i > iy with w; < (log n)¢ we have
[Vowii | < 1V=w,;1/2, and hence |V;| > |V>y,|/2. In particular, again by (PL2) we have |V;| >
n/(log n)°W for all i > ig with w; < (log n)€, and we have [Viy| = Q(n) since we assumed iy =
O(1). We will increase ij further in the proof, but maintain iy = O(1). O

As already mentioned, the tricky part of the lemma is that it should hold w.h.p. The general
strategy will be to define recursively for each i two sets B;, B; of ‘bad’ vertices, such that the
following hold:

e Deterministically, every vertex in V; \ (B; U B}) has a weight-increasing path to a vertex
of weight at least (log n).

e W.h.p., B; and B; are small. (This is made precise in Claim 1 and Equation (12) below.)
In particular, if iy = O(1) is sufficiently large then w.h.p. |B; U B}| < |V;|/2.

It then follows that w.h.p., at least half of the vertices in V;, are connected to the heavy core.
Since |V, | = £2(n), this proves the lemma.

So let i > ip be such that w; < (log n)€. For everyve V,letI';(v):= {ue Viy1 | v~u}, and
let E;(v) := E[|T";(v)|]. Moreover, let y := 7(2— 8 —n)+ 1 > 0. Then for every v € V;, by
(EP1) and Lemma 2,

1-p—n WiWit1

2 p 2Byt
Ei(v) > Q<nwi+1 ) = Q(Wi+1ﬂ wi) = Qi TP = o).

As this lower bound is independent of v, we also have

E;:= min E;(v) = Qw).
vevV;

Let A := min{y, %}. Furthermore put B; := {v € V; | |T';(v)| < E;/2}. This is the first set of
‘bad’ vertices.

Claim 1. There is a constant ¢ > 0 such that w.h.p., for all i > iy with w; < (log n)C, it holds
that |B;| <2exp (—ew}) - Vil

We postpone the proof of Claim 1 (and Claim 2 below) until we have finished the main
argument. We uncover the sets V; one by one, starting with the largest weights. Let § > 0
be so small that T(A — §) > A. We will show by downwards induction in i that w.h.p., for all
i > ip the fraction of vertices in V; with a weight-increasing path to the heavy core is at least
1 —exp (—cw;\_‘s). Recall that if w; > (log n)€ then we already know that w.h.p. all vertices in
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Vi are connected to the heavy core with weight-increasing paths, which gives the base case of
the induction. For the remaining values i > iy,

(a) denote by V/ the set of vertices in V; for which there is no weight-increasing path to the
heavy core that uses exactly one vertex per layer;

(b) let A; C V; be the subset V; of size exp (—cw?‘:l‘s)|Vi| consisting of the vertices in V; with
the smallest number of neighbors in Vi1 \ V! 1 (where we break ties according to some
previously fixed order).

Recall that E(V;, A;) denotes the set of edges from V; to A;. We then use the following
claim (whose proof we also postpone).

Claim 2. There exists D > 0 such that w.h.p., for all i > ip with w; < (log n)C, it holds that
|E(Vi, A1) < exp (—ew! ) - Vil - Ei - wP.

The induction now runs as follows. Consider some i>ip such that w; < (log n)¢, and
assume by induction that for sufficiently many vertices of Vi there is a weight-increasing
path to the heavy core; that is, assume |V; L1l <exp (—cw?:l‘s) - |Vit1]. By the construction of
Ait1, this implies Vi | € A;41. Now we consider B; := {ve V; | |[E({v}, V], )| > E;/2}. If the

low-probability event of Claim 2 does not occur, using wtl‘s = wiHQ(l) and increasing ig if

l
necessary, we find that

/ l+l)|

1B;| <

!
< 2EG Vi)l <2exp(—ew} D) Vil - wP <2exp (—ew}) - |Vil, (12)
l
provided that iy =ig(c, D) (and thus w;,) is a sufficiently large constant. Note that we may
increase iy because Claims 1 and 2 become weaker as ij increases. It remains to observe that
every vertex in V; \ (B; U B)) has at least one edge into Vi1 \ V] 1~ Since the latter vertices are
all connected to the heavy core, we have at least |V;| — |B;| — |B;| vertices in V; that are con-
nected to the heavy core. By Claim 1 and Equation (12), w.h.p. B; and B; both have size at most
2 exp (—cwf‘)|V,-|. So, together they have size at most 4 exp (—cwf‘)|V,-| <exp (—cwl)-‘_a)|V,-|,
where the last step holds for all i > i if ip (and thus w; > w;,) is sufficiently large. This proves
the induction hypothesis and thus concludes the induction modulo Claims 1 and 2. To conclude

the proof, if ip = O(1) is sufficiently large then exp (—cwﬁ;‘s) < 1/2. The existence of the giant

component now follows since |Vj, \ (B;, U B§0)| > (1 —exp (—cwl){;‘s))|ViO| > |V;,|/2. Hence,

w.h.p. at least half of V;; is connected to the heavy core, where |V;,| = Q(n).

Proof of Claim 1. Let i > iy be such that w; < (log n)®, and recall that |V;| = n/(log n)°).
For a single v € V; with given location, the events ‘v ~ u’ are independent for all u € V;1; by
Lemma 2. So by the Chernoff bound (Theorem 5), there is a constant ¢ > 0 such that P[v €
Bj] <exp(—cw!) and E[|B;|] <exp (—cw!)|V;|. Let G; be the subgraph induced by V; and
Vit+1, and observe that the size of B; only depends on G;. In order to prove concentration of
|B;| we will use Theorem 7. For this, we need to argue that we can write the distribution of G;
as a product probability space, i.e., we need to describe it via independent random variables.
Recall that two different random processes are applied to create the geometric graph. First,
we choose the positions X, € X independently at random. Afterwards, every edge {u, v} is
inserted with some probability p,,. So far, these random variables are not independent, so this
description does not yield a product probability space.
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Without loss of generality, let us assume that the vertices are sorted by weights in
decreasing order. For every vertex u € V; U Vi1 we first have the random variable X, for its
position. Now, for each u € V; UV, we introduce a second, independent random variable
Y, = (Y,i, R ij_l) (which is the empty tuple for u = 1), where each Y} is a real number
chosen independently and uniformly at random from the interval [0, 1]. Then for v < u, we
include the edge {u, v} in the graph if and only if

P >Y).

We observe that indeed this implies Plu ~ v | X, X, ] = puv(Xy, Xy), as desired. Moreover, con-
ditional on the vertex positions, the events u~v and u' ~V' are independent as long as
{u, v} # {u/, v'}. This matches exactly the definition of G; as (induced subgraph of) a GIRG.
Thus, if we denote by €2 the product space of all random variables over all components in
(Xus Yuueviuv,,,» then the distribution of G; is described by 2: every w € 2 defines a graph
Gi(w), and the probability distribution of G;(w) equals the probability distribution of G; as sub-
graph of a GIRG. Note that in the definition of the product space €2, the random variable Y,
is counted as a single coordinate, and the outcomes of this coordinate are vectors in [0, L.
Thus 2 has 2(|V;| 4 |Vit1]) coordinates. This convention is useful since then €2 is a product
space of at most O(n) coordinates, rather than O(n?).

Our aim is to apply Theorem 7 to the function f(w) := |B;(w)|, which depends on w since
the graph G; depends on w. In particular, 0 <f(w) <n =: M. We study the bad event B that
there exists a vertex v € V; U V;;1 with degree larger than (log n)zcr2 in G;. By Lemma 4(i) we
have P[B] =n~“", since w; < (log n) and therefore w,, < (log n)CT2 forallve V;U V. Let
w, ' € B be elements that differ in at most two coordinates in our product probability space
Q2. We observe that changing one coordinate X,, or Y, (the latter means changing a vector in
[0, 1]~ 1) can only influence the neighborhoods of u itself and of the vertices that are neighbors
of u before or after the coordinate change. In formula, changing one coordinate X, or Y, can
add or remove at most

2
1+ degg, ) () + degg, () (1) < 1+ 2(log n)*¢"
vertices from B;, where the latter inequality follows from w, o’ € B. Therefore,
|IBi()| — |Bi(e)]| < (log m)®".

We pick t = exp (—cw;\) - (IVil + |Vit1]) and observe that wl-A < (log n)l/2 by our choice of A =
min{y, %}. In particular, r > 2MP[5] is satisfied for sufficiently large n, which allows us to
apply Theorem 7 with f(w) = |Bij(w)|, ¢ = (log n)°V, m = 2(|Vj| + |Vit1]), and M = n and get

2
f
64(|Vil + |Viz1)(og n)0M

_ A
e 2V (V] + [Viga
64(log n)?()

P[1B;| — E[|B;|] > 1] <2 exp ( ) + nPOPp([B]

<2exp (— )+no(1)]P’[B] =n@M,

where the first summand is 2 exp (—n! (D) < n=?( because |V;| + |Viy1| > n/(log n)°D and
e—2cwl)-‘ > n—o(l)'
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Hence, w.h.p. we have |B;| < E[|B;|]] + ¢ < (exp (—cw?’) + exp (—cw?‘)) - |V;|. For fixed i >
io, the statement now follows since A < y and w; > 1, and then the proof of the claim is finished
by a union bound over all O(log log ) choices of i. U

Proof of Claim 2. Let i > i be such that w; < (logn)¢. We assume that the subgraph
induced by V>, is given, and now we uncover V; and V1 to obtain the subgraph induced
by V. Similarly as in the proof of Claim 1, we can assume that this probability space €2 is
a product probability space with 2(|V;| + |Viy1]) coordinates. Recall that G; denotes the sub-
graph induced by V; U V;; 1. We consider the same bad event B as in the proof of Claim 1, i.e.,
B denotes the event that the maximum degree in G; is larger than (log n)zcrz. Note that B is
independent of V>, ,, so indeed Lemma 4 can again be applied to deduce IP[B] = n=®m,

Let Z; ;= |E(V;, Ai+1)|. We will apply Theorem 7 to the random variable f(w) = Z;j(w), so
let w, @' € B be such that they differ in at most two coordinates of €. If we change a coordi-
nate of 2 that stems from a vertex v € V;, under B the influence on Z; is at most (log n)?V. If
a coordinate belonging to a vertex v € V1 is changed, this may result in a different set A;1,
because either v might enter the set A;y; and replace another vertex v’ in A;y; (namely the
vertex with the largest number of neighbors in Viys \ Vi 105 see (b) on page 19 for the defi-
nition of A;); or v might be removed from A;; and be replaced by some other vertex v’. In
either case, the symmetric difference between the old A;;1 and the new A;y is at most two,
and E(V;, Aj;41) can only change in edges incident to v or v’. Hence, under B changing the
coordinate of a vertex v € Vi1 can change Z; by at most ¢ = (log n)®D. Note that the same
is also true if the set A,y does not change. Since w, @’ differ in at most two coordinates, we
conclude that |Z(w) — Zi(')| < (log n)?™D.

Next, we want to upper-bound E[Z;]. First, we uncover V; to obtain the subgraph induced
by Vsy,,,. Then the set A1 is determined. In a second step, we uncover V;. By (EP1) and
linearity of expectation, we deduce that

1 1
WiianiJrn
E(Zi] < [Au - 1Vil - O =47 —)
W1+nwl+n
— 1— i 1
- O(exp (—ew T Hmwl TP vy '“T’)
— 2—B+2 1
<exp (—ewi) - Vil 0w ;)

— 2— 1 2141
< exp (—ewli) - [Vil - O(w] @~ HIHTICTED)

— 3t+1
<exp (—ew T 0) - Vil - E; - O(w/OTHY).

Since we assumed w; > 2, we may upper-bound the O(-)-term by O.SwiD for a sufficiently large
D > 0.

Now we can apply Theorem 7 with ¢ =0.5 exp(—cwiﬁl‘s)o |Vi| - E; - wiD. It follows simi-
larly as in the proof of Claim 1 that P[|Z; — E[Z;]| > {] =n~(), and we conclude that with
probability 1 — n~=®( it holds that

\Zi| <ElZi]+ 1t <exp(—ew! ) Vil - E; - wP.
Now the claim follows by a union bound over all O(log log n) choices of i. (]

By Lemma 7(ii), w.h.p. every vertex of weight at least (log 7)€ has small distance from the
heavy core. It remains to show that every vertex in the giant component has a large probability
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of connecting to such a high-weight vertex in a small number of steps. The next lemma shows
that the more vertices of small weight a vertex v is connected to, the more likely it is that v has
small distance to a vertex of large weight.

Lemma 9. (Bulk lemma). Let € > 0. Let Wrnin <w <W be a weight such that there are Q(n)
nodes with weight less than w, and let k > max{2, wP=1%¢} be an integer. For a vertexv e V_,,
let C, C V., be the connected component of v in the graph G.,,. Then for a random vertex
ve Vo,

P, [dist(v, Vo) <k or |G| <k] =1 —0(e™™").

Proof. For any node v € V_,,, we define N, C V_,, to be the set of all vertices within dis-
tance less than k from v in the graph G_,,. Observe that |C,| < k holds if and only if |N,| < k:
indeed, if |C,| < k, then C,, contains no path of length k and thus all nodes in C, have distance
less than k to v, i.e., C, = N,, and thus |N, | = |C,| < k. If |C,| > k, then either C,, = N,, and thus
|N,| =|Cy| =k, or C, contains some node u at distance at least k from v, but then the first k
nodes on a path from v to u are all contained in N, and thus |N,| > k. O

It follows that proving the bulk lemma is equivalent to proving the following inequality:
PG [dist(v, Vo) > kand [Ny| > k] < 0(e ™). (13)

Before proving (13), let us sketch some of the ideas of the proof. We first uncover the graph
G-, induced by vertices of weight less than w. For a fixed realization of G.,,, we consider the
probability P, that a random node in V77 has a neighbor in N,, for an appropriately chosen
w > w. We consider two cases: that P,, is large or that it is small.

If P, is large, then it is very likely that there is at least one edge between N, and V|, 7,
and thus it is very likely that dist(v, V,,) <k, which proves (13). In a geometric setting, e.g.
in hyperbolic random graphs or GIRGs (see Section 3), intuitively this case occurs if the nodes
in N, are spread out in the geometric space. Note that this argument holds for every fixed
realization of G.,, for which P, is large.

The case of small P, intuitively occurs if the nodes in N, form a bulk, i.e., they are con-
centrated in a small geometric region. For this case, it suffices to bound the number of bad
nodes, i.e., the size of the set B={ve V_, | [N¢| >k and P, is small}. Note that B is a ran-
dom variable that is determined by G,,. In the most technical part of our proof, we show that
if |B| is large, then a node in V[, 71 has a significantly increased probability of having large
degree. Since node-degrees in our model are Chernoff-concentrated, this shows that |B| is very
unlikely to be large. So in contrast to the case of large P,, we argue (indirectly) about the dis-
tribution of G, i.e., we show that G, is unlikely to have the property that |B| is large. See
Claims 4, 5, and 6 for the technical details of this argument. We deduce that a random node v
is very unlikely to be bad, which proves the desired inequality (13).

For the formal proof, we let 0 < n <¢/4 be sufficiently small. Then by the power-law
assumption (PL2) we may choose w = O(w!*") such that there are at least Q(n/wf~14") ver-
tices with weights between w and w. We denote by v* a node chosen uniformly at random from
V[w,fv]-

We first uncover the graph G.,, induced by vertices of weight less than w, i.e., we uncover
the positions of these vertices and the edges in the induced subgraph. Note that uncovering
G, in particular yields the sets N, v € V_,,. Once G, is fixed, consider the probability P,
that a random node v* € V|, is a neighbor of at least one node in N,:

P,:=P[CV)NN, 0| Gyl
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Note that P, depends on the choice of the node v, and it is a random variable depending on the
random choices in G, i.e., P, is a number after uncovering the graph G.,,. The probability
in the definition of P, runs over the random choice of v* € V|, ), the positions of the nodes in
V>, and the edges in G excluding the induced subgraph G,,.
Now we choose a parameter 7 := wf~1%27 /5 and split into two cases:
Pg,y[dist(v, V=) > k and |N,| > ]
= Pg,[dist(v, V=) >k and |N,| > k and P, > 7] (14)
+ Pg,y[dist(v, V=) > k and |N,| > k and P, < 7|
Case 1: Large P,. To bound the first summand, recall that the size of V|, ) is at least

Q(n/wP~141). Since the probability that a random node in Viw,w] has a neighbor in N, is equal
to P, > 1, we obtain

B[ € Viwiy | TG AN, £ 0] 1 Py 2 7] = > Q"),

n
BT+ ")

where we used = wf~ 1721 /n. Since every u € Viw.w draws its position and its edges to V,,
independently from the other nodes in VJ,, 51, the Chernoff bound yields

PG, [3u € Viiy: T NN, 0| Py > 7] = 1—0(e ) = 1 —0(e ™). (15)

Since every node in N, has distance less than k to v, if there exists a node u € V|, 37 with
I"(u) NN, # @ then the distance from v to Vs, 2 V|, 1 is at most k. Thus, (15) implies

PG [dist(v, Vi) > k| P, > 7] < O(e ™).
This allows us to bound the first summand of Equation (14) by
Pg,y[dist(v, V=) > k and |Ny| > k and P, > 7|
<P, [dist(v, Vo) > k and P, > 7] < Pg[dist(v, Vay) > k| P, > 7] < O(e ™).
Case 2: Small P,. For the second summand of Equation (14), we have the bound
Pg,y[dist(v, V=) > k and |N,| > k and P, < 7]
<Pg,[IN| >=kand P, <7]|=Pg;_, ,[IN,/ > kand P, < 7],

since N, and P, depend only on the random choices in G,,. Now we define the set of bad
nodes B as
B:={veV_,||Ny| >kand P, < t}.

Note that B is a random variable that depends only on the random choices in G,,. Since v is a
random node in V_,,, and |V_,,| = Q(n) by assumption on w, we obtain

Pg_, v[INv| = kand P, < 7] =Eg_, [IBI/|V<wl] = O(}) -Eq_, [IBI].
It now remains to prove that Eg_ [|B|] < O(n - e~ M) which we will do in Claim 6 below.

Taken together, these considerations yield a bound of O(e~%*™)) on the second summand of
Equation (14).
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We have thus shown, modulo Claim 6, that both summands of (14) are O(e_WQ“)). This
yields (13), which as discussed above is equivalent to the lemma statement.

To finish the proof of the bulk lemma it remains to prove Eg_, [|B|]] < O - e~ W)): gee
Claim 6 below. We prove this through a series of claims.

glaim 3. FixG.y, (and thus the sets B and N, for v € V). There exist a set B C B and sets
N, C N, for all v € B such that the following hold:

() the sets N, for v € B are disjoint,
(i) Y,cp 1Nyl = |B|, and
(iii) |Ny| > k/2 for all v € B.

Proof. We greedily construct B as follows. Initially let L := B. While L is non-empty, pick
any v € L, add v to B, and remove all nodes u € N, from L. O

After constructing B, assign each node u € Uve 7 Ny toits closestnode v € B, i.e., to the node
v € B minimizing the distance from u to v in G, (breaking ties arbitrarily). For any v € B let
N, be the set of all nodes u that were assigned to v.

This finishes the construction. We clearly have B C B. Since each node u € Uve 5 NV, is con-
tained in some set NV, and thus is at distance less than k from some v € B, and since we assign
u to its closest node in B, each node u is assigned to a node within distance k. It follows that
N, C N,. It remains to show the properties (i)—(iii).

The property (i) holds since we assign each node u € | J,_ Ny to a unique node v € B.

For (ii), observe that B C | J, 3 Ny, since each b € B is initially in L, and b is removed from
L only if we add b to B or we add another node v to B such that b € N,; in both cases b ends up
in |, Ny. Our assignment satisfies | J,_z Ny =, Nv» and thus B € |J, 3 N,. Since the
latter is a disjoint union by (i), we obtain |B| < Zveé IN,|.

For (iii), fix anode v € B and recall that N, = N, (k, w) is the set of all nodes with distance
less than k to v in G,,. We similarly define N}, as the set of all nodes with distance less than
k/2 to v in G_,,. Note that by construction any two nodes in B have distance at least k. Since
any node u € N}, is at distance less than k/2 from v, by the triangle inequality « has distance at
least k/2 from any other node in B, and thus u is assigned to v. This shows that NL C ]Vv.

Now if N/, =N,, then we have |N,| > |N/| =|N,| > k > k/2, where we used the fact that
v € B and the definition of B={ve V_, | |N,| > k and P, < t}. Otherwise there exists a node
u € N, \ N}.. Consider any path from v to u in G,,. Since u ¢ N}, this path has length at least
k/2, and the first k/2 of the nodes on the path are contained in N, so we obtain |1VV| > |Nj| >
k/2. In both cases we arrive at |N, | > k/2.

In what follows, for any outcome of G.,, we fix sets Band NV forallv e B, as guaranteed by
the above claim. Let ¢ > 0 be such that for every vertex v of weight at least w, every vertex u €
V, and every fixed position X, € X we have P[v ~u | X, ] > cw/n, i.e., ¢ is the hidden constant
of the condition (EP1). Recall that v* is a random node in V},,, . We set

hoi= Swrh
2
and define the random variable

S:= Y AN - L{IDEH) NNy | = AN [},

veB
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where the indicator random variable 1{E} is 1 if the event E is true and O otherwise. In the
following we prove upper and lower bounds on E[S] and then we combine them to bound
E[|BI].

Claim 4. We have Eg[S] < O(e ™).
Proof. We will first argue that

EGIS1=) i PolS=irl= Y ir-PolS=ir]< > ir-Pgldeg (v*) > iA].
i>1 i>k/2 i>k/2

Indeed, the first equation is true because S is an integer multiple of A. For the second equation,
recall that by Claim 3(iii) we have |1VV| >k/2 for all ve B. It follows that § > 0 implies S >
Ak/2, so smaller summands are 0. For the last inequality, recall that by Claim 3(i) the sets N,
are disjoint. Thus, S is a lower bound on the degree of v*. (]

Now consider any node u € V|, 1 and the random variable deg (). Since u has weight at
most w, its expected degree is O(w). Moreover, even after conditioning on the position X, the
expected degree of u is O(w), and it is the sum of independent random variables; see Lemmas 2
and 3. Therefore, by the Chernoff—-Hoeffding bound (Theorem 5), there is a constant C > 0
(independent of w,, and X,,) such that Pg[ deg (1) > ir] < e~ for all i > CW/A. Since this
holds for all u € V|, 3}, for the random node v* € V|, ) we also have Pg[deg (v*) > iA] <
e~ for all i > Cw/A.

Recall that we assume k > wP=1+¢ > wA=1+41_ Therefore, we have r1k/2 = Qw?—#—21.
wB=1H4m) — Q(wl+21) = QW - w"), since W = O(w' 7). We first consider the case that w is at
least a sufficiently large constant ¢’ > 0. Then the w" factor is large enough to dominate any
constant factor, so we can conclude Ak/2 > Cw. This yields

Eg[S] < Z ir-Pg[deg V) >ir < Z ik . e~ S0
i>Civ/A iR/

To estimate this further, for j € N consider the summands with j/A <i < (j + 1)/A. There are
O(1 + 1/A) such summands, each of them having value ire™ %) = O(je~2")). Hence, we may
continue as follows:

EgISI< ) O+ ) -je ) <01+ 1) - e ) < 0™ ™),
Jj=Cw

where the last inequality uses w < w and 1/1 < O(w?WD).

It remains to consider the case that w < ¢/, meaning w is bounded by a constant. In this case
it suffices to show that Eg[S] = O(1). This follows from the fact that Eg[S] < Eg[ deg (v¥)] <
O(Ww) < O(w't") < 0(1), since w is bounded by a constant.

Claim 5. We have Eg[S] > Q(—5m) - B, [1BI].
Proof. Let X be a random variable taking values in [0, M], and let x € [0, M]. Then

EX]<PX>x] M+P0<X<x]-x<PX>x]-M+P[X>0]-x.

Rearranging this yields
P[X > x] > - (E[X] — x - P[X > 0]).
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We first uncover Gy, and then for any v € B we apply the above inequality on the random
varNiable X =|lC*)NN,| given G, which takes values in [0, M]=[0, |N,|]. Setting x:=
AN, |, we obtain

P[ITG*) NNy = ANy | Goy]

>

( [IPG") Ml Gas] = MR BTG NN, 01 G ]).

N

Recall that we defined A = %wz_ﬂ_2'7, where the constant ¢ > 0 is such that for any node v
of weight at least w, any node u, and every fixed position X, we have P[v ~u | X,] > cw/n.
It follows that even after fixing G.,,, any node v* € V[, 31 has probability at least cw/n of
connecting to any node in V_,,. This gives us the bound

- . W
E[ITG) NNy | Gaw] = [N - ’
Using the definition of P, and the property P, <  of any v € B C B, we have

P[T*) NN, #0|Goy] <P[TO*)NN, #0| Gy ] =Py <.

Combining the three inequalities above yields
P{IPGH) N R = AN | Gaw] = & — it
n

Since we defined A = %WZ_/B_ZW and T = wP 1721 /5 we have AT = aw, and thus

- - 1
PFO) VR 2 AR 1G] 2 5 = ().
2n n
Now we have the bound

BIS| Gonl = 32 AN B{ID0N) Nl 2 2001 1G] 2 2(5) - 3 1Ml

veB veB

By Claim 3(ii), the last sum is at least |B|. Since we have A > Q(1/w%D), we obtain

1
E[S|Gy] > Q(—) 1Bl
[ | <W] - }’lWo(l) | |

So far we assumed that G, is fixed. Taking the expectation over G, finally yields

1
EcIS] = Eq., [EIS | Gu]] = @(—57 ) - Ec.. [1BI]

O
We are now ready to prove the remaining claim needed in the proof of the bulk lemma.
Claim 6. We have Eg_, [|B|]] < O(n - e~ ™),
Proof. Combining Claims 4 and 5 and rearranging yields
Eg_, [1B|1 < O(nw®Me™ ")) < 0(ne= ™),
as required. 0

The upper bounds on the diameter and the average distance now follow easily from the lem-
mas we have proved so far. We collect the results in the following theorem, which reformulates
and specifies Theorem 2 and Theorem 3.
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Theorem 8. (Components and distances). Let 2 < 8 < 3.

(1) Wh.p., there is a giant component, i.e., a connected component which contains 2(n)
vertices.

(i) W.h.p., all other components have at most polylogarithmic size.
(iii)) W.h.p., the giant component has polylogarithmic diameter.

(iv) In expectation and with probability 1 — o(1), the average distance (i.e., the expected
distance between two uniformly random vertices in the largest component) is

2+o0(1)
|10g73 57 loglog n.

(v) With probability 1 —o(1), a (1 —o(1)) fractlon of all pairs of vertices in the giant
component have distance at most m log log .

Proof. (i). This was proved in Lemma 8 and is simply stated here for completeness.

(ii), (iii). We fix a sufficiently small constant ¢ > 0 and conclude from the same lemma that
w.h.p. the giant component contains all vertices of weight at least w := (log n)C, for a suitable
constant C > 0, and that w.h.p. all such vertices have distance at most m log log n from
the heavy core V. We apply Lemma 9 with k =wP~1+¢, Then a random vertex in V_,, has
probability at least 1 — eV of either being at distance at most k of Vs, or being in a
component of size less than k. Note that for sufficiently large C this probability is at least
1 —n~®M_ By the union bound, w.h.p. one of the two possibilities happens for all vertices
in V.. This already shows that w.h.p. all non-giant components are of size less than k =
(log n)°D. For the diameter of the giant component, recall that w.h.p. the heavy core has
diameter o( loglog n) by Lemma 6. Therefore, w.h.p. the diameter of the giant component is
O(k + log log n) = (log n)°V.

(iv). For the average distance, let ¢ > 0, and let v € V be a vertex chosen uniformly at ran-
dom. Fix k>3, k=nD, and let w:= w(k) = kY8 so that Lemma 9 is applicable as k = wh.
We sort the vertices by weight and uncover the graph vertex by vertex in increasing order,
until either (1) we see for the first time a vertex v € Vs, such that in the subgraph induced by
V<w, there exists a path of length at most k from v to v’, or (2) we have uncovered the full
graph and (1) never happened. If w, > w, then (1) trivially occurs. Otherwise, by Lemma 9,
with probability 1 — O(exp (—w®1)) either the event (1) happens or the connected compo-
nent of v in G has size less than k. In the latter case, v is not connected to the core and there is
nothing to show. Otherwise, we have uncovered only the vertices of weight at most w,,, which
allows us to apply Lemma 7(i) since its statement only depends on vertices of higher weight.
By Lemma 7(i), with probability 1 — O(exp (—w*¥®))) there is a weight-increasing path from
v’ to the heavy core of length at most A, := (1 + 8)%. Summarizing, we have shown

that for a random vertex v and every k > 3 with k = n°(),

P[00 > dist(v, Veore) > k + 4¢] < e 200D = (=), (16)

Let us first consider the expectation of the average distance; i.e., if u,u’ denote random
vertices in the largest component of a random graph G, then we consider Eg[E,, ,, [dist(u, u)]].
Since dist(u, #’) < n we can condition on any event happening with probability 1 —n~“(; in
particular we can condition on the event £ that G has a giant component containing Vcore, all
other components have size (log n)®D, G has diameter (log n)®, and finally the core has
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diameter d.ore = 0(log log n). Moreover, by the bound
dist(u, u/) <dist(u, Veore) + diSt(u/a Veore) + deore,

it suffices to bound 2 -Eg[E,[dist(i, Veore)] | E]1 + deore. Now we use the fact E[X]=
> 40 PIX > k] for a random variable X taking values in N> to obtain the bound

(log )"
E, [dist(u, Veore)] < Ae + Z Py [diSt(u» Veore) = k + )wz]-
k=1

Note that conditioned on &, since u is chosen uniformly at random from the giant component,
dist(u, Veore) < 00. Taking the expectation over G, conditioned on £, we may use (16) to bound
the probability that dist(v, Vcore) is too large for a vertex chosen uniformly at random from
V. Since the giant component has size €2(n), this probability increases at most by a constant
factor if we instead choose v uniformly at random from the giant component. Hence, for every
constant ¢ > 0 we obtain

(log ;O

EGIEuldist, Veore)] | E1<Ae + Y Ole
k=1

—kEDy e, (17)

We now use the inequality
0 9]
> et 5/ e de=T(+1/k),
k=1 x=0

where I is Euler’s gamma function. Since I"(x) is monotonically increasing on the real axis
for x> 2 and '(1 +n) =n!, we have I'(1 + 1/«) < [1/x1! < (1/k)?1/) for k < 1. Plugging
this into Equation (17) yields

EG[Euldist(u, Veore)11 £] < Ae + 0(1/8)°1/) 4 =D,
Note that for sufficiently slowly falling ¢ = e(n) = o(1) we have
0(1/¢)°V® = o(log log n).
This yields the desired bound on the expected average distance of

2+ 0(1)

—— loglog n.
log | —2|

2Ao(1) + o(loglogn) =

For the concentration, we want to show Pg[E, ,[dist(u, )] >2x.]1=0(1), where
we choose the same &(n) =o0(1) as before. Similarly as before, we may upper-bound
PGIEy, . [dist(u, u')] = 221 by

ne® + ]P(;[2 -y [dist(, Veore)] + deore = 24¢ | g]
Let y > 0 be a sufficiently small constant, and let

p=pn)= -log log n = o(log log n).

&
3| log (8 —2)I
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We claim that for sufficiently large n, 2 - E, [dist(u, Vcore)] + deore = 24 can only happen if for
some k > p we have

Puldist(ue, Veore) > k+ Ae/3] = e 2" (18)
Indeed, otherwise we have (conditioned on &), similarly as before,

(log )M
E,[dist(u, Veore)] < Ae/3 + 0 + Z P, [diSt(uv Veore) > k+ )Ls/B]
k=p
< ez +0(1/)709,

and thus, indeed E,, , [dist(u, «)] is at most
2 - E,[dist(u, Veore)] + deore < 2)L2e/3 +o(loglogn) <2is =2Xu(1),

if ¢ = e(n) = o(1) decreases sufficiently slowly. However, using the union bound over all p <
k < (logn)®D, we see that the probability that G is such that (18) holds for some k > p is
bounded from above by

(log )P

S Po[Puldistu, Veore) = k+ Aozl = ¥ [€].
k=p

By (16) it follows that
EG[Pul0o > dist(u, Veore) > k + Ae/31] < O(exp (—2k ©)),

for y > 0 sufficiently small. We apply Markov’s inequality and deduce that

Pg[Puloo > dist(u, Veore) > k + Ae/3] > e‘k”] < O(e_kﬂ(s)

).

Because the giant component has linear size, this probability increases at most by a constant
factor if we instead draw v from the giant component (conditioned on &). Thus, the desired
probability is bounded by

(log )0

> o), (19)

k=p

which is o(1), since p =¢ -loglogn grows sufficiently quickly compared to a sufficiently
slowly falling € = o(1). This shows the concentration of the average distance and proves the
statement (iv).

(v). Regarding the last statement (v), (19) shows that with probability 1 — o(1) G is such that
(18) does not hold for any k > p. However, in this case the fraction of pairs {u, u’} of vertices
in the giant component that have distance at least 2k 4 21,3 is at most e~ Taking k =2p
and assuming that p = ¢ log log n grows sufficiently quickly compared to ¢ = o(1), we see that
a (1 — o(1))-fraction of pairs {u, u'} have distance at most 2A,(1), given that p =¢ - loglogn
grows sufficiently fast compared to ¢ = o(1). This finishes the proof of Theorem 8.
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8. Degree sequence

By definition of the model, we are assuming that the weight sequence w follows a power
law. Since the expected degree of a vertex with weight w, is ®(w,) by Lemma 3, it is not
surprising that the degree sequence of the random graph will also follow a power law. In this
section, we give details and prove Theorem 1, using Theorem 7 to show concentration. Some
of the ideas in our proof are based on [28]. We start with the maximum degree A(G), which is
a simple corollary of Lemma 4.

Corollary 1. Wh.p., A(G) = O(Wnax), where Wmax = max{w, | v € V}. In particular, for all
n >0, wh.p., A(G)= QW) and A(G) = On!'/B~1-m),

Proof. We deduce from the model definition that w( log2 n) <W < Wiax = O(n!/B=1-m),
Then Lemma 4 directly implies the statement. (]

Next, we calculate the expected number of vertices that have degree at least d.

Lemma 10. Let n > 0 be sufficiently small. Then for all d > 1, d = d(n) = o(w), we have
Q(nd' P71 <E[#{v € V | deg (v) > d}] < O(nd"~#*™).

Proof. Let n > 0 be sufficiently small. Recall that by Lemma 3, it holds that E[ deg (v)] =
®(w,) for every vertex ve V. Let 1 <d < w and let v be any vertex with weight w, > Q(d)
large enough so that E[ deg (v)] > 2d. Then by a Chernoff bound

P[deg (v) < d] < P[deg (v) < 0.5E[ deg (v)]] < ¢~ ELde2 WI/8 < o=d/4 < ,—1/4,

By the power-law assumption (PL2), there are Q(nd'~#~") vertices with weight Q(d), and a
single vertex in this set has degree at least d with probability at least 1 — e~1/4. By linearity of
expectation, E[#{v € V [deg (v) > d}] =}, Pl deg (v) > d] = Q(nd'—A—m). 0

Next let v be a vertex with weight w,, < O(d) small enough so that 2¢[E[ deg (v)] < 3d/4. By
a Chernoff bound (Theorem 5(iii)), we obtain

P[deg (v) > d] < P[ deg (v) > 3d/4] <2734/4,
Thus, for the upper bound it follows that

El#{veV|deg(v) = d}]= ) Pldeg (v) = d]

veln]

< IVzowl + Z P[ deg (v) > d]

veV<o)

< O(nd' =Py 4. 27394,

Note that d* < 3 - 23¢/4 holds for all d > 1. Hence n - 2739/ < 3nd=2 < 3nd'~P*" and indeed
it holds that E[#{v € V | deg (v) > d}] = O(nd'~#+1).

After these preparations we come to the main theorem of this section, which is a more
precise formulation of Theorem 1 and states that the degree sequence follows a power law
with the same exponent § as the weight sequence.

Theorem 9. For all n > 0, w.h.p. we have

Q(nd"P) <#{v e V| deg (v) > d} < O(nd' P 1),
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where the first inequality holds for all 1 <d <Ww and the second inequality holds for all d > 1.

Before we prove Theorem 9, we note that by combining it with the standard calculations
from Lemma 1 we immediately obtain the average degree in the graph.

Corollary 2. Wh.p., 1 3" |, deg (v) = ©(1) and thus |E| = O(n).

Proof of Theorem 9. We first consider the case where d is larger than log> n = o(). From
the condition (PL2) on the vertex weights and Lemma 3 it follows that

#{v e V| E[deg (v)] > 1.5d} = Q(nd'P~")

holds for all log3 n <d <w. Then, by Lemma 4, w.h.p. every vertex v with E[ deg (v)] > 1.5d
has degree at least (1 — o(1))1.5d > d for n large enough. Hence w.h.p. there exist at least
Q(nd'~P~1) vertices with degree at least d. Vice versa, by Lemma 3 we have

#v € V| E[ deg 1] > 0.5d) = O(nd'+7).

By the same arguments as above, w.h.p. every vertex v with E[ deg (v)] < 0.5d has degree at
most (1 4 0(1))0.5d < d. Thus in total there can be at most O(nd'!~#1") vertices with degree
at least d. This proves the theorem for d > log?> n.

Let 1 <d flog3 n, let ¢ >0 be sufficiently small, let V' := V., be the set of small-
weight vertices, and let G’ := G[V']. First, we introduce some notation: define the two random
variables

ga:=#veV|deg(v)>d} and f;:=#yveV'| degy (v) > dj}.
Note that by Lemma 10, we already have
Q(nd'~F~") <Elgy] < O(nd'~F 1),

and it remains to prove concentration. Clearly,

fi<ga=<fa+2 Z deg (v). (20)
veV\V/
Next we apply Lemma 4 together with Lemma 1 and see that w.h.p.,

Z deg (v) = O(Wxye) = 0(n1+(2—ﬁ+n)s) — -
veV\V/

Recall that we assume d < log3 n, so in particular
Elga] = Q(n/(log n)*P~1*7),

It follows that ]E[ Zvev\v, deg (v)] = 0o(E[g4]). The inequality (20) thus implies E[fy] = (1 +
o(1))E[g4]. Hence, it is sufficient to prove that the random variable f; is concentrated around
its expectation, because this will transfer immediately to g,.

We aim to show this concentration result via Theorem 7. Similarly as in the proof of Claim
1, we can assume that the probability space €2 under consideration is a product space of inde-
pendent random variables. More precisely, the n independent random variables Xi, ..., X,
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define the vertex set and the n — 1 independent random variables Y, ..., Y, define the edge
set, where each Y, has the form (Y, ,i .Y ,’j_l), each Y} is a real number chosen uniformly at
random from [0, 1], and for v < u, the edge {u, v} is present in the graph if and only if p,, > Y.
The 2n — 1 random variables then define the product probability space €2, i.e., for every w € 2,
we denote by G(w) the resulting graph, and similarly we use G’ = G/(w) and f; = fa(w). We
now consider the bad event:

B := {w € Q: the maximum degree in G’ () is at least nze}. 21

We observe that P[B] = n~®(), since by Lemma 4 w.h.p. every vertex v € V' has degree at most
o(w, + log2 n) = o(n*®). Let w, ' € B be such that they differ in at most two coordinates. We
observe that changing one coordinate X; or Y; can influence only the degrees of i itself and of
the vertices which are neighbors of i either before or after the coordinate change. It follows
that |fs(w) — fa(w')| < 4n%* =: c. Therefore, f; satisfies the Lipschitz condition of Theorem 7
with bad event B. Let r = n'~¢ = o(E[f;]). Then since nP[B] = n~®1), Theorem 7 implies

2
P[Ify — Elfy]l > 1] <2~ + (22 4 1)PB]
— R0 ) e,

which proves concentration and concludes the proof. U

9. Proof of Theorem 4

In this section we prove Theorem 4, which states that for any connection function p satis-
fying Equation 2, the corresponding distance model satisfies the conditions (EP1) and (EP2),
and thus the results from Section 2.2 on degree sequences, component structure, and average
distances apply.

Proof of Theorem 4. Fix u,v, and also the position X,,. Note that V(r) =Py, (|[X, — X, || < 1),
so V(r) describes the cumulative probability distribution of the random variable ||X,, — X, ||. The
marginal edge probability is given by the Riemann—Stieltjes integral over r,

i Bx o) 6l =0 [ Auave)

where
W, W, >max{a, 1} }

Ayy(r) ;== min {1, V(r)~* . ( W

In particular, for every sequence of partitions r¥) = {0 = rg) <...< rg()t)} with meshes tending
to zero, the upper Darboux sum with respect to r¥) converges to the expectation,

£(1)
E=0( Jim S A0 (VD) = Ve ) ).
100 4= o « :
s=1  r | Srsrs

Since V is surjective, we may refine the meshes ) if necessary so that the meshes of the

partitions V) = {V(rg)), e V(ré’()t))} = VEZ)} also tend to zero. Hence,
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0
. . _ W, W, max{a,1} o
£=0( fim 2 min (oo () =)
S=

—o( [ mnfrve () ),

where the latter integral is an ordinary Riemann integral. If w,w, /W > 1, the integrand is 1
and we obtain £=©(1)=© (min {1, “&*}). On the other hand, if w,w,/W < 1, then let
ro = (Ygrymaxie /e 1. Note that if ro = ©(1), then also ro = O(W, W, /W). Therefore,

o W, W, \ max{e, 1} 1 _
E=0 1dv —_— V=*dv
(/o () )

ro

®<r0 W (] _ r(l)—a)) _ @(_Wwv) ,ifa <1, and

o+ ()= ) =0(%) e

as required.
It remains to show that p satisfies (EP2). Since V(||X, — X,|) <1, from Equation (2) we

obtain the lower bound
. W, W, max{a,1}
pu = 2(min {1, (S) ).

If w,w,, /W > 1 then there is nothing to show (since the right-hand side of (EP2) is o(1) by the
upper bound on w). Otherwise, if w,w, /W < 1, then

W, W,, \ max{e, 1} w2 n —14w(1/ loglog n)
pwiQ(( W ) )29(7)Z<W3*1+n) ’

where the last step follows from the lower bound on w. This concludes the proof. (|
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