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ON SOME CLASSES OF UNIVALENT POLYNOMIALS 

Q. I. RAHMAN AND J. SZYNAL 

1. Introduction. It was in the year 1931 that Dieudonné [4] proved the 
following necessary and sufficient condition for a polynomial to be univalent in 
the unit disk. 

THEOREM A (Dieudonné criterion). The polynomial 

(1) Pn(z) = z + a2z* + . . . + anz
n 

is univalent in \z\ < 1 if and only if for every 6 in [0, TT/2] the associated poly­
nomial 

(2) 0(z, 0) = 1 + - — - a2z + . . . + — — anz 
sin 6 sin 6 

does not vanish in \z\ < 1. For 6 = 0, 0(z, 6) is to be interpreted as Pn'(z). 

Since then very little was done about univalent polynomials until Brannan 
([1], also see [2]) in the year 1967 used the above criterion in conjunction with 
the well-known Cohn rule [7] to get some interesting results. Subsequently, 
Suffridge (see for example [10; 11]) made notable contributions to the theory 
of univalent polynomials. Amongst other things Brannan proved the following 

THEOREM B. Suppose Pz(z) = z + a2z
2 + te3, where t is real and positive. 

Then for 0 ^ t = 1/5, Pz(z) is univalent in \z\ < 1 if and only if a2 lies in the 
ellipse 

0 Q 4 + -H(riy!+(r^)'4. 
whereas, for 1/5 ^ t ^ 1/3, Pz{z) is univalent in \z\ < 1 if and only if a2 lies in 
the intersection 

n <?*., 
(1-2 t) /t^d^Z 

of the family of ellipses 

The preceding result was also obtained by Cowling and Royster [3] by a 
completely different method. 

Received December 3, 1976 and in revised form, July 6, 1977 and September 13, 1977. 

332 

https://doi.org/10.4153/CJM-1978-030-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1978-030-2


UNIVALENT POLYNOMIALS 333 

Let us now introduce some notations. The family of all polynomials of the 
form 

(3) P(z) = z + apz* + fts2*"1, ^(integer) ^ 2,ap G C, ft, G C 

which are univalent in \z\ < 1 will be denoted by S^p. We will denote the sub­
families of yp consisting of polynomials of the form (3) which are starlike and 
convex by S^p* and Sfp

c, respectively. 
Ruscheweyh and Wirths [8] considered the problem of determining the 

coefficient regions 

1 * 

: {(ap, ft)|z + apz
p + fts2^1 G yp\, 

: { (ap, pp)\z + apz* + ft*2*"1 G S?,*} 

In order to extend Theorem B to the case p ^ 3, they used the Dieudonné 
criterion and the Cohn rule like Brannan but they had to restrict themselves 
to the sub-family Sp consisting of those polynomials in if p whose coefficients 
are real. They proved: 

THEOREM C. Given ft, in [— 1/(2/? — 1), l/(2p — 1)] let v(pp) be defined by 
the requirement that 

z + apz
p + ft^"1 G Sp 

for \ap\ ^ v(PP). Then the function v(/5p) increases monotonically for ft G 
[ - l / (2p - 1), 1 / ( 2 ^ - 1 ) ] ; 

W p ' 2p- 1 = P p = (2p- l)(3p- 1) ' 

1 + (2/> - I)/*, p + 1 1 . 
*(&) < J , J2p-=TT)W-V <fi" ~ 2p=l ' 

( 1 _ ) 2p . ir 
V\2p—~l) =WZ~lSm2p-

They also proved: 

THEOREM D. If Sp* denotes the sub-family of ff v* consisting of those poly­
nomials in Sfp* whose coefficients are real, then z + apz

p + fipz
2v~l belongs to 

Sp* if and only if 

1 + (2p - l)ft, _ J _ _ < . < P+l 
p » 2p-l =Pp= (2p- l)(Sp- 1)* 

(4) k l ^ < 4 | 1 - (2p - l)!3p}p(Sp 

l(p+l)2- ( 3 £ - l ) V I 

1/2 

- ^ s h s ( 2 / . - l ) (3f>- 1) - " ' - 2 # . 
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Here we will characterize the regions 38 v, Se\* as well as the coefficient 
region 

@ve • \ («*, Pp)\* + <*v*v + ft*2*-1 e y Ve)-

For this we will use the Dieudonné criterion like Brannan [1 ; 2], Ruscheweyh 
and Wirths [8], Michel [7], etc. but instead of the Cohn rule we will use an 
elementary fact presented in Lemma 1. 

We will also determine the radius of convexity of Sp* as well as the radii of 
convexity and starlikeness of the families £2 and S3. Here our main tool will be 
Lemma 3 which is a result of independent interest. 

Besides, we will determine the so-called Koebe constants for several of the 
above mentioned families. 

2. Statement of results. 2.1. For the kind of problems under consideration, 
there is clearly no loss of generality in supposing that in (3), ft is real and 
positive. Further, for sake of simplicity we will write t instead of ft. 

The region 38 p is given by the following. 

THEOREM 1. Suppose P(z) = z + avz
v + tz2v~l where t is real and positive, 

and av £ C. / / 

(5) Ap(u) = — * A
V , Bp(u) = 

1 + t U2p-2(u) ( . _ 1 — t U2p-2(u) 
Ut-xiu) ' ^ W " Uv-du) ' 

where Uk(u) is the Chebyshev polynomial of the second kind of degree k, then 
P(z) G yp if and only if av lies in the intersection DPtt = C\uEPtU%t of the 
ellipses 

(6) EP,u,r.{x + i y \ ^ ^ + w ^ 2 ^ l } , 0 S « £ 1 . 

The case p = 2 of this theorem is equivalent to Theorem B of Brannan. 

Now let p = 3. We have 

1 + *(16w4 - 12u2 + 1 ) D , , 1 - t(\§u - Ylu + 1) 

(0 S u g 1). 

The minor axis B%(u) decreases for 0 ^ u ^ 1 whereas 

£A3(u)=0 forM = | 1 / l + ( ^ ) l / 2 

which lies in the range 0 ^ u ^ 1 only when 1/10 ^ t S 1/5. For u < 
(1/2) V I + ((1 - 0 /0 1 / 2 ,^3(*0 decreases and for w> (1/2) V I + ( ( l - 0 / 0 T 7 i r 

it (Az(u)) increases. Hence the following analogue of Theorem B holds in the 
case p = 3. 
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THEOREM 1'. Let P$(z) = z + OL&1 + tz5 where t is real and positive. Then 
for 0 ^ t ^ 1/10, Phiz) is univalent in \z\ < 1 if and only if az lies in the ellipse 

Ed,i,t : \x + iy 6 C 
\ l + 5// \1 - 5/7 ~ 9 

whereas, for 1/10 ^ / ^ 1/5, -Ps(s) is univalent in \z\ < 1 if and only if a% lies 
in the intersection 

. Q E,3,u,t 

of the ellipses Ez<u,t defined in (6). 

From Theorem Y we readily obtain the following result of Ruscheweyh and 
Wirths [8, p. 350]. 

COROLLARY 1. The polynomial P{z) = z + azz
z + tz5 where a3 is real, is 

univalent in \z\ < I if and only if 

(7) W ^ * ' O ^ V I O 

l2\/*(l ~ 0 - U 1/10 ^ / ^ 1/5. 
We believe that for all p ^ 2 and / G [0, (£ + l)/((2p - 1)(3£ - 1))], 

P(s) = s + ap2
p + te22?_1 £ J^p if and only if a3 lies in the ellipse 

2 2 \ 

* + TT Z , .A. ^ l i 

but we are unable to prove it for p > 3 

7 i + (2p- i ) A 2 n " / 1 - (2/>- i)/V 

The following theorem gives the region ? , * • 

THEOREM 2. 77*e polynomial P(z) = z + avz
v + tz2p~l, p ^ 2 belongs to the 

class S^p* if and only if ap lies in the region DPt* which is symmetrical with re­
spect to the coordinate axes and the portion of dDPt* lying in the first quadrant 
has the parametric equation 

i(p+l) + (3p- 1)*}(1+ 0 
X{(p+l)+&p- l)(2p- l)t\ 

1). 

+ 1) + (dp- 1 ) /} 2 {1- (2p- 1)/} 

( v = -±pt{{p + 1)2 + (3j>- l)2/}cos2y 
(8) / * W #>[{( />+!)+ (3/>- 1)<} 2 - 4 ( p + l ) ( 3 / . - \)t cos2 d COS,p 

„ , v -±ptl(P+iy- (3 /» - 1)2<}CQS2 y 
yK<P) PU(P + 1) + (3/> - I)*}2 - HP + l)(3/> - I)/ cos2 „] Sm * 

where <p is to vary from 0 to -K/2 or from 

j r , „ . c (1 - (2j> ~ l)<}'/2{ ( / > + ! ) + (3j> - 1)*} , / 9 
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according as 

0<t< £ ± 1 or ^±1 <t<-±— 
U = = $p - l)(2/> - 1) (?,p - \){2p - l ) = l = 2p-V 

respectively. 

The preceding result extends Theorem D to the case of complex coefficients. 

Remark. It may be noted that if t = l/(2p - 1) then P(z) = z + apz
v + 

tz2v~l can belong toj^p only if ap is real, whereas it belongs t o i ^ / if and only 
if av is zero. 

The next result follows from Theorem 2 on using the fact that zP' (z) £ «5^ 
if and only if P (z) G yv

c. 

THEOREM 3. The polynomial 

P(z) = z + apz* + tz2p-\ p ̂  2 

belongs to the class y p
c if and only if ap lies in the region DPtt

c which is sym­
metrical with respect to the coordinate axes and the portion of dDPtt

c lying in the 
first quadrant has the parametric equation 

{(p+l) + (2p - l)(3p - l)t}{l + {2p - l)t\ 
X {(p + l)+ (2p- 1 ) 2 ( 3 £ - 1)/} 
- ±p(2p - l)t{(p + l)2 + @p - l)2(2p - 1)/} cos2^ 

(9) ( - HP + l)(3p - l)(2p - l ^cos 2 <p] 

{(p+l)+ (2p - l)(3p - l)t}2{\ - (2p - l)2t] 
- ±p(2p - l)t{(p + l) 2 - (3p - l)2(2p - l)t] cos2 <p . 

y'<*> = mpTtrïw=îm=m* sm * 
- 4(£ + 1) $p - 1) (2p - 1)/ cos2 <p] 

where <p is to vary from 0 to w/2 or from 
<Pi = arc cos 

to 7r/2 according as 

1 - (2p - lYt\l"{(p + 1) + (3/> - l)(2p - l)t] 
[±p(2p - l)t{(p + l ) 2 - {Zp - l)\2p - l)t}}1/2 

0,^_1H „ _ 4 + l _ ^ _ .1 
(2p - l)2(3p - 1) (2p - l)2(3p - 1) = = (2p - l ) 2 ' 

respectively. 

As a special case of the preceding result, we have 

COROLLARY 2. If Sp
c denotes the sub-family of yp

c consisting of those poly­
nomials in yv

c whose coefficients are real, then z + avz
v + tz2v~l belongs to Sp

c 
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if and only if 

i±M=^, oètè 
p + i 

(2p - l)\3p - 1) ' 

(10) W^ULHl) 
p(2p-i)t{i- (2p-i)h\ 

1/2 

(3p - l)\2p - 1)1. 

P + 1 
(2p - lY(3p - 1) 

< t < (2p- iy-

No doubt, Corollary 2 can be deduced from Theorem D as well. 

2.2. Once the regions DPtt, DPt*, DPtt
c have been characterized, we may 

argue as follows in order to determine the radius of starlikeness rp* of the family 
Jfp and the radii of convexity rp

c, rp^
c of the families f? p, j ^ p * . If P(z) = z + 

apZp + iz2v~l belongs to Sfp then (l/p)P(pz) = z + pP~lapz
v + p^-Hz2*-1 is 

starlike in \z\ < 1 for 0 < p ^ rp* and so 

(11) p " " 1 ^ G DPiP2P-2t* 

The largest value of p for which (11) holds for all / Ç [0, l / (2£ - 1)] is rp*. 
We may argue the same way forr/ , rPf*

c. Since the regions Dpt, DPt*, DPjt
c are 

very complicated it is not really easy to carry out the details. We therefore 
restrict ourselves to the case of real coefficients. 

For a fixed t in [0, 1/ {2p — 1)] let SPi* denote the class of all polynomials 
of the form z + apz

p + tz2v~l, ap £ R which are starlike and univalent in 
\z\ < 1. In order to determine the radius of convexity pPt*

c of the family Sp* 
we prove: 

THEOREM 4. Let 

to = h = 
p + 1 

(12) ( h = 

h = 

(13) A{p) 

2p-l ' Ll (2p- l){3p- 1) ' 

(p+ 1 ) ( 6 £ 5 - llp" + 5p2 -Sp + 2) 
(2p - l)(3p - l)(2p5 + 3p4 - 18p3 + lip2 - 10> + 2) ' 

2pA - pz - 4p2 - 3p + 2 
(2p - 1)(2£4 + 3p3 - 18p* + Up - 2) i tt — 

2p - 1 ' 

r pt\i-
i(p + i) 

(2p - l)t\ 1/2 

.{p+lf- (3p- I)2 / , 

rfew /fee radius of convexity pt of the class SPt* is given by the formula 

(14) p, = u,(t) for t e [*,;-!, tt],i = 1,2,3, 4, 
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where 

wi(0 = 
p\1 + (2j> - l)t\ + y/p2{\ + (2p - l)t\2 - 4(2p l?t - i / (p - i ) 

Ui(t) = {2p2A(t) +V±piA\t) - (2p- l ) 2 ^ - 1 ^ - 1 ' 

ffr - 1)2{(2P - l){p2 + i-p- l)t - (p + l)2}]1 

m{t) L (2*> - l)*{(2p - l)(3p - l)2t - (5p2 - 1)} J 

W4(0 = {(2^- l ) 2 ^r 1 / 2 ( - 1 ) . 

r&e extremal polynomials have the form 

P(z) = z ±apz
p + tz2p-\ 

where 

/2(j?-l) 

1 + (2p - i)t S , if t e [/„, ii] 

(2j> ~ 1)*} 

(P + iy - {zp - i)2t. 

1/2 

if te [ti,ul 

COROLLARY 3. In the notations of Theorem 4, every polynomial P(z) G Sp 

convex in the disk \z\ < w2(p*), where p* is the unique root of the equation 

(15) A(t)(p- iy{(P + 1)2(4^3 + 4 ^ _ i ) -2(p + iy(2p- 1) 

X (4p3 + 8p2 - Qp + l)t + (2p - 1)(3£ - l ) 2 

X (ép3 + Sp2 - &p + l)P] + 2p3{ (2p - l )(3p - l)2 /2 

- 2(2p -l)(p+ iyt + (p + l)2} V^P'AHt) - (2p - l)H = 0 

lying in the interval 

( £ + 1 

is 

\2p- l ) (3/>-

(2/> 

1 ) ' 

- l)(p+ l ) 2 - (£+!)(/> l)V2(2j>- l ) f r -
( 2 p - l ) ( 3 / > - l ) 2 S ) 

Remark. Since the polynomials 

P(z) = 2 ± 4^(p*)zp + p*z2p~1 e sp* 
are convex in \z\ < co2(p*) and in no larger disk, oo2(p*) is, in fact, the radius of 
convexity of the family Sp*. 

By a reasoning different from the one explained at the beginning of this 
section we will determine the radii of convexity R2

C, Rzc and the radii of star-
likeness R2*, Rz* of the families S2j .S3 respectively. 

THEOREM 5. R2
C = 1/V?, #3

C = {(9 + V305)/112}1/2. 

THEOREM 6. R2* = 3 A / Ï Ï , ^3* = (10/13)1/4. 
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2.3. As usual, we define the Koebe constant K(^) of a family Ĵ ~ of nor­
malized functions z + a2z

2 + . . . holomorphic in the unit disk (\z\ < 1) as the 
radius of the largest disk centred at the origin which is always contained in the 
image of the unit disk by an arbitrary function belonging to the familyJ^\ We 
prove 

THEOREM 7. Let Sp, Sp*, Sp
c be as above. Then 

K(St) = —2—, K(SS) = 2 - V 2 , 

*(V) = — H p ~ 1 ) 2 — (2p- l ) ( 3 / > - l ) * 

K{S»}~ p{2p - l)\Zp-1) ' 

and the extremal functions have the form 

± 3 / > - 1 ( 2 £ - l ) (3 /> - 1) 

2 ± ^ ( 3 ^ - l ) Z + ( 2 ^ - l ) 2 ( 3 ^ - l ) 2 • 

3. Lemmas. For the determination of the regions ^ p , 31 * and ^ p
c we use 

the Dieudonné criterion in conjunction with the following lemma. 

LEMMA 1. If 

f(z) = 1 + az + bz2, b real, a G C 

does not vanish in \z\ < 1, then a lies in the ellipse 

E : i x + iy (m) ! + ( A ) ' -
if - 1 < b < 1. If b = 1, *Aew a G [ -2 , 2], whereas a G f -2 i , 2i] if 6 = - 1 . 

Proof. Since the transformation 

- -C i +-) . w(s) = - 1 - + M , 6 5̂  ± 1 

maps the unit disk |z| < 1 onto the exterior of the ellipse E, a cannot lie outside 
E or else \/z + bz + a would vanish in \z\ < 1 and so would 1 + az + bz2. We 
similarly see that a G [ - 2 , 2] if 6" = 1 and that a G [ -2 i , 2f| if & = - 1 . 

LEMMA 2. L^ a>b>d>c>0, and let 

(16) A(9) = a2d2 - {d2(a2 - b2) + (d2 - c2)(a2 + d2 - c2)} cos2 <p 
+ (d2 - c2)(a2 - b2 + d2 - c2) cos4 <p, 0 ^ <p ^ TT/2. 
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Then the envelope of the family of circles 

(17) (x — a cos <p)2 + (y — b sin <p)2 = c2 cos2 <p + d2 sin2 <p, 0 ^ cp ^ 7r/2 

feas /fee parametric equation 

a{a + (d — c )} 
-a{(a2 -b2) + (d2 -c2)} 

, , X cosV = b&y / A(^) 

( 1 8 ) a2b - b{ (a2 - b2) + (d2-c2)} , 0 ^ <p £ \ 

f v X cos2 <? ± a\/A(<p) . 
3K<£) = 2 7~2 T2T 2 s i n <£> 

a — (a — 6 ) cos <£> 
wfeere /fee ^/z/s sign before ay/A(<p) goes with the plus sign before b^/A(ç) and the 
minus sign before a^/A(ç) goes with the minus sign before by/A(<p). 

Proof. The envelope is given by the system of equations 

(19) (x — cos (p)2 + (y — b sin (p)2 = c2 cos2 ç + d2 sin2 p ) 
(x — a cos <p)a sin <p — (y — b sin cp)b cos <p = (d2 — c2) sin <p cos ç) , 

0 ^ <p ^ TT/2. 

On eliminating x between these two equations we obtain 

(20) {a2 - (a2 - b2) cos2 <p] (y - b sin <p)2 + 2b(d2 - c2) 

X (y — b sin <p) sin <p cos2 <p — [a2d2 — (J2 — c2) 

X {a2 + (d2 - c2)} cos2 <p] sin2 <? = 0, 
which gives us 

/ o n ; - — b(d — c ) cos g> db a\/A(<p) . 
(21) 3/ — b sin <? = 2 r~2 T2\ r" sin <p 

a — {a — b ) cos <£> 
where A(<p) is defined in (16). This readily leads us to the desired result. 

The next lemma gives us some useful information about the location of the 
zeros of a polynomial P(z) £ S^p. 

LEMMA 3. If P (z) = z + avz
v + f3pz

2p~l is univalent in \z\ < l,thenz~lP(z) 9^ 
Oin \z\ < (2p - l)i/2(*-D. 

Proof. For the proof we will not need univalence of P{z) but the weaker 
requirement that P'(z) ^ 0 in \z\ < 1. The lemma will be proved if we show 
that the polynomial 

h{z) = 1 + avz + f3pz
2 

does not vanish in \z\ < (2p — 1)1/2. For this we observe that h(z) is the com­
position (in the sense of G. Szegô [6]) of the polynomials 

f(z) = l+papz+ (2p- l)/3ps2, 
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Since f(z) = P''(z1/(p_1)) ^ 0 in \z\ < 1 and the zeros of g(z) lie on \z\ = 
(2p — 1)1/2, it follows [6, pp. 65-66] that h{z) does not vanish in 
\z\ < (2p - 1)1/2. 

By considering the univalent polynomials 

z2*-1 

2p - 1 \ 2pl ' 2p - 1 

where X is any number such that — 1 ^ X ^ 1 [9], we see that the result is 
sharp. 

4. Proofs of theorems. 

Proof of Theorem 1. According to the Dieudonné criterion, P(z) = z + 
avz

v + tz2v~l is univalent in \z\ < 1 if and only if for all 6 £ [0, w/2] the poly­
nomial 

M*)-I+*P-ÙÔ'* + <—&T0 * > (foW-PW) 

has no zeros in \z\ < 1. 
Replacing zp~1 by f and putting cos 6 = u we conclude that P(z) G £f v if 

and only if the function 

1 _ L TT ( \* i 4TT ( \ > 2 u rr f \ s i n Î (^ + l ) ( a r c COS 7/)} 
1 + apUp-i(u)Ç + tU2p-2{u)Ç where Uk(u) = LA^—-r-1 -r 

sin (arc cos it) 
is the Chebyshev polynomial of the second kind of degree k, does not vanish 
in |f | < 1 for all u £ [0, 1]. Now the desired result follows on applying 
Lemma 1. 

Proof of Theorem 2. The polynomial P(z) = z + avz
v + tz2v~l belongs to 

Sfp* if and only if 

(i) P(z)/z ^ 0 in \z\ ^ 1, 

(ii) Re zP'{z)/P{z) H in \z\ ^ 1. 

Since Re zPf (z)/P(z) is harmonic in \z\ ^ 1, (ii) may be replaced by the con­
dition that Re zPf (z)/P(z) ^ 0 on \z\ = 1, or equivalently 

\zP'(z)/P(z) +p\^ \zP'{z)/P{z) - p\ on \z\ = 1. 

This leads us to the requirement that 

\(P + I) + 2M,r + (dp - m*\ ^ \(p - i) - (p - D f̂2i 

for all f on the unit circle. Writing this inequality in the form 

(22) 
(/> + 1) „ , (3/> - 1) 

> 
(p- !)-»_ (P- 1)< .« 

(0 ^ p < 2TT) 
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we see that av must lie outside the ring shaped region G generated by a disk 
D<p of varying radius 

rM = —<^7-^(1 + tf- 2tcos2<p Zp 

and centre 

((£±U±M=J)1cosVt (P±iL-=J^JÙlsin„) 

moving along the ellipse 

2 2 

x , 2 . _ _ i 
j (/>+!) + ( 3 £ - 1)H2 ' j fr + 1) - (3/> - 1)/ 
\ 2p ) \ 2p 

But for P(z) to belong to 5^p* we must also have P(z)/z ^ 0 in \z\ ^ 1. So in 
view of Lemma 1, P(z) 6 5^P* if and only if av belongs to the maximal con­
nected set DPt* containing the origin and lying in the complement of G. In 
order to determine the boundary of DPt * we look at the envelope of the family 
of disks D<p (0 ^ <p < 2ir). Since DPt* is clearly symmetrical with respect to 
the coordinate axes we may focus our attention on the sub-family D^ 
(0 S <p S TT/2). We apply Lemma 2 to get the envelope and see that the 
portion which is relevant for our purpose has the parametric equation 

{(p + l) + (3p-l)t}(l + t) 

X{(p+1)+ (3p- l)(2p- l)t] 
, , -épt{(p + i)2 + (dp- i)2t\ co^_£ 

X{ip) ~ p[{(P + 1) + $P - lW-é(p+l)(3p-l)tcos2<p] C0S(p 

{(p + l)+ (3p- l)t}*{l- (2p- l)t) 
f x -4pt{(p+l)2- (3p- lft\ cos2 <p 

y{<P) " P[\(P + 1) + (3P ~ l)t\2 - HP + 1)(*P - Vtcos2
 v]

 S m * 

where <p is to vary from 0 to TT/2. If 0 ^ / g (£ + l)/((2p- l)(3p - 1)), then 
y(<p) vanishes only once in the interval [0, x/2], namely at <p = 0. For other 
values of <p it is positive. But if (p + l)/((2p - l)(3p - 1)) < t ^ l/(2p - 1) 
then 

y(<p) ^ 0 

[ 1 - (2p-l)t}1,2{(p+l) + (3p - 1)/} 
[ipt{ (p+1)2- (3p- l)2/}]1 for 0 S <P S <Po= arc cos r77777r~T~T\2 7^7 TTVTW^ 

For cpo < cp ^ T/2, y(cp) > 0. Hence, if (p + l)/((2p - l)(3p - 1)) < t g 
l / (2£ — 1), the portion of dDVt* lying in the first quadrant is given by the 
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above parametric equation where the parameter <p varies from ^0 to TT/2. This 
completes the proof of Theorem 2. 

Proof of Theorem 4. Observe that pt is the largest number with the property 
that for every polynomial P{z) = z + apz

p + tz2v~l € SPtt* and all p £ (0, pt] 
the corresponding polynomial 

f(z, p) = P(zp)/p = z + «ppP-V + ^ " V * - 1 

is convex in \z\ < 1. Thus, clearly |£|(p,)2p~2 g l / (2£ — l)2 . 
The detailed calculations for determining pt depend on whether 

(i)te L 2p - 1 ' (2p - l)(3p - 1) 
1—1 
p - 1)J 

£ • o r 

r\ / c ( P+ l L_ 1 
{n)tk \{2p- l ) ( 3 * > - l ) ' 2 / > - J ' 
First, let / € [fo, h]- We show that p< cannot be larger than 

{(P + D/U2P- insp- I W Î I / 2 » - ' ) . 

For this let pt denote the largest number in 

[0, \{p + l ) / ( (2£ - 1)2(3£ - l)*)}1'2'*"1*] 

with the property that/(z, p) = P(zp)/p is convex in |z| < 1 for all p Ç (0, p j . 
According to (10) 

k / M ^ (i + (2p - i) v M ) / £ 2 

forO ^ p ^ p, as long ass + « ^ + te2*"1 Ç 5P*, i.e. k | ^ (1 + (2£ - l ) / ) /p 
Hence 

p\ = [{p(l + (2P-l)t) +VP\1+ (2p-lW-H2p-l)h}/2]-ln*-v 

^ < P+l ] 1/2('~1) 

. ( 2 £ - l ) z ( 3 p - 1)/J 

Since p\ turns out to be strictly less than \(p + l)/((2p - l)2(3p - 1)0}1/2(P_1> 

it follows that 

Pt= Pt^ KPil + (2p- l)t] + 

VP2{1 + (2p - IW - 4(2/» - l)H)/2}-"<*-» = wx{t). 

Secondly, let t 6 (ii, ^ ) - Here again we see that p, is smaller than 

{(fi + l)/((2p- 1 ) 2 ( 3 ^ - l)l)\l'«>-». 

In fact, in this case, the number pt denned above turns out to be equal to 

«,(*) = {2p*A(t) + Vip*A'(t) - (2p - iyt)-u(p-» 

which happens to be strictly less than j (p + l)/((2p - 1)2(3£ - 1)0}1 / 2 ( P - 1 ) 
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for / Ç (th t2). Hence 

Pt = Pt ^ co2(0-

Now let t G [̂ 2, /J . It is easily verified that in this case 

P ^ P ^ K H l ) / ( (2£ - 1)2(3£ - I) /)}1 '2*-». 

Hence in view of (10) 

I v-h < 4 / > ( 2 / > - l ) / { l - ( 2 £ -
L(/> + l ) 2 - (3/>- 1 ) 2 ( 2 ^ - 1)/ • - i ) d 

for 0 ^ p ^ p( as long as 3 + a„2p + fc2p_1 6 -Sp*. Since according to (4), \av\ 
can be as large as 4[{1 - (2p - l)t)pt/((p + l ) 2 - (dp - 1)2/)]1/2, we con­
clude that pt s= uz(t). But, as remarked earlier p, cannot be larger than 
Ui(t) = \(2p - l)H\-iiw-». Hence 

P ^ m m M 0 , c o 4 ( / ) } = | w 4 ( 0 [ i h û t è k _ 

Thus we have shown that 

Pt è cof(0 for/ g [ti-utili = 1, 2, 3,4. 

By considering the polynomials P(z) = z ± ap2
p + /s2p_1 where 

( 4 U + i ) 2 - ( 3 p - i ) 2 J i n e l/l>/4] 

we see that, in fact 

Pt = «,(*) for/ G [tt-u tt],i = 1, 2 , 3 , 4 . 

Remark. The proof of Theorem 4 and the result contained in Theorem C 
show that every polynomial 

P(Z) = , + «• + te~6 5;, ( - ^ r T ^ ^ f ^ - r ) • 
is convex in 

u, ^ / 2 ^ - ( j ) - l ) V 4 ^ + 2 ^ - l \ ^ - 1 ) 

| 2 | < l (2p-l)(p+l) J 

Proof of Theorem 5. Let P(z) = z + «222 + te3 G -52- Then P'(z) does not 
vanish in \z\ < 1 and 

, I ^ i ( l + 3 Q / 2 for - 1/3 ^ / g 1/5 
| a 2 ' = (2VK1 - 0 for 1/5 g * g 1/3. 

Hence for 0 < I :£ 1/3 we may write 

P'(z) = (1 - z / M e f a ) ( l -z/pr1*), 
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where /x = 1, 

(V + l)/(2/x) forVVâ = M < C30 

(23) |c0Sa'~ ( l ^ " 1 forig^vSTs. 
I t is clear t ha t Re f 1 + zP"(z)/P'(z)} > 0 if and only if 

(24) l + S - p ^ y + 2 > i + s p / ( S ) 2 

T h u s our problem is to determine the largest disk \z\ < R?.c in which (24) holds. 
We may write (24) in the form 

\5z2 — Sfxz cos a + 3/x2| > \z2 — iz2|. 

This inequali ty clearly holds for z — 0 and in the punctured disk 0 < \z\ < 7^2
C 

it will hold if and only if 

\hz — 8/x cos a + 3/x2AI > |s — M2 /SI 

holds. T h u s if JS = re** we wish to determine R2
C such tha t 

(25) w(fx, f, a, 6) : = 8/xV2 cos2 0 — 2jur(3;u2 + 5r2) (cos a) cos 0 

+ (M
2 - r2)(/i2 - 3r2) + 8/iL>2 cos2 a > 0 

for 0 < r < i?2c and 0 real. Wi thou t loss of generality, we may assume 
0 = a _ 7T/2. For given /x, r, a the minimum of w(n, r, a, 0) can occur only if 

(l) cos0 = - cos a 
oyur 

1 which is admissible only if 

or 

(26) a » « ^ + 6 r ï 

(ii) cos 0 = 0 

or 
(iii) cos 0 = 1 . 

If cos 0 = ((3/x2 + 5r2)/8jur) cos a is admissible, then 

W(JJL, r, a, 0) = (/x2 — r2){ (JJL2 — Sr2) — -|(9/x2 ~" %br2) cos2 a] 

which is positive for r < M / V ^ and so certainly for r < 1 / V 7 , since (26) 
holds. 

If cos 0 = 0, then clearly, w(n, r, a, 6) > 0 for r < J U / V S -
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Finally, if cos 6 = 1, then 

W(IJL} r, a, 6) = 8/xV — 2/zr(3/i2 + 5r2) cos a + (/** — r2)(/i — 3r ) 

+ Sfi r cos a: = (3r — 4/zr cos a + M ) (/ ~~ 2jur cos a; + [x ) 

j3r2 - 2r(M
2 + 1) + fi2\{r2 - rtf + 1) + /**} i f V V 3 ^ M < oo 

. (3r2 - | v V - 1 + M2) (r2 - | V V ^ T T ? ) i f l ^M^VV3. 

Hence in this case, w(/u, r, a, 0) > 0 if r < (JLI2 + 1 — v V _ M2 + l ) / 3 or 
r < ( 4 V V - 1 - V21/i2 - 16)/9 according as V V 3 ^ M < oo or 1 g 
M ^ •N/5/3 respectively. From this it follows that for 0 < t ^ 1/3 the poly­
nomial P(z) = z + a2s

2 + /z3 Ç 52 is convex in \z\ < \/y/7. If —1/3 ^ £ < 0 
then |a2| S è(l + 3/) and P'(;s) has two real zeros MI, JLX2 with |JUI| ^ 1, |M2| ^ 1. 
By the same reasoning as above it can be shown that in this case 
P{z) = z + a2z

2 + te3 6 S2 is convex in \z\ < 1/V3, so that ./?2
C = 1/V7-

Extremal polynomials are 

P{z) = z± — \/fz2 + — z\ 

We can similarly prove that R^c = {(9 + \/305)/112}1 / 2 where the extremal 
polynomials are 

(50 + 18^305) 3 . 112' 
P(z) - z ± 112 ( 8 1

 v
+ g ^ g g j s + - /

1 1 2 ^ d + ( 8 1 + 9^/3Ô5)2 + i i 2 ^ 5 * 

Proof of Theorem 6. Let P(z) = z + ĉ z27 + tz2v~l ^ SP, p ^ 2. For positive 
/ we may, in view of Lemma 3 write: 

P(z) = ( l / X 2 ) ^ / - 1 - X ^ K / " 1 - \e-ia) = z - ^ ^ z v + -Xz2p-\ 
A A 

where X ^ (2/> — 1)1/2. Besides, there is no loss of generality in supposing that 
0 S a S TT/2. Since Re zPf(z)/P{z) > 0 if and only if 

(27) \zP'{z)/P(z) +p\> \zP'(z)/P(z) - p\, 

our problem is to determine the largest disk \z\ < rp* in which (27), i.e. 

(28) |(3£ - l)z^-v - 4\pzp-'cosa + (p + 1)X2| > (p - l ) ! * 2 ^ - X2| 

holds. Inequality (28) holds for z = 0. On dividing the two sides of this 
inequality by l^ -1! and putting zv~l = Rei(p it takes the form 

2\R[2p\R cos2 <p - {(3p - 1)R2 + (p + 1)X2} (cos a) (cos <p) 

+ 2p\R cos2 a] + {(2p - 1)R2 - X2} (R2 - X2) > 0 . 

It is clear that this latter inequality certainly holds as long as 

W(p, X, R, a) : = \4:p(2p - 1) - (3p - l ) 2 cos2 a}R* 

- 2X2{4£2 - (bp2 - 2p + 1) cos2a}i?2 

+ \4{4p - (p + I )2 cos2 a] > 0. 

For fixed p, X, R the function W(p, X, Rt a) is smallest when cos a assumes its 
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largest admissible value. Using the fact that, if p = 2, then 

< ) 4X 
COS a :S 

X + 3 for X 6 [y/5, oo ) 

( ^ ~ — forX€[V3.V5], 

whereas, if £ = 3, then 

cos a < 
)~ir for x e [ v / J S ' ° ° } 

it can be shown that for positive /, P{z) = z + a:Ps
p + /s2p_1 £ 5P is starlike 

in \z\ < 3/VTÎ if p = 2 and in |z| < (10/13)1/4 if p = 3. As in the case of 
Theorem 5 it turns out that the same holds a fortiori for negative t, so that 
R2* = 3/vTT, R, = (10/13)1/4. 

In the case p = 2, the extremal polynomials are 

and Re {gP'2(z)/P2fe)} vanishes on \z\ = 3 / vTI at z = =F ( 3 / \ / n > " 0 

where 0O = arc cos \ / ( 8 / l l ) . 
In the case £ = 3, the extremal polynomials are 

Pz(z) = z=fc|z3 + J s 5 

and Re [zPJ(z)/Pz(z)} vanishes on \z\ = (10/13)1/4 at z = =F(10/13)1/4gltfl 

where Si = arc cos (17/(2\/ l30)) . 

Proof of Theorem 7. Let J^ , denote any one of the families j ^ P , SP, SP*, SP
C, 

and for an admissible t \et^Pit denote the class of all polynomials of the form 

P(z) = z + avz
v + tz2p~l 

belonging to J^, . It is clear that i£(J%) = min, K(^Pyt). So we may fix our 
attention on the family&~v<t. From Theorem 1 it follows that for P(z) £ ^~v,t 
the region of variability of av is a set APtt contained in the ellipse 

Et: \x + iy W+(HhM-
Now our idea consists in observing that K(^~Ptt) is equal to the shortest dis­
tance between dAPft and dEt. In fact 

K{^Vtt) = min min \P(ei9)\ 

= mm mm \e + ap + te | 
apÇâp,f Og0<2x 

I —id, . id , | 

= mm mm \e + te + ap\ 
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which obviously represents the shortest distance dt between dkPtt and dEt. 
liJ^p is one of the families S^p, SP, Sp*, Sp

c then the corresponding set APtt 

is known to be convex. In such a case 

dt = min {ki(<p) — k2((p)} 
0£<p<2ir 

where fei(p), k2(<p) are the supporting functions of the sets Et, àPtt respectively. 
In order to illustrate the method it is enough to carry out the details for the 

class Sp*. In this case the set APit is the interval [ — ct, ct] where 

, 1 + (2p-l)t _ l p + l _ 
p - 2p-l=-(2p-l)(Sp-l) 

11/2 J>-±± * t * | [ | 1 - (2p- l)t\pt 
.(p + l ) 2 - (Sp - l ) 2 d ' (2p - l)(3/> - l ) s £ ' ^ 2 p - l -

The supporting functions ki(<p), ki(<p) are 

h(<p) = V ( l - 0 2 + 4< cos2 <p, 0 ^ p < 2TT 

&2(v) = c,|cos p|, 0 ^ <p < 2ir, 

respectively. It is easily seen that for 

/ 6 [-1/(2/) - 1), (p + l)/((2/> - l)(3p - 1))] 

(29) d« = yfei(O) - *2(0) = l + t - l + ( 2 f ~ 1 ) f . 

If/ € [(p + l)/((2p - l)(3/> - 1)), 1/(2/) - 1)], then for 0 è <P < */2 

ki'(<p) — ki'{<p) 

(1 - (2p - l)t)pt \ 1 / 2 tcoscp 
= 4 sin <p 

(/> + l)- - (dp - iyt) y/ô^ty+u c o s 

Now observe that if t G [(/> + l)/((2/> - l)(3/> - 1)),/0] where/0 is the unique 
root of the equation 

(1 - (2p - l)t)pt \ 1/2 _ J _ 
,(/> + l ) 2 - (3 />- l)2*/ 1 + / 

in [(/> + l ) / ( (2p - \)dp - 1)), 1/(2/. - 1)] then k,'(<p) - k%'(v) does not 
vanish at any point in (0, ir/2] other than <p = 0. This helps us to conclude 
that for te[(p+ l)/((2/> - l)(3/> - 1)), *«] 

d, = min \kx(<p) - k*{#)\ = fci(0) - *,(0) 

( 3 0 ) " - (1 + t) - À (1 - (2* - D ) g _ l ^ 
( 1 + ° 4 l ( p + l ) 2 - (3^ - l ) 2 / / • 

For / 6 [/0, 1/(2/? — 1)], dt turns out to be equal to ki(<po) — k2(<po) where ^0 

is the unique root of the equation 

/ cos <p j (1 - (2p - l)t)pt \ 1 / 2 

x/(l - /)2 + Af^lp = l ( ^ + I ) 2 - (3/> - l ) 2 / / 

https://doi.org/10.4153/CJM-1978-030-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1978-030-2


UNIVALENT POLYNOMIALS 349 

in (0, TT/2], i.e. 

From (29), (30), and (31) it can be deduced that 

K(s *) Q&~ 1)2  

The proofs of the other assertions in Theorem 7 are omitted. 

REFERENCES 

1. D. A. Brannan, On univalent polynomials and related classes of functions, Thesis, University 
of London, 1967. 

2. Coefficient regions for univalent polynomials of small degree, Mathematika 14 (1967), 
165-169. 

3. V. F. Cowling and W. C. Royster, Domains of variability for univalent polynomials, Proc. 
Amer. Math. Soc. 19 (1968), 767-772. 

4. J. Dieudonné, Recherches sur quelques problèmes relatifs aux polynômes et aux fonctions bornées 
d'une variable complexe, Ann. Ecole Norm. Sup. (3) 1+8 (1931), 247-358. 

5. W. K. Hayman, Multivalent functions (Cambridge University Press, 1958). 
6. J. Krzyz and Q. I. Rahman, Univalent polynomials of small degree, Ann. Univ. M. Curie-

Sktodowska, Sec. A 21 (1967), 79-90. 
7. M. Marden, Geometry of polynomials, Amer. Math. Soc. Math. Surveys, 3 (1966). 
8. C. Michel, Eine Bemerkung zu schlichten Polynomen, Bull. Acad. Polon. Sci. Ser. Sci. Math. 

Astronom. Phys. 18 (1970), 513-519. 
9. St. Ruscheweyh and K. J. Wirths, Ûber die Koeffizienten spezieller schlichter Polynôme, 

Ann. Polon. Math. 28 (1973), 341-355. 
10. T. J. Suffridge, On univalent polynomials, J. London Math. Soc. 44 (1969), 496-504. 
11. — Extreme points in a class of polynomials having univalent sequential limits, Trans. 

Amer. Math. Soc. 163 (1972), 225-237. 

University of Montreal, 
Montreal, Quebec, 
Maria Curie-SModowska University, 
Lublin, Poland 

https://doi.org/10.4153/CJM-1978-030-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1978-030-2

