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Abstract

We consider infinite-horizon optimal control problems. The main idea is to convert
the problem into an equivalent finite-horizon nonlinear optimal control problem. The
resulting problem is then solved by means of a direct method using Haar wavelets.
A local property of Haar wavelets is applied to simplify the calculation process. The
accuracy of the present method is demonstrated by two illustrative examples.
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1. Introduction

The study of the existence and structure of solutions of optimal control problems
defined on infinite intervals and on sufficiently large intervals has recently been a
rapidly growing area of research (see, for example, the articles [4, 10–12] and the
references therein). These problems arise in several areas, such as engineering [1],
models of economic growth [26], infinite discrete models of solid-state physics related
to dislocations of one-dimensional crystals [2] and the theory of thermodynamical
equilibrium for materials [18]. The necessary conditions of optimality for an infinite-
horizon optimal control problem were studied by Blot and Michel [5]. The maximum
principle for this problem without transversality conditions at infinity was considered
by Carlson and Haurie [7]. Transversality conditions were derived by Smirnov [24],
and a nonsmooth version of this result was obtained by Ye [25] for some dynamical
optimization problems in mathematical economics.

Recently, wavelet theory has attracted considerable attention due to the advantages
wavelets have over traditional Fourier transforms in accurately approximating
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functions that have discontinuities and sharp peaks. Wavelets have been applied to
solve surface integral equations, improve the finite-difference time-domain method,
solve linear differential equations and nonlinear partial differential equations, solve
optimal control problems, model nonlinear semiconductor devices, signal processing,
multi-scale phenomenon modelling and pattern recognition [3, 9, 13, 14, 19, 20, 22].

The Haar wavelet function was introduced by Alfred Haar in 1910 in the form
of a regular pulse pair [6]. Later, many other wavelet functions were generated and
introduced. Those included the Shannon, Daubechies and Legendre wavelets. Among
those functions, Haar wavelets have the simplest orthonormal series with compact
support. Haar functions are also notable for their rapid convergence for the expansion
of functions, which makes them very useful with regard to the wavelet theory. Due
to these characteristics, Haar wavelets are often applied to solving optimal control
problems.

Motivated by the above discussion, this paper is focused on the solutions of
infinite-horizon optimal control problems via the Haar transform by taking advantage
of the nice properties of Haar wavelets. First, we transform the infinite-horizon
problem to a finite-horizon problem by reducing the interval [0,∞) to [0, 1). Then, we
approximate the control variables and derivatives of the state variables in the optimal
control problems by linear combinations of Haar wavelets with unknown coefficients.
The state variables are calculated by using the Haar operational integration matrix.
Therefore, all variables in the nonlinear system of equations are expressed as series of
the Haar family and its operational matrix. Finally, the task of finding the unknown
parameters that optimize the designated performance while satisfying all constraints is
performed by a nonlinear programming method. The proposed method, in this paper,
is similar to the control parametrization method discussed in the articles [8, 15–17],
where the main idea is to discretize the control space by approximating the control
function by a linear combination of basis functions. Under this approximation, the
optimal control problem is reduced to an approximate nonlinear optimization problem
with a finite number of decision variables. This problem is then solved by using
nonlinear programming methods, such as a gradient-based optimization technique and
an exact penalty method. Some advantages of the proposed method compared to the
existing ones are reported at the end of Section 5.

2. Statement of the problem and its transformation

We consider the following optimal control problem:

minimize

subject to

∫ ∞

0
g(t, x(t), u(t)) dt (2.1)

ẋ(t) = f (t, x(t), u(t)), (2.2)
x(0) = x0 and lim

t→∞
x(t) = x1. (2.3)
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Here (·) denotes differentiation with respect to the independent variable t, x(t) =

(x1(t), . . . , xn(t)) ∈ A ⊆ Rn and u(t) = (u1(t), . . . , um(t)) ∈ U ⊆ Rm are, respectively, the
values of the phase vector of the control system (2.2) and of the control vector at
time t ≥ 0. Also, A and U are nonempty compact rectangular boxes in Rn and Rm,
respectively, and x0 ∈ Rn is a given initial state of the system. Next, we assume that the
vector function f : [0,∞) × Rn × U → Rn and the scalar function g : [0,∞) × Rn ×

U → R are continuously differentiable in x. The class of admissible controls (for
system (2.2)) is the set of all Lebesgue measurable functions u : [0,∞)→ U. An
admissible trajectory (of system (2.2)) corresponding to an admissible control u is
defined to be a Carathéodory solution [23] x of the differential equation (2.2) which
is defined on [0,∞), satisfies the initial and final conditions (2.3) and takes values in
A. We assume that for every admissible control u there exists an admissible trajectory
x corresponding to u and the Lebesgue integral in (2.1) converges absolutely. We also
say that an admissible pair (x̄(·), ū(·)) is an optimal solution of problem (2.1)–(2.3) if∫ ∞

0
g(t, x(t), u(t)) dt ≥

∫ ∞

0
g(t, x̄(t), ū(t)) dt

for any admissible pair (x(·), u(·)).
A time transformation is introduced in order to use Haar wavelet functions [11]

defined on τ ∈ [0, 1) as

t = tan
(
π

2
τ
)
, t ∈ [0,∞). (2.4)

Then the above problem is transformed into a variational nonlinear optimal control
problem,

minimize

subject to
J =

∫
[0,1)

π

2
g
(
tan

(
π

2
τ
)
, x

(
tan

(
π

2
τ
))
, u

(
tan

(
π

2
τ
)))

sec2
(
π

2
τ
)

dτ

ẋ
(
tan

(
π

2
τ
))

=
π

2
f
(
tan

(
π

2
τ
)
, x

(
tan

(
π

2
τ
))
, u

(
tan

(
π

2
τ
)))

sec2
(
π

2
τ
)
, τ ∈ [0, 1),

x(0) = x0, lim
τ−→1−

x
(
tan

(
π

2
τ
))

= x1 and(
x
(
tan

(
π

2
τ
))
, u

(
tan

(
π

2
τ
)))
∈ A × U, τ ∈ [0, 1).

Assume that 
y(τ) = x

(
tan

(
π

2
τ
))
,

v(τ) = u
(
tan

(
π

2
τ
))
.

Using this transformation, the optimal control problem of the nonlinear system in (2.2)
and (2.3) with performance index (2.1) is replaced by the following optimization
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problem [10]:

minimize

subject to
J =

∫
[0,1)

π

2
g
(
tan

(
π

2
τ
)
, y(τ), v(τ)

)
sec2

(
π

2
τ
)

dτ (2.5)

ẏ(τ) =
π

2
f
(
tan

(
π

2
τ
)
, y(τ), v(τ)

)
sec2

(
π

2
τ
)
, (2.6)

y(0) = y0 = x0, lim
τ→1−

y(τ) = y1 = x1, (2.7)

(y(τ), v(τ)) ∈ A × U. (2.8)

In the next section, we will discuss the properties of a direct collocation method
based on Haar functions, and use it for solving the finite time horizon problem
(2.5)–(2.8).

3. Haar wavelets

3.1. Rationalized Haar (RH) functions For r = 1, 2, . . . , the RH functions [19]
are defined on the interval [0, 1) as

RH(r, t) =


1 if J1 6 t < J1/2,
−1 if J1/2 6 t < J0,
0 otherwise,

where

Ju =
j − u
2i , u = 0,

1
2
, 1.

The positive integer r is expressed in terms of the two parameters i and j as follows:

r = 2i + j − 1, where i = 0, 1, 2, 3, . . . , j = 1, 2, 3, . . . , 2i.

For i = j = 0, we define
RH(0, t) = 1, 0 6 t < 1.

A set of the first eight RH functions is shown in Figure 1 (see [22]), where r = 0,
1, 2, . . . , 7. The orthogonality property is given by∫ 1

0
RH(r, t)RH(ν, t) dt =

{
2−i r = ν,
0 r , ν,

where
ν = 2n + m − 1, n = 0, 1, 2, 3, . . . , m = 1, 2, 3, . . . , 2n.

It should be noted that the set of RH functions is a complete orthogonal set in the
Hilbert space L2[0, 1]. Thus, we can expand any function in this space in terms of RH
functions.
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Figure 1. The first eight RH functions for i = 0, 1 and 2.

3.2. Function approximation A function G(t) ∈ L2[0, 1], may be expanded as an
infinite series of RH functions as

G(t) =

∞∑
r=0

arRH(r, t), (3.1)

where ar is given by

ar = 2i
∫ 1

0
G(t)RH(r, t) dt, r = 0, 1, 2, . . .

with r = 2i + j − 1, i = 0, 1, 2, 3, . . . , j = 1, 2, 3, . . . , 2i, and r = 0 for i = j = 0. If we let
i = 0, 1, 2, . . . , α, then the infinite series in (3.1) is truncated into its first K terms as

G(t) '
K−1∑
r=0

arRH(r, t) = AT Φ(t), (3.2)

where K = 2α+1, α = 0, 1, 2, 3, . . . . The vector function Φ(t) and the coefficient vector
A for RH functions are defined as

A = [a0, a1, . . . , aK−1]T ,

Φ(t) = [φ0(t), φ1(t), . . . , φK−1(t)]T ,
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where
φr(t) = RH(r, t), r = 0, 1, 2, . . . ,K − 1.

If we set all the collocation points tl at the middle of each respective wavelet, then tl is
defined as

tl =
l − 0.5

K
, l = 1, 2, . . . ,K.

With these collocation points, the function is discretized over a series of equally spaced
nodes. The vector Φ(t) can also be determined at these collocation points. Let the Haar
matrix Φ̂K×K be the combination of Φ(t) at all the collocation points, so we get

Φ̂K×K = [Φ(t1),Φ(t2), . . . ,Φ(tK)]. (3.3)

For example, if each waveform is divided into eight intervals, the magnitude of the
waveform can be represented as (see, for example, Ohkita and Kobayashi [20])

Φ̂8×8 = [Φ(t1),Φ(t2), . . . ,Φ(t8)] =



1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 0 0 0 0
0 0 0 0 1 1 −1 −1
1 −1 0 0 0 0 0 0
0 0 1 −1 0 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 −1


.

Using (3.2) and (3.3), we have

[G(t1),G(t2), . . . ,G(tK)] = AT Φ̂K×K ,

which yields
AT = [G(t1),G(t2), . . . ,G(tK)]Φ̂−1

K×K ,

where (as in [20]),

Φ̂−1
K×K =

( 1
K

)
Φ̂T

K×K diag
(
1, 1, 2, 2, 22, . . . , 22︸     ︷︷     ︸

22

, 23, . . . , 23︸     ︷︷     ︸
23

, . . . ,
K
2
, . . . ,

K
2︸      ︷︷      ︸

K/2

)
. (3.4)

Therefore, the function G(t) is approximated as

G(tl) ≈ AT
1×KΦ̂K×K , l = 1, 2, . . . ,K.

It is also expected that the function G(t) is approximated with minimum mean integral
square error

ε =

∫ 1

0
[G(t) − AT Φ(t)]2 dt.

Obviously, ε should reduce when the level K gets larger, and it should go close to zero
when K approaches infinity.
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3.3. Operational integration matrix In the solution of optimal control problems,
we always need to deal with equations involving differentiation and integration. If
the system function is expressed in Haar wavelets, the integration or differentiation
operation of Haar series cannot be avoided. The differentiation of step waves generates
pulse signals which are difficult to handle, while the integration of step waves results
in constant slope functions which can be calculated by using∫ t

0
Φ(t′) dt′ ' PΦ(t),

where

P = PK×K =
1

2K

[
2KPK/2×K/2 −Φ̂K/2×K/2

Φ̂−1
K/2×K/2 0

]
(3.5)

is the same as given by Razzaghi and Ordokhani [22] with Φ̂1×1 = [1], P1×1 = [1/2],
and Φ̂K/2×K/2, Φ̂−1

K/2×K/2 can be obtained from (3.3) and (3.4), respectively. They have
also given the integration of the cross product of the two RH vectors as∫ 1

0
Φ(t)ΦT (t) dt = D̂,

where

D̂ = diag
(
1, 1,

1
2
,

1
2
,

1
22 , . . . ,

1
22︸       ︷︷       ︸

22

, . . . ,
1
2α
, . . . ,

1
2α︸       ︷︷       ︸

2α

)
(3.6)

is the diagonal matrix.

4. Direct collocation

4.1. Haar discretization method In Section 3 we discussed how to approximate a
function via Haar wavelets and its corresponding operational integration matrix. We
will apply this method to optimal control problems, so that Haar discretization is used
in direct collocation [9]. Thus, the continuous solution to a problem will be represented
by state and control variables in terms of Haar series and its operational matrix to
satisfy the differential equations. Here, the standard interval considered for τ is [0, 1)
with collocation points

τl =
l − 0.5

K
, l = 1, 2, . . . ,K,

where K is the number of nodes used in the discretization as well as the maximum
wavelet index number. Note that the magnitude of K is a power of two, so that the
number of collocation points is also increasing by the same power. All the collocation
points are equally distributed over the entire time interval [0, 1) with 1/K as the
time distance between the adjacent nodes. We assume that the derivative of the state
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variables, ẏ(τ), and control variables, v(τ), can be approximated by Haar wavelets with
K collocation points, that is,

ẏ(τ) ≈ CT
y Φ(τ),

v(τ) ≈ CT
v Φ(τ),

where
CT

y = [Cy1,Cy2, . . . ,CyK] and CT
v = [Cv1,Cv2, . . . ,CvK].

By using the operational integration matrix P defined in (3.5), the state variables y(τ)
can be expressed as

y(τ) =

∫ τ

0
ẏ(τ′) dτ′ + y0 =

∫ τ

0
CT

y Φ(τ′) dτ′ + y0 = CT
y PΦ(τ) + y0.

As stated in (3.3), the expansion of the matrix Φ(τ) at the K collocation points will
yield the K × K Haar matrix Φ̂. So it follows that

ẏ(τl) = CT
y Φ(τl), v(τl) = CT

v Φ(τl), y(τl) = CT
y PΦ(τl) + y0, l = 1, . . . ,K. (4.1)

From the above expression, we can evaluate the variables at any collocation point by
using the product of its coefficient vectors and the corresponding column vector in the
Haar matrix.

4.2. Nonlinear programming When the Haar collocation method is applied in
the optimal control problems, the nonlinear programming variables can be set as the
unknown coefficient vector of the derivative of the state variables and control variables,
that is,

ỹ = [Cy1,Cy2, . . . ,CyK ,Cv1,Cv2, . . . ,CvK]T .

The performance index in (2.5) is then restated as

J =

∫
[0,1)

π

2
g
(
tan

(
π

2
τ
)
, (CT

y PΦ(τ) + y0),CT
v Φ(τ)

)
sec2

(
π

2
τ
)

dτ. (4.2)

Since the Haar wavelets are expected to be constant steps at each time interval,
equation (4.2) can be simplified as

J =
π

2K

K∑
l=1

g
(
tan

(
π

2
τl

)
, (CT

y PΦ(τl) + y0),CT
v Φ(τl)

)
sec2

(
π

2
τl

)
. (4.3)

Substituting ẏ, v and y of (2.6) into the Haar wavelet expressions (4.1) separately, we
get

CT
y Φ(τl) =

π

2
f
(
tan

(
π

2
τl

)
, (CT

y PΦ(τl) + y0),CT
v Φ(τl)

)
sec2

(
π

2
τl

)
.

The constraints for the system of equations are all treated as nonlinear constraints in
a nonlinear programming solver. The boundary constraints need more attention. Since
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the first and last collocation points are not set as the initial and final time, the initial
and final state variables are calculated according to

y0 = y(τ1) −
ẏ(τ1)
2K

, y1 = y(τK) +
ẏ(τK)
2K

.

In this way, the optimal control problems are transformed into nonlinear programming
problems in a structured form which is solved by the lingo 11 software [21].

5. Numerical examples
We present two numerical examples to illustrate the proposed method.

Example 5.1. Consider the following problem:

minimize

subject to

1
2

∫ ∞

0
{x2(t) + 4u2(t)} dt, (5.1a)

ẍ(t) = −ẋ(t) + u(t), (5.1b)
x(0) = ẋ(0) = 0.1, lim

t→∞
x(t) = lim

t→∞
ẋ(t) = 0. (5.1c)

Suppose that x1(t) = x(t) and x2(t) = ẋ(t). Then problem (5.1a)–(5.1c) is converted to
the following form:

minimize

subject to

1
2

∫ ∞

0
{x2

1(t) + 4u2(t)} dt

ẋ1(t) = x2(t),
ẋ2(t) = −x2(t) + u(t),
x1(0) = x2(0) = 0.1, lim

t→∞
x1(t) = lim

t→∞
x2(t) = 0.

Effati et al. [10] have given the optimal trajectory of the problem as

x1(t) =

[
0.1 +

(
0.1 +

0.1
√

2

)
t
]

exp
(
−t
√

2

)
,

x2(t) =

[
0.1 −

(
0.1 +

0.1
√

2

) t
√

2

]
exp

(
−t
√

2

)
.

Now by the change of variable (2.4), the above problem is transformed to:

minimize

subject to

∫
[0,1)

π

4
{y2

1(τ) + 4v2(τ)} sec2
(
π

2
τ
)

dτ

ẏ1(τ) =
π

2
y2(τ) sec2

(
π

2
τ
)
,

ẏ2(τ) =
π

2
{−y2(τ) + v(τ)} sec2

(
π

2
τ
)
,

y1(0) = y2(0) = 0.1, lim
τ→1−

y1(τ) = lim
τ→1−

y2(τ) = 0.
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Figure 2. Exact solution of v(·) and Haar wavelet solutions for K = 4, 8 and 16.
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Figure 3. Exact solution of y1(·) and Haar wavelet solutions for K = 4, 8 and 16.
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Figure 4. Exact solution of y2(·) and Haar wavelet solutions for K = 4, 8 and 16.

To see how accurate the solution is, we solve the problem for an increasing number of
collocation points. The optimal value of J for K = 4, 8 and 16 is 0.0450, 0.0443 and
0.0427, respectively, and the analytical optimal value using Pontryagin’s maximum
principle [7] is derived as J = 0.0424. The optimal control v(τ) and the corresponding
trajectories, y1(τ) and y2(τ), depicted in Figures 2–4, also compare very well with the
exact solution. It is further verified that the convergence improves with an increasing
number of collocation points.
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Example 5.2. Consider the following problem:

minimize

subject to
1
2

∫ ∞

0
{log2(x(t)) + u2(t)} dt, (5.2a)

ẋ(t) = x(t) log(x(t)) + x(t)u(t), (5.2b)
x(0) = exp(2), lim

t→∞
x(t) = 1. (5.2c)

Using (2.4), problem (5.2a)–(5.2c) is transformed to:

minimize

subject to
π

4

∫
[0,1)
{log2 y(τ) + v2(τ)} sec2

(
π

2
τ
)

dτ,

ẏ(τ) =
π

2
(y(τ) log y(τ) + y(τ)v(τ)) sec2

(
π

2
τ
)
,

y(0) = exp(2), lim
τ→1−

y(τ) = 1.

The exact optimal solution of the problem is given by Garg et al. [12]:

x(t) = exp
(
2 exp

(
− t
√

2
))
,

u(t) = −2
(
1 +
√

2
)

exp
(
− t
√

2
)
.

To see how accurate the solution is, we solve the problem for an increasing number
of collocation points. The optimal value of J for K = 4 and 8 is 4.86 and 4.84,
respectively, and the analytical optimal value, J = 4.83, is derived using Pontryagin’s
maximum principle [7]. The optimal control v(τ) and the corresponding trajectory y(τ),
depicted in Figures 5 and 6, also compare very well with the exact solution.

Finally, a natural question arises: are there advantages of the proposed collocation
method compared to the existing ones? To answer this, we summarize what we have
observed from numerical experiments and theoretical results as follows.

• One of the main advantages of using Haar wavelets is that the matrices
Φ̂K×K , Φ̂

−1
K×K and D̂ introduced in (3.3), (3.4) and (3.6), respectively, have a large

number of zero elements, and they are sparse. Hence, the present method is very
attractive, and reduces CPU time and computer memory, at the same time as
giving an accurate solution.
• The simple implementation of Haar wavelet-based optimal control in real

applications is interesting.
• Haar functions are also notable for their rapid convergence for the expansion of

functions, which is very useful in Haar function theory.
• The proposed method also produces results similar to some other collocation

methods [8, 15–17] for the continuous optimal control problem, and shows
advantages in discrete optimal control problems when the switching time is
unknown.
• The proposed orthogonal collocation method leads to rapid convergence as the

number of collocation points increases.
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Figure 5. Exact solution of v(·) and Haar wavelet solutions for K = 4 and K = 8.
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Figure 6. Exact solution of y(·) and Haar wavelet solutions for K = 4 and K = 8.

• With τl = (l − 0.5)/K , 1, l = 1, 2, . . . , K, there is no numerical difficulty. In
fact, we do not apply numerical integration methods such as Simpson’s rule
for calculation of integral (2.5), since it leads to some problems at the right-
hand end-point. Instead, we use formula (4.3) to calculate the integral in (2.5)
that does not require τ = 1. Thus, the integration on the finite-time interval is
convergent.

6. Conclusion

Approximate solutions to infinite-horizon optimal control problems are obtained by
a combined algorithm of parameters and function optimization. To this end, a suitable
transformation is used to obtain a corresponding finite-horizon problem. According
to the approximation of dynamic systems and performance index into Haar series, an
efficient and accurate method is then applied to solve finite-horizon optimal control
problems. The feasibility and effectiveness of this method are proved through two
simulation experiments.

References

[1] B. D. O. Anderson and J. B. Moore, Linear optimal control (Prentice Hall, Englewood Cliffs, NJ,
1971).

[2] S. Aubry and P. Y. Le Daeron, “The discrete Frenkel-Kontorova model and its extensions: I. Exact
results for the ground-states”, Phys. D 8 (1983) 381–422; doi:10.1016/0167-2789(83)90233-6.

https://doi.org/10.1017/S1446181114000352 Published online by Cambridge University Press

http://dx.doi.org/10.1016/0167-2789(83)90233-6
https://doi.org/10.1017/S1446181114000352


[13] Infinite-horizon optimal control problems 191

[3] H. T. Banks and J. A. Burns, “Hereditary control problem: numerical methods based on averaging
approximations”, SIAM J. Control Optim. 16 (1978) 169–208; doi:10.1137/0316013.

[4] J. Blot, “Infinite-horizon Pontryagin principles without invertibility”, J. Nonlinear Convex Anal.
10 (2009) 157–176; http://www.ybook.co.jp/online/jncae/vol10/p177.html.

[5] J. Blot and P. Michel, “First-order necessary conditions for infinite-horizon variational problems”,
J. Optim. Theory Appl. 88 (1996) 339–364; doi:10.1007/BF02192175.

[6] A. Boggess and F. J. Narcowich, A first course in wavelets with Fourier analysis (Prentice Hall,
Englewood Cliffs, NJ, 2009).

[7] D. A. Carlson, A. B. Haurie and A. Leizarowitz, Infinite-horizon optimal control (Springer, Berlin,
1991).

[8] Q. Chai, R. Loxton, K. L. Teo and C. Yang, “A max-min control problem arising in gradient-
elution chromatography”, Ind. Eng. Chem. Res. 51 (2012) 6137–6144; doi:10.1021/ie202475p.

[9] R. Dai and J. E. Cochran, “Wavelet collocation method for optimal control problems”, J. Optim.
Theory Appl. 143 (2009) 265–278; doi:10.1007/s10957-009-9565-9.

[10] S. Effati, A. V. Kamyad and R. A. Kamyabi-Gol, “On infinite-horizon optimal control problems”,
Z. Anal. Anwend. 19 (2000) 269–278; doi:10.4171/ZAA/950.

[11] S. Effati and A. R. Nazemi, “A new approach for asymptotic stability of the nonlinear ordinary
differential equations”, J. Appl. Math. Comput. 25 (2007) 231–244; doi:10.1007/BF02832349.

[12] D. Garg, W. W. Hager and A. V. Rao, “Pseudospectral methods for solving infinite-horizon optimal
control problems”, Automatica 47 (2011) 829–837; doi:10.1016/j.automatica.2011.01.085.
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