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#### Abstract

We determine all the complex polynomials $f(X)$ such that, for two suitable distinct, nonconstant rational functions $g(t)$ and $h(t)$, the equality $f(g(t))=f(h(t))$ holds. This extends former results of Tverberg, and is a contribution to the more general question of determining the polynomials $f(X)$ over a number field $K$ such that $f(X)-\lambda$ has at least two distinct $K$-rational roots for infinitely many $\lambda \in K$.
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## 1. Introduction

In this paper the following classification problem is solved.

PROBLEM 1.1. Determine all the polynomials $f(X) \in \mathbb{C}[X]$ such that there exist two distinct rational functions $g(t), h(t) \in \mathbb{C}(t) \backslash \mathbb{C}$ with

$$
f(g(t))=f(h(t)) .
$$

This is equivalent to asking for which $f(X)$ the polynomial

$$
F_{f}(X, Y):=\frac{f(X)-f(Y)}{X-Y}
$$

has an absolutely irreducible factor whose associate curve has genus zero: such a factor will be in this paper always called a genus zero factor.

A more general question is that of determining the polynomials $f$ over a number field $K$ such that $f(X)-\lambda$ has at least two $K$-rational roots for infinitely many $\lambda \in K$. If these conditions are satisfied, then $F_{f}(X, Y)$ has a factor of genus at most one by Faltings' establishment of the Mordell Conjecture [Fa]. In this light, the present paper may be regarded as a contribution to this problem.

Some problems akin to ours have already been solved. They deal with particular cases of the question of determining all the pairs $f, g$ of polynomials over a number
field $K$, such that their image sets over $K$ have infinite intersection. Again, a factor of $f(X)-g(Y)$ must have genus zero or one. Necessary conditions for this to happen under the assumption $(\operatorname{deg}(f), \operatorname{deg}(g))=1$ are given in $[\mathrm{R}]$ for the genus zero case (see also [Z1]), and in [AZ] for the genus one case. The question regarding the intersection of the value sets of $f$ and $g$ over the ring of integers of $K$ has been fully answered by Bilu and Tichy [BT].

Helge Tverberg determined in [Tv, Ch. 2] the polynomials $F_{f}(X, Y)$ over C with a linear or quadratic factor under the assumption that $f$ is indecomposable (that is, $f$ cannot be written as a composition of two polynomials of degree larger than 1). His result is that $f$ is essentially a cyclic (i.e. of the form $t^{n}$ ) or a Chebyshev polynomial (see Section 2.2 below for a review of known facts about such polynomials). Similarly, Yuri Bilu [B] determined all the polynomials $f(X)-g(Y)$ with a quadratic factor.

Our Theorems 1 and 2 below represent a twofold extension of Tverberg's result: First, we impose a much weaker condition on the factor and, second, we remove the assumption that $f$ is indecomposable. Theorem 1 deals with the polynomials $F_{f}(X, Y)$. We solve first the case where $f$ is indecomposable (Proposition 4.1), then we turn to the general case. Now if $f=S(X)^{r}$ then $F_{f}(X, Y)$ has factors of the form $S(X)-c S(Y)$, where $c \neq 1$ is a root of unity. We must solve the two problems of their reducibility (the case of indecomposable $S$ suffices, and is done in Theorem 3) and of their classification under the assumption they have a genus zero factor. We need only the case where $c$ is a root of unity, but it does no harm to work under the more general assumption $c \in \mathbb{C} \backslash\{0,1\}$. This is done in Theorem 2.

Moreover, we determine also the solutions $X=g(t)$ and $Y=h(t)$ to the equation $f(X)=c f(Y)$ (in both cases where $c=1$ and $c \neq 1$ ): It will be clear upon reading the statements of Theorems 1 and 2 that it will both suffice and save space to write the solutions with $g \neq h$ and for the case of $f$ indecomposable only. (They are given in Propositions 4.7 and 5.6.)

A noteworthy application of the polynomials $F_{f}(X, Y)$ is found in Fried's work [Frl] on the Conjecture of Schur. We use many tools developed by him, in particular Proposition 2.4 below.

Before stating our results, let us spend a word on the notation used. The polynomials $P_{1}, \ldots, P_{6}$ are given later in Definition 2.1: There are polynomials of type $P_{1}$ of degree $n$ for any integer $n \geqslant 3$, whereas the degrees of $P_{2}, \ldots, P_{6}$ are fixed. The cyclic polynomial of degree $n$ is denoted by $Z_{n}(t)$, and $T_{n}$ denotes the Chebyshev polynomial of degree $n$.

THEOREM 1. Let $f(t) \in \mathbb{C}[t]$. The polynomial $F_{f}(X, Y)$ has a genus zero factor if and only if there exist a polynomial $A \in \mathbb{C}[t]$ and a linear polynomial $M \in \mathbb{C}[t]$ such that one of the following cases occur:
(1) $f=A \circ Z_{m} \circ S$ where $m>2$, and $S \in \mathbb{C}[t]$ is such that $S(X)-\zeta S(Y)$ has a genus zero factor for some mth root of unity $\zeta \neq 1$.
(2) $f=A \circ T_{n} \circ M$ with $n>2$.
(3) $f=A \circ P_{1} \circ M$ with $\operatorname{deg}\left(P_{1}\right) \geqslant 4$.
(4) $f=A \circ P_{2} \circ M$.
(5) $f=A \circ P_{3} \circ M$.

In the case (1) if $P(X, Y)$ is a genus zero factor of $F_{f}(X, Y)$ there is a unique mth root of unity $\zeta \neq 1$ such that $P(X, Y)$ divides $S(X)-\zeta S(Y)$. Theorem 2 below characterises such $\zeta$ and $S$.

Theorem 1 is completely explicit in the case where $f$ is indecomposable. In this case $A$ and $S$ are linear. In other words, $f$ is linearly related to one of $Z_{n}, T_{n}, P_{1}, P_{2}$ or $P_{3}$ according to the following definition.

DEFINITION 1.2. Two polynomials $f, g \in \mathbb{C}[t]$ are said to be linearly related (abbreviated: 1.r.) if there exist two nonconstant linear polynomials $\ell_{1}$ and $\ell_{2}$ such that $g=\ell_{2} \circ f \circ \ell_{1}$.

THEOREM 2. Let $f(t) \in \mathbb{C}[t]$ and $c \in \mathbb{C} \backslash\{0,1\}$. The polynomial $f(X)-c f(Y)$ has a genus zero factor if and only if either $f$ is linear or we can find a decomposition $f=f_{0} \circ f_{1}$, where $f_{0}$ is an indecomposable polynomial of degree $n>1$, such that at least one of the following statements holds.
(1) $f_{0}=\alpha Z_{n}$ ( $n$ a prime) and $f_{1}$ is such that $f_{1}(X)-\zeta f_{1}(Y)$ has a genus zero factor for some nth root of unity $\zeta \in \mathbb{C}$.
(2) $f_{0}=\alpha T_{n}$ ( $n$ a prime). If $c \neq-1$, then $n=2$ and $f_{1}$ is linear. If $c=-1$, then either $f=\alpha T_{\operatorname{deg}(f)} \circ M$ for a linear polynomial $M$ or $n>2$ and $f_{1}(X)+f_{1}(Y)$ has a genus zero factor.
(3) $f_{0}=t^{r} g\left(t^{d}\right)$ which is not linearly related to a cyclic or a Chebyshev polynomial where $g$ is a nonconstant polynomial with $g(0) \neq 0$ and $r, d$ are coprime integers with $r>0$ and $d \geqslant 2$; Also, $c$ is a dth root of unity and $f_{1}(X)-c^{r^{\prime}} f_{1}(Y)$ has a genus zero factor where $r^{\prime}$ is an integer satisfying $r r^{\prime} \equiv 1(\bmod d)$.
(4) $f_{0}=\alpha P_{1}$ with $c \neq 1$ and $f_{1}$ is linear.
(5) $f_{0}=\alpha\left(T_{3}+d\right)$ where $d \in \mathbb{C} \backslash\{0, \pm 2\}$, with

$$
c=\frac{d+2}{d-2} \quad \text { or } \quad c=\frac{d-2}{d+2}
$$

and $f_{1}$ is linear.
(6) $f_{0}=\alpha P_{4}$ with $c=-1$ and $f_{1}$ is linear.
(7) $f_{0}=\alpha P_{5}$ with $c=\omega$ or $\omega^{2}$ and $f_{1}$ is linear.
(8) $f_{0}=\alpha P_{6}$ with $c=-1$ and $f_{1}$ is linear.

Suppose $P(X, Y)$ is a genus zero factor of $f(X)-c f(Y)$. In the case (1), $P(X, Y)$ divides $f_{1}(X)-\zeta f_{1}(Y)$ for a unique nth root of unity $\zeta \in \mathbb{C}$. In the case (2) with $c=-1$ and $f \neq \alpha T_{\operatorname{deg}(f)} \circ M, n>2$ the polynomial $P(X, Y)$ divides $f_{1}(X)+f_{1}(Y)$ but not $f(X)+f(Y) / f_{1}(X)+f_{1}(Y)$. In the case (3), $P(X, Y)$ divides $f_{1}(X)-c^{r^{\prime}} f_{1}(Y)$.

Let us consider case (1) of Theorem 1 and suppose $S$ is not linear. We may apply Theorem 2 below with $S$ in place of $f:$ the result is that there is a decomposition $S=f_{0} \circ f_{1}$ where $f_{0}$ is an explicitly given indecomposable polynomial and $f_{1}$ also satisfies the assumptions of Theorem 2. Repeated application of Theorem 2 thus gives a functional decomposition of $S$, which, by Ritt's theory, is essentially unique (see for example [To]).

Consider now the polynomials of Theorem 2(3). It is an easy fact that $f(t)=t^{r} g\left(t^{d}\right)$ if and only if $f(t)$ satisfies an equation $f(\zeta t)=c f(t)$ where clearly $c=\zeta^{\operatorname{deg}(f)}=\zeta^{r}$ and $\zeta$ is a $d$ th root of unity. Such a polynomial is not necessarily indecomposable, but all its composition factors are of the same type: this is easily seen by the argument of [Z2, Lemma 6].

THEOREM 3. Let $f \in \mathbb{C}[t]$ be indecomposable and such that $f(X)-c f(Y)-c^{\prime}$, where $c \in \mathbb{C}^{*}$ and $c^{\prime} \in \mathbb{C}$, is reducible. If $c=1$, then $c^{\prime}=0$. If $c \neq 1$, we may replace $f(t)$ by $f(t)+c^{\prime} /(1-c)$ to assume $c^{\prime}=0$. Then we fall into one of the following cases.
(1) $f(t)=a(t+b)^{n}$. For some $a \in \mathbb{C}^{*}, b \in \mathbb{C}$. Now $c$ can be any complex number.
(2) $f(t)=a T_{n}(t+b)$ (with $n$ an odd prime) for some $a \in \mathbb{C}^{*}, b \in \mathbb{C}$. Now $c=-1$.
(3) $f(t)=(t+b)^{r} g\left((t+b)^{d}\right)$ for some $b \in \mathbb{C}$, for some coprime integers $r>0, d \geqslant 2$ and some nonconstant $g \in \mathbb{C}[t]$. Also, $c$ must be a dth root of 1 .

It is worth observing that in all three cases of the above theorem the polynomial $f(X)-c f(Y)$ is indeed reducible. To show this, observe that $\operatorname{deg}(f)>1$. Case (1) is trivial, and the factorisation in case (2) is well known (see Proposition 2.2 below). In case (3) assume $b=0$ for simplicity: Since $f(\zeta X)=c f(X)$ where $c=\zeta^{r} \neq 1$ for a suitable $d$ th root of unity $\zeta$, we see at once that $X-\zeta Y$ divides $f(X)-c f(Y)$.

We shall deduce Theorem 3 from a property of certain automorphisms of permutation groups for which we have found no reference: as far as we know this is a new result. We state it separately.

THEOREM 4. Let $G$ be a doubly transitive subgroup of $\Sigma_{n}$ (the symmetric group on $n$ letters) containing an $n$-cycle $\gamma$ and let $\phi$ be an automorphism of $G$ fixing $\gamma$. Denote by $G_{i}$ the stabiliser of $i$ in $G$. Then either $\phi\left(G_{1}\right)$ is transitive or $\phi$ is induced by a conjugation in $\Sigma_{n}$.

It is possible to derive this result as a consequence of the Classification of the Finite Simple Groups (CFSG). However, we think it is worthwhile to provide CFSG-free proofs whenever possible. The combination of techniques used in our proof also seems to be new.

In Section 2 we shall set up some definitions, and summarize the relevant material on Chebyshev polynomials and a genus formula. Section 3 is devoted to the study of the reducibility of polynomials of the form $f(X)-c f(Y)-c^{\prime}$ (Theorems 3 and 4),
necessary in the proofs of our first two theorems, which are presented in the last two sections.

## 2. Auxiliary Definitions and Results

### 2.1. THE SPORADIC POLYNOMIALS

We now define the polynomials $P_{1}, \ldots, P_{6}$. As usual, $\omega$ denotes a fixed primitive cubic root of unity.

## DEFINITION 2.1.

$$
\begin{aligned}
& P_{1}(t)=P_{1}(t ; l, m):=t^{l}(t+1)^{m} \quad \text { with } l \text { and } m \text { coprime and } l+m \geqslant 3 . \\
& P_{2}(t)=P_{2}(t ; a, b):=t(t+a)^{2}(t+b)^{2}, \quad \text { where } a, b \in \mathbb{C}^{*} \text { satisfy the equation } \\
& 9 a^{2}-2 a b+9 b^{2}=0 . \\
& P_{3}(t)=P_{3}(t ; a, b):=t(t+a)^{3}(t+b)^{3}, \quad \text { where } a, b \in \mathbb{C}^{*} \text { satisfy } a^{2}-5 a b+8 b^{2}=0 . \\
& P_{4}(t)=P_{4}(t ; a, b):=t^{4}-\frac{4}{3}(a+b) t^{3}+2 a b t^{2}, \quad \text { where } a, b \in \mathbb{C}^{*} \text { satisfy } \\
& a^{2}-\xi a b+b^{2}=0 \text { with } \xi^{2}-2 \xi+2=0 . \\
& P_{5}(t)=P_{5}(t ; a, b):=t^{4}-\frac{4}{3}(a+b) t^{3}+2 a b t^{2}+1, \quad \text { where } \\
& \quad(a+\bar{\omega})^{3}+2=0 \quad \text { and } \quad b+1=(1-a) \omega . \\
& P_{6}(t)=P_{6}(t ; a, b):=t(t+a)^{2}(t+b)^{2}, \quad \text { where } a, b \in \mathbb{C}^{*} \text { satisfy } \\
& a^{2}-\frac{22+5 \xi}{9} a b+b^{2}=0 \quad \text { and } \quad \xi^{2}+\xi+4=0 .
\end{aligned}
$$

These polynomials define covers of the Riemann Sphere ramified over at most four points, as it will be clear from the proofs. Some of them have been already been found independently while investigating three points ramified covers: For example, Birch gives in [Schn, Page 41] the polynomial $t^{3}\left(t^{2}+5 t+40\right)=(t-3)\left(t^{2}+4 t+24\right)^{2}$ +1728 , which is 1.r. to $P_{2}(t)$. His $(t+3)^{3}(t-2)^{2}=t^{2}\left(t^{3}+5 t^{2}-5 t-45\right)+108$ is 1.r. to $P_{1}(t ; 3,2)$.

### 2.2. CHEBYSHEV POLYNOMIALS

Following [Sch1] we define the normalised Chebyshev polynomials $T_{d}(X)$ by

$$
T_{0}(X)=2, \quad T_{1}(X)=X, \quad T_{d+1}(X)=X T_{d}(X)-T_{d-1}(X)
$$

They are precisely the polynomials such that

$$
T_{d}\left(z+z^{-1}\right)=z^{d}+z^{-d}
$$

They also satisfy the relation $T_{d} \circ T_{e}=T_{d e}=T_{e} \circ T_{d}$.

PROPOSITION 2.2. The polynomials $T_{n}(X) \pm T_{n}(Y)$ split into factors of degree at most two. More precisely, if we define

$$
\begin{align*}
\Upsilon_{n, k}(X, Y) & =X^{2}-2 X Y \cos (\pi k / n)+Y^{2}-4 \sin ^{2}(\pi k / n), \\
\Psi_{n}(X, Y) & =(X-Y) \prod_{1 \leqslant k \leqslant \frac{n-1}{2}} \Upsilon_{n, k}(X, Y) \tag{1}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{n}(X, Y)=\prod_{\substack{1 \leq k<n \\ k \equiv 1(\bmod 2)}} \Upsilon_{n, k}(X, Y) \tag{2}
\end{equation*}
$$

then

$$
T_{n}(X)-T_{n}(Y)= \begin{cases}(X+Y) \Psi_{n}(X, Y) & \text { if } n \text { is even }  \tag{3}\\ \Psi_{n}(X, Y) & \text { if } n \text { is odd }\end{cases}
$$

and

$$
T_{n}(X)+T_{n}(Y)= \begin{cases}\Phi_{n}(X, Y) & \text { if } n \text { is even }  \tag{4}\\ (X+Y) \Phi_{n}(X, Y) & \text { if } n \text { is odd }\end{cases}
$$

The factors in the right-hand side of (1) and of (2) are absolutely irreducible.

We do not know the first instances of these formulae. A proof of (3) can be found in [Sch2]. Formula (4), which is an easy corollary of (3), is in [DLS].

PROPOSITION 2.3 ([Sch 1, Lemma 9 on page 26]). Let $K$ be a field. The equation

$$
\left(Q(t)-q_{1}\right)\left(Q(t)-q_{2}\right)=\left(t-\xi_{1}\right)\left(t-\xi_{2}\right) R^{2}(t)
$$

with $q_{1}, \quad q_{2}, \quad \xi_{1}, \quad \xi_{2} \in K, \quad q_{1} \neq q_{2}, \quad \xi_{1} \neq \xi_{2} \quad$ and $Q, R \in K[t]$ implies $Q(t)=L \circ$ $T_{\operatorname{deg}(Q)} \circ M^{-1}$, where

$$
L(t)= \pm \frac{\left(q_{1}-q_{2}\right)}{4} t+\frac{\left(q_{1}+q_{2}\right)}{2} \quad \text { and } \quad M(t)=\frac{\left(\xi_{1}-\xi_{2}\right)}{4} t+\frac{\left(\xi_{1}+\xi_{2}\right)}{2}
$$

PROPOSITION 2.4 ([Fr1, Theorem 1]). Let $f(X) \in \mathbb{C}[X]$ be an indecomposable polynomial. If $f(X)$ is not linearly related to a cyclic or a Chebyshev polynomial, then $(f(X)-f(Y)) /(X-Y)$ is absolutely irreducible.

### 2.3. THE GENUS FORMULA

A rational function $f(t) \in \mathbb{C}(t)$ is viewed as a map from $\mathbb{P}^{1}:=\mathbb{P}^{1}(\mathbb{C})$ to itself, and expressions like $f(\infty)$ and $f\left(t_{0}\right)=\infty$ are allowed.

Write $f=f_{1} / f_{2}$ where $f_{1}$ and $f_{2}$ are coprime polynomials. The degree of $f$ is defined as $\max \left\{\operatorname{deg}\left(f_{1}\right), \operatorname{deg}\left(f_{2}\right)\right\}$. The degree so defined is multiplicative with respect to composition.

For any $f(t) \in \mathbb{C}(t)$ let $\Omega_{f}$ denote the splitting field of $f(t)-Z$ in a fixed algebraic closure of $\mathrm{C}(Z)$ (if we write $f=f_{1} / f_{2}$ as above, $\Omega_{f}$ is the splitting field of $\left.f_{1}(t)-f_{2}(t) Z\right)$.

For any extension $\Omega / \mathbb{C}(Z)$, an infinite place of $\Omega$ is a place lying above the place of $\mathrm{C}(Z)$ corresponding to $Z=\infty$ (which is the infinite place of $\mathrm{C}(Z)$ ).

DEFINITION 2.5. For $f(X) \in \mathbb{C}(X)$ and $\lambda \in \mathbb{P}^{1}$ let $h(\lambda)$ be the number of the distinct roots of $f(X)-\lambda$, and $r_{1}(\lambda), \ldots, r_{h}(\lambda)$, with $h=h(\lambda)$, be their multiplicities. Let $\mu(\lambda)=\mu_{f}(\lambda)$ be the number of simple roots of $f(t)-\lambda^{\star}$.

For $g(Y) \in \mathbb{C}(Y)$, consider $g(Y)-\lambda$ and define $k(\lambda)$ and $s_{1}(\lambda), \ldots, s_{k}(\lambda), k=k(\lambda)$ in an analogous way.

PROPOSITION 2.6 ([Fr3, Proposition 2]). Let $f(t), g(t) \in \mathbb{C}(t)$ and define the numbers $h(\lambda), k(\lambda) r_{i}(\lambda)$ and $s_{j}(\lambda)$ as in 2.5 for all $\lambda \in \mathbb{P}^{1}:=\mathbb{P}^{1}(\mathbb{C})$.

If $f(X)-g(Y)$ is irreducible, then it defines a curve of genus $\mathfrak{g}$, where

$$
\begin{equation*}
2(\operatorname{deg}(f)+\mathfrak{g}-1)=\sum_{\lambda \in \mathbb{P}^{\mathrm{P}}} \sum_{i=1}^{h(\lambda)} \sum_{j=1}^{k(\lambda)}\left(r_{i}(\lambda)-\left(r_{i}(\lambda), s_{j}(\lambda)\right)\right) . \tag{5}
\end{equation*}
$$

If $(f(X)-f(Y)) /(X-Y)$ is irreducible then it defines a curve of genus $\mathfrak{g}$, where

$$
\begin{equation*}
2(\operatorname{deg}(f)+\mathfrak{g}-2)=\sum_{\lambda \in \mathbb{P}^{\mathrm{P}}} \sum_{i=1}^{h(\lambda)} \sum_{j=1}^{h(\lambda)}\left(r_{i}(\lambda)-\left(r_{i}(\lambda), r_{j}(\lambda)\right)\right) . \tag{6}
\end{equation*}
$$

DEFINITION 2.7. Let $f(t)$ be a polynomial. We call $\lambda$ a special point for $f$ if and only if $\mu_{f}(\lambda)<n$ (i.e. if $f(t)-\lambda$ has a multiple root). We denote by $\Lambda(f)$ the set of the special points of $f$.

The special points of $f$ are precisely the finite branch points of the cover $\mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ given by $X \mapsto f(X)$. Then formula (5) gives the genus of the fibred product of the covers $f$ and $g$.

## 3. Reducibility of $f(X)-c f(Y)-c^{\prime}$

In this Section we shall give proofs of Theorems 3 and 4.
Davenport, Lewis and Schinzel [DLS] posed the general problem of the reducibility of arbitrary polynomials $f(X)-g(Y)$. Fried [ Fr 2 ] solved the case where at least one of $f, g$ is indecomposable, assuming a conjecture in group theory which has been later proved a consequence of the CFSG: Cassou-Noguès and Couveignes [CC] make Fried's results in some sense more explicit and review the required tools. The general case when $f$ and $g$ are not indecomposable is still open.

As already mentioned, the case that interests us can be solved without resorting to CFSG, the crucial step being provided by Theorem 4.

[^0]Proof of Theorem 4. We may assume $n \geqslant 3$. Suppose that $\phi\left(G_{1}\right)$ is intransitive. We have to prove that $\phi$ is induced by a conjugation in $\Sigma_{n}$.

The proof is divided in two parts. In the first part, we shall consider the natural representation $\rho$ of $G$ in $\mathrm{GL}_{n}(\mathbb{C})$ : We shall show that $\rho$ and $\rho \circ \phi$ are isomorphic, i.e. there exists a matrix $M$ such that $M \rho(g) M^{-1}=\rho(\phi(g))$ for all $g$ in $G$. We also find a matrix $N$ closely related to $M$ and of finite order. In the second part we shall use the eigenvalues of $N$ to construct relations involving roots of unity, to which we shall apply certain arithmetical considerations to deduce that $M$ can be replaced by a permutation matrix (i.e. the conclusion of the theorem).

Part 1: permutation representations and matrix action. We may assume that $G$ acts on $\Omega:=\{1,2, \ldots, n\}$, which we identify with $Z / n Z$, and that $\gamma$ is the cycle $(1,2, \ldots, n)$. We shall use simple facts from the theory of linear representation of finite groups, for which we refer to [Se].

We consider the representation $\rho$ of $G$ in $\mathrm{GL}_{n}(\mathrm{C})$ associated to the action of $G$ on $\Omega$ : If $e_{1}, \ldots, e_{n}$ is the canonical basis of $\mathbb{C}^{n}$, we define $\rho(g)$, for $g \in G$, to be the linear map sending $e_{i}$ to $e_{g(i)}$. It is well known (see, e.g. [Se, Section 2.4, Exercise 2.6]) that $\rho$ is the sum of two irreducible representations. One is the unit representation and the corresponding space $U$ is one dimensional generated by $v_{1}:=\sum e_{i}$. The other one is a degree $n-1$ representation $\rho_{1}$ : The corresponding space consists of the vectors whose coordinates in the basis $\left\{e_{i}\right\}$ sum up to zero and a basis for it is given by the vectors $v_{j}:=e_{1}-e_{j}$ for $2 \leqslant j \leqslant n$.

Denote by $H$ the orbit of $1 \in \Omega$ under $\phi\left(G_{1}\right)$ and define $H+t:=\{x+t: x \in H\}$.
We can assume without loss of generality that 1 belongs to a smallest orbit of $\phi\left(G_{1}\right)$ on $\Omega$, so $h:=\# H \leqslant n / 2$.

Let $\rho^{*}:=\rho \circ \phi$. We proceed to show that $\rho$ and $\rho^{*}$ are isomorphic representations.
Define $e_{t}^{*}=\sum_{x \in H+(t-1)} e_{x}$ for $1 \leqslant t \leqslant n$. If $g \in G$ and $g s=t$, then we can write $g=\gamma^{t-1} g_{1} \gamma^{-(s-1)}$ with $g_{1} \in G_{1}$, which shows that $\phi(g)(H+(s-1))=H+(t-1)$. Therefore the sets $H+t$ form one $G$-orbit. Equivalently, the vectors $\left\{e_{t}^{*}\right\}$ are conjugate under the action of $\rho(G)$. They span a $\rho(G)$-invariant subspace of $\mathbb{C}^{n}$ of dimension larger than 1 (since we assumed $\phi\left(G_{1}\right)$ intransitive, we may find $t$ such that $1 \notin H+(t-1)$ : thus $e_{1}^{*}$ and $e_{t}^{*}$ are linearly independent) and containing $U$, therefore they span the whole space and are linearly independent.

Moreover if $\rho(g) e_{s}=e_{t}$ then $\rho^{*}(g) e_{s}^{*}=e_{t}^{*}$, implying that the representation $\rho^{*}$ is obtained from $\rho$ by a change of representation module. In particular

$$
\begin{equation*}
M \rho(g) M^{-1}=\rho^{*}(g)=\rho(\phi(g)) \quad \text { for all } g \in G \tag{7}
\end{equation*}
$$

where $M$ is the basis change matrix from the basis $\left\{e_{i}^{*}\right\}$ to the basis $\left\{e_{i}\right\}$, whose column vectors are the coordinates of the $e_{i}^{*}$ with respect to the basis $\left\{e_{i}\right\}$. It is a so-called circulant matrix. (A matrix is called circulant if, for each column vector $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)^{t}$ the next column at its right is given by $\left(y_{n-1}, y_{0}, \ldots, y_{n-2}\right)^{t}$.) Each of its entries are either 0 or 1 .

We note at once that if $h=1$, then $M$ is a permutation matrix and thus $\phi$ is induced by a conjugation by a suitable power of $\gamma$ : it suffices to look at the position of the unique entry 1 in each of the columns.

Therefore we shall suppose from now on that $h \geqslant 2$ and derive a contradiction.
Let $\phi$ have order $r$. Then, by (7), $M^{r} \rho(g) M^{-r}=\rho\left(\phi^{r}(g)\right)=\rho(g)$ for $g \in G$, so $M^{r}$ lies in the centraliser $\mathcal{C}$ of $\rho(G)$ in $\mathrm{GL}_{n}(\mathrm{C})$.

In view of the above decomposition of $\rho, \mathcal{C}$ is conjugate to the group $\mathcal{D}$ of diagonal $n \times n$ nonsingular matrices of the form $\operatorname{diag}(c, d, \ldots, d)$. (This follows from the irreducibility of $\rho_{1}$, taking into account e.g. Schur's Lemma [Se, Section 2.2, Prop. 4].) In fact $\mathcal{D}=X^{-1} \mathcal{C} X$ where $X$ is the basis change matrix whose column vectors are the coordinates of $v_{1}, v_{2}, \ldots, v_{n}$ with respect to the canonical basis $\left\{e_{i}\right\}$. It follows that the elements of $\mathcal{C}$ have the form $a I+b J$ where $J$ is the matrix whose entries are all equal to 1 (it suffices to verify that $X \operatorname{diag}(c, d, \ldots, d)=(d I+(c-d) /(n) J) X)$.

In particular $M^{r}=a I+b J$ for some $a \in \mathbb{C}^{*}, b \in \mathbb{C}$.
Consider the equation $(y M+z J)^{r}=I$ for unknowns $y \in \mathbb{C}^{*}$ and $z \in \mathbb{C}$. Using the fact that $J M=M J=h J$ and $J^{2}=n J$ we see that

$$
(y M+z J)^{r}=a y^{r} I+\left(b y^{r}+\sum_{t=1}^{r}\binom{r}{t}(y h)^{r-t} n^{t-1} z^{t}\right) J .
$$

Fix any $y_{0}$ such that $y_{0}^{r}=1 / a$ and observe that the coefficient of $J$ in the above expansion, upon setting $y=y_{0}$, is a nonconstant polynomial in $z$, so it has a root $z_{0}$. Hence $\left(y_{0} M+z_{0} J\right)^{r}=I$. Put $N:=y_{0} M+z_{0} J$.

Now $N$ is a circulant matrix such that $N^{r}=I$ whose entries take only two values, namely $z_{0}$ and $y_{0}+z_{0}$, the latter taken exactly $h$ times in each column. It can be proved that $N$ acts on $\rho(G)$ like $M$, i.e. that $M \rho(g) M^{-1}=N \rho(g) N^{-1}$ for all $g \in G$. As we shall not make use of this fact, its proof is omitted.

Part 2 : constructing relations among roots of unity. It is well known how to compute the eigenvalues of a $n \times n$ circulant matrix, e.g. by noting that, for a primitive $n$th root of unity $\theta$, the nonsingular matrix $\Xi:=\left(\theta^{i j}\right)_{i, j=0}^{n-1}$ diagonalises it. The result is that the eigenvalues of a circulant matrix whose first column is the vector $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)^{t}$, say, are the numbers $y_{0}+\theta^{k} y_{1}+\cdots+\theta^{(n-1) k} y_{n-1}$ for $0 \leqslant k<n$. In particular those of $N$, which are $r$ th roots of unity, are given by $\xi_{k}=$ $\left(y_{0}+z_{0}\right) \sum_{t \in H} \theta^{t k}+y_{0} \sum_{t \notin H} \theta^{t k}$ for $0 \leqslant k<n$. Put

$$
\sigma(k):=\sum_{t \in H} \theta^{t k} \quad \text { and } \quad \lambda:=\frac{1}{z_{0}} .
$$

Then

$$
\begin{equation*}
\sigma(k)=\xi_{k} \lambda \quad \text { for } k \not \equiv 0(\bmod n) \quad \text { and } \quad \sigma(0)=h \tag{8}
\end{equation*}
$$

Multiplying $N$, and thus also $y_{0}, z_{0}$, by a suitable $r$ th root of unity, we can assume without loss of generality that $\xi_{1}=1$, so $\lambda=\sigma(1) \in \mathbb{Z}[\theta]$.

We have, by Parseval's formula,

$$
|\lambda|^{2}(n-1)=\sum_{k=1}^{n-1}|\sigma(k)|^{2}=\sum_{k=0}^{n-1} \sigma(k) \overline{\sigma(k)}-h^{2}=n h-h^{2}=h(n-h) .
$$

Put

$$
m:=|\lambda|^{2}=\frac{h(n-h)}{n-1}
$$

The number $\lambda=\sigma(1)$ being an algebraic integer, $m \in \mathbb{N}$. As $h \neq 1, n-1$ we have $m>1$.
If $n$ is even, then $\sigma(n / 2)$ is a rational integer, so the equation $m=|\lambda|^{2}=|\sigma(n / 2)|^{2}$ implies that $m$ is a square. This however holds also for odd $n$, as we shall now see.

If $k \not \equiv 0(\bmod n)$ we have $m=|\lambda|^{2}=|\sigma(k)|^{2}=\sigma(k) \sigma(-k)=\lambda^{2} \xi_{k} \xi_{-k}$. Also, $\lambda^{2}=$ $\xi_{k}^{-2} \sigma(k)^{2}$, whence

$$
m=\xi_{k}^{-1} \xi_{-k} \sigma(k)^{2} \in \mathbb{Z}\left[\theta^{k}\right] .
$$

This implies in particular that $\xi_{k}^{-1} \xi_{-k}$ is a root of unity in $Q\left(\theta^{k}\right)$, whence it is $\pm \mathrm{a}$ power of $\theta^{k}$.

Let now $p$ be a prime dividing $n$ (so $p$ is odd). We consider the last displayed relation, with $k=n / p$. In this case, one of the two numbers $\pm \xi_{k}^{-1} \xi_{-k}$ is a $p$ th root of unity, so $\pm m$ is a square in $Q\left(\theta^{k}\right)$, for a suitable choice of the sign. Since the unique quadratic subfield of $Q\left(\theta^{k}\right)$ is (for $\left.k=n / p\right)$ one of the fields $Q(\sqrt{ \pm p})$, we deduce that either $m=u^{2}$ or $m=p u^{2}$ for some positive integer $u$.
If $m$ is of the form $p u^{2}$, then $n$ must be a power of $p$ (otherwise we apply the above argument with two distinct prime factors of $n$ to get a contradiction). But then the equality $m=\frac{h(n-h)}{n-1}$ implies that $p$ divides $m$ with even exponent: in fact, if $p$ divides $m$, then it must divide $h$ (because $(n-1) m=h(n-h) \equiv-h^{2}(\bmod p)$ ). And now, if $p^{a} \| h$ then $p^{a} \| n-h$, so $p^{2 a} \| m$. This is a contradiction, thus in any case $m=u^{2}$ is a square and

$$
\begin{equation*}
\frac{h(n-h)}{n-1}=m=u^{2} . \tag{9}
\end{equation*}
$$

Also, $\lambda= \pm u \theta^{q}$ for some integer $q$. In fact, equations (8) imply that

$$
\lambda^{2} \xi_{k} \xi_{-k}=\sigma(k) \sigma(-k)=|\sigma(k)|^{2}=m=u^{2}
$$

so $\lambda / u$ is a root of unity which lies in $Q(\theta)$ (since $\lambda$ does), and the conclusion follows.
Since $\lambda \equiv 0(\bmod u)$, we have by $(8)$ that $\sigma(k) \equiv 0(\bmod u)$ for $k \not \equiv 0(\bmod n)$. Pick now $s \in \Omega \backslash H$. Applying Fourier inversion to the defining expression for $\sigma(k)$ yields

$$
\sum_{k=0}^{n-1} \sigma(k) \theta^{-s k}=\sum_{t \in H}\left(\sum_{k=0}^{n-1} \theta^{(t-s) k}\right)=0 .
$$

This implies that the congruence $\sigma(k) \equiv 0(\bmod ) u$ holds in fact for all integers $k$.

Let now $p$ be a prime factor of $u$ (if $u=1$, then $h=1$ or $h=n-1$ by (9), two cases which we exclude) and write $n=P Q$ where $P$ is a power of $p$, say $P=p^{a}$ (possibly $P=1$ ), and $Q$ is a positive integer coprime to $p$. Also, write $\theta=\pi \chi$, where $\pi$ (resp. $\chi$ ) is a primitive $P$ th (resp. $Q$ th) root of unity. Let $x$ and $y$ be arbitrary integers. By the Chinese Remainder Theorem we may find an integer $k=k(x, y)$ such that $k \equiv$ $x(\bmod P)$ and $k \equiv y(\bmod Q)$. Then $\pi^{k}=\pi^{x}$ and $\chi^{k}=\chi^{y}$, so $\theta^{t k}=\pi^{t x} \chi^{t y}$. Therefore, for all pairs of integers $x, y$ we have

$$
\sigma(k)=\sum_{t \in H} \pi^{t x} \chi^{t y} \equiv 0(\bmod u)
$$

By Fourier inversion with respect to $y$, we obtain that

$$
Q \sum_{\substack{t \in H \\ t \equiv t_{0}(\bmod Q)}} \pi^{t x}=\sum_{y=0}^{Q-1}\left(\sum_{t \in H} \pi^{t x} \chi^{t y}\right) \chi^{-t_{0} y} \equiv 0(\bmod u)
$$

for all pairs of integers $t_{0}, x$. Since $p$ divides $u$ and does not divide $Q$, we find

$$
\begin{equation*}
\sum_{\substack{t \in H \\ t \equiv t_{0}(\bmod Q)}} \pi^{t x} \equiv 0(\bmod p) \tag{10}
\end{equation*}
$$

Put now $x=1$. We may pick $t_{0}$ such that the 1.h.s. of (10) does not vanish, for otherwise $\sigma(k)$ would vanish for some $k$ (actually for all $k \equiv 1(\bmod P)$ ). Also, no two terms in this sum can be equal, for they would correspond to distinct values $t, t^{\prime} \in \Omega$ such that $t \equiv t^{\prime}$ both modulo $Q$ and modulo $P$. Hence, on putting $\epsilon_{t}=1$ if $t$ is congruent modulo $P$ to some element of $H$ and $t \equiv t_{0}(\bmod Q)$, and $\epsilon_{t}=0$ otherwise, equation (10) becomes

$$
0 \neq T:=\sum_{t=0}^{P-1} \epsilon_{t} \pi^{t} \equiv 0(\bmod p)
$$

Now $\pi$ has degree $f:=\varphi(P)=(p-1) p^{a-1}$ over Q , with minimal polynomial $\Phi(X):=\left(X^{p^{a}}-1\right) /\left(X^{p^{a-1}}-1\right)=1+X^{p^{a-1}}+\cdots+X^{f}$. We may use the equation $\Phi(\pi)=0$ to express a power $\pi^{b}$, for $P>b \geqslant f$, as the sum $-\pi^{b-f}-\cdots-\pi^{b-p^{a-1}}$. In this way we obtain a (possibly) new expression for $T$, namely

$$
T=\sum_{t=0}^{f-1}\left(\epsilon_{t}-\epsilon_{t_{*}}\right) \pi^{t}
$$

where $t_{*}$ is the unique integer $\equiv t\left(\bmod p^{a-1}\right)$ and such that $f \leqslant t_{*}<P$.
Further, every algebraic integer in $Q(\theta)$ lies in $Z[\theta]$, whence it may be written uniquely as a linear combination of $1, \pi, \ldots, \pi^{f-1}$ with coefficients in Z. Upon writing $T=u \xi$, where $\xi$ is an algebraic integer, we see that $p$ divides $\epsilon_{t}-\epsilon_{t_{*}}$ (in $\mathbb{Z}$ ) for $t=0, \ldots, f-1$. But $\epsilon_{t}-\epsilon_{t_{*}} \in\{0, \pm 1\}$ (and $p \geqslant 2$ ), so all these differences vanish and $T=0$. This contradiction finally proves the Theorem.

LEMMA 3.1. (i) Let $f, g \in \mathbb{C}(X)$ with $f$ indecomposable. If $f(X)-g(Y)$ is reducible, then $\Omega_{g} \supseteq \Omega_{f}$. Therefore if also $g$ is indecomposable then $\Omega_{f}=\Omega_{g}$.
(ii) If, further, $f$ and $g$ are both indecomposable polynomials then they have the same degree and the same special points.

Proof. (i) Let $x_{1}$ and $y_{1}$ be algebraic over $\mathrm{C}(Z)$ and satisfying $f\left(x_{1}\right)=g\left(y_{1}\right)=Z$. By assumption $p:=\left[\mathrm{C}\left(x_{1}, y_{1}\right): \mathrm{C}\left(x_{1}\right)\right]<n:=\operatorname{deg}(g)$. As $f$ is indecomposable, there are no fields properly intermediate between $\mathbb{C}(Z)$ and $\mathbb{C}\left(x_{1}\right)$ by Lüroth's Theorem. Thus $\Omega_{g} \cap \mathbb{C}\left(x_{1}\right)$ can only be one of these fields. If $\Omega_{g} \cap \mathbb{C}\left(x_{1}\right)=\mathbb{C}(Z)$ then, by simple Galois theory $g(Y)-Z$ remains irreducible over $\mathrm{C}\left(x_{1}\right)$, i.e. $p=n$. Hence we must have $\Omega_{g} \supseteq \mathrm{C}\left(x_{1}\right)$ and $\Omega_{g} \supseteq \Omega_{f}$ follows.
(ii) An infinite place of $\Omega_{f}$ (resp. $\Omega_{g}$ ) has ramification index over $\mathrm{C}(Z)$ equal to $\operatorname{deg}(f)($ resp. $\operatorname{deg}(g))$ : the equality of degrees follows. Let $x_{1}, y_{1}$ algebraic be such that $f\left(x_{1}\right)=g\left(y_{1}\right)=Z$. Now, $\lambda$ is a special point for $f$ (resp. $g$ ) if and only if it corresponds to a place of $\mathbb{C}(Z)$ which ramifies in $\mathbb{C}\left(x_{1}\right)$ (resp. $\mathbb{C}\left(y_{1}\right)$ ). Every point of $\mathrm{C}(Z)$ ramified in $\mathrm{C}\left(x_{1}\right)$ must be ramified also in $\Omega_{f}$, hence must be ramified in $\mathbb{C}\left(y_{1}\right)$. Then $\Lambda(f) \subseteq \Lambda(g)$. By symmetry we conclude.

Proof of Theorem 3. Write $n:=\operatorname{deg} f$. Let $Z$ be an indeterminate over $\mathbb{C}$. Denote by $\Omega$ (resp. $\Omega^{*}$ ) the splitting field of $f(X)-Z$ (resp. $c f(Y)+c^{\prime}-Z$ ) in a fixed algebraic closure of $\mathrm{C}(Z)$. By Lemma 3.1 we know that $\Omega^{*}=\Omega$ and that $f(X)$ and $c f(Y)+c^{\prime}$ have the same special points. Hence $c^{\prime}=0$ if $c=1$, proving the first assertion. In the following assume then $c \neq 0,1, c^{\prime}=0$. Now $c \Lambda=\Lambda$ and either $\Lambda=\{0\}$ or $c$ must be a root of unity.

If $\Lambda=\{0\}$ we have $f(t)=a(t+b)^{n}$ and we fall in the first case.
Henceforth suppose that there is some nonzero special point. This already implies that $c$ is a root of unity. Since $c \neq 1$, we see that $\# \Lambda \geqslant 2$. In particular $f$ cannot be 1.r. to a cyclic polynomial.

Assume that $f$ is 1.r. to $T_{n}$, so we may assume in fact $f(t)=T_{n}(t)+d$ (here $n$ must be prime since $f$ is indecomposable). Now, $\Lambda=\{d+2, d-2\}$. Therefore $c$ has order 2 , whence $c=-1$. Hence $d+2=-(d-2)$, i.e. $d=0$ and we fall in case (2). Note that $T_{n}$ is odd for odd $n$, so in fact $T_{n}(X)+T_{n}(Y)$ is reducible in those cases.

Therefore it remains to prove that: If $f$ is an indecomposable polynomial not 1.r. to a cyclic or to a Chebyshev one and $f(X)-c f(Y)$ is reducible, then $f(X)=$ $c f(L(Y))$ for a suitable linear polynomial $L$.

Let $\mathcal{X}=\left\{x_{1}, \ldots, x_{n}\right\}\left(\right.$ resp. $\left.\mathcal{Y}=\left\{y_{1}, \ldots, y_{n}\right\}\right)$ be the set of the roots of $f(X)-Z$ (resp. $c f(Y)-Z$ ), and $\Gamma$ (resp. $\Gamma^{*}$ ) the Galois $\operatorname{group} \operatorname{Gal}\left(\Omega / \mathbb{C}(Z)\right.$ ) (resp. $\operatorname{Gal}\left(\Omega^{*} /\right.$ $\mathrm{C}(Z))$ ). (For the moment we forget that $\Omega=\Omega^{*}$.)

We now embed $\Omega / \mathrm{C}(Z)$ into a Laurent series field. We use $[\mathrm{V}, \mathrm{Ch} .2]$ as a reference throughout. Choose an extension $\mathfrak{p}$ of the place of $\mathbb{C}(Z)$ corresponding to $Z=\infty$ to $\Omega$, and denote by $G_{\mathfrak{p}}$ its inertial group, which is cyclic of order $n$. Let $\Omega_{\mathfrak{p}}$ be the $\mathfrak{p}$-adic completion of $\Omega$. As the base field $\mathbb{C}$ is algebraically closed and of zero characteristic, an element $t \in \Omega_{\mathfrak{p}}$ can be found such that $\Omega_{\mathfrak{p}}=\mathrm{C}((t))$ and $t^{n}=Z^{-1}$. The Galois group of $\Omega_{\mathfrak{p}} / \mathbb{C}((1 / Z))$ is $G_{\mathfrak{p}}$. The elements of $G_{\mathfrak{p}}$ are represented by $t \mapsto \xi t$ where $\xi^{n}=1$ (more
precisely, $\sum_{i \geqslant N} b_{i} t^{i} \mapsto \sum_{i \geqslant N} b_{i}(\xi t)^{i}$. Now let $g_{\infty}$ be a generator of $G_{\mathfrak{p}}$. It is (by restriction) an element of $\Gamma$ and we can index the roots $\mathcal{X}$ so that

$$
g_{\infty}\left(x_{j}\right)=x_{j+1}
$$

The place of $\mathrm{C}((t)) / \mathrm{C}\left(\left(\frac{1}{Z}\right)\right)$ over $Z=\infty$ is ramified with index $n$. Let $v$ be the associated valuation: The corresponding maximal ideal of $\mathbb{C}[[t]]$ is generated by the uniformising parameter $t$. Then $v\left(\frac{1}{Z}\right)=n$ and $v\left(x_{j}^{-1}\right)=1$ for all $j$. We can write

$$
x_{1}^{-1} \equiv a_{1} t\left(\bmod t^{2} \mathbb{C}[[t]]\right)
$$

with $a_{1} \neq 0$. Similar expressions hold for the other roots. Therefore there exists a nonzero $\zeta \in \mathbb{C}$ such that $x_{2}^{-1} \equiv a_{1} \zeta t\left(\bmod t^{2} \mathrm{C}[[t]]\right)$. Now $v\left(\zeta x_{1}^{-1}-x_{2}^{-1}\right)>1$, whence $v\left(\zeta x_{j}^{-1}-x_{j+1}^{-1}\right)=v\left(g_{\infty}^{j-1}\left(\zeta x_{1}^{-1}-x_{2}^{-1}\right)\right)>1$. By simple induction this implies

$$
x_{j}^{-1} \equiv a_{1} \zeta^{j-1} t\left(\bmod t^{2} \mathrm{C}[[t]]\right)
$$

This also proves that $\zeta$ is a primitive $n$th root of unity.
We know that $\Omega=\Omega^{*}$ and that the roots of $f(Y)-Z / c$ are obtained from those of $f(X)-Z$ by extending an automorphism $Z \rightarrow Z / c$ of $\mathbb{C}\left(\left(\frac{1}{Z}\right)\right)$ (which contains $\mathbb{C}(Z)$ ) to one of $\mathrm{C}((t))$. For a fixed $n$th root $u$ of $c$ such an automorphism (continuous with respect to the $t$-adic topology) is given by $t \mapsto u t$. We can index the elements of $\mathcal{Y}$ so that their expansions around $Z=\infty$ are

$$
y_{j}^{-1} \equiv a_{1} u \zeta^{j-1} t\left(\bmod t^{2} \mathrm{C}[[t]]\right) \quad(1 \leqslant j \leqslant n)
$$

Define group monomorphisms $\Gamma, \Gamma^{*} \rightarrow \Sigma_{n}$ as follows

$$
\begin{array}{ll}
\tau: \Gamma \rightarrow \Sigma_{n}, & g \mapsto \tau(g) \quad \text { where } \tau(g)(a)=b \text { if } g\left(x_{a}\right)=x_{b}, \\
\tau^{*}: \Gamma^{*} \rightarrow \Sigma_{n}, & g \mapsto \tau^{*}(g) \quad \text { where } \tau^{*}(g)(a)=b \text { if } g\left(y_{a}\right)=y_{b} .
\end{array}
$$

As we get the roots $\mathcal{Y}$ from the roots $\mathcal{X}$ by the variable change $t \mapsto u t$, it is clear now that the images of $\Gamma$ and $\Gamma^{*}$ in $\Sigma_{n}$ are the same, in the sense that for every element $g \in \Gamma$ there exists an element $g^{*} \in \Gamma^{*}$ which induces on the indices of $\mathcal{Y}$ the same permutation as $g$ on the indices of $\mathcal{X}$, that is: $\tau(g)=\tau^{*}\left(g^{*}\right)$. Therefore there exists an isomorphism $\psi: \Gamma \rightarrow \Gamma^{*}$ such that $\psi(g)=g^{*}=\left(\tau^{*}\right)^{-1}(\tau(g))$. For each $g \in \Gamma$, the image $\psi(g)$ sends $y_{a}$ to $y_{b}$ if $g\left(x_{a}\right)=x_{b}$. The image of $g_{\infty}$ operates thus: $\psi\left(g_{\infty}\right)\left(y_{j}\right)=y_{j+1}$. As $\Omega=\Omega^{*}$, we also have that $\Gamma=\Gamma^{*}$ as automorphism groups, i.e.: Each element of $\Gamma$ permute the $\mathcal{Y}$.

We are going to prove that $g_{\infty}$ sends $y_{i}$ to $y_{i+1}$. By the equality of the splitting fields, there is a relation

$$
\begin{equation*}
y_{1}=R\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{11}
\end{equation*}
$$

where $R\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a rational function over C . Now $g_{\infty}^{r}$ acts formally on the r.h.s. of (11) mapping $x_{i}$ to $x_{i+r}$, and thus replacing $t$ with $\zeta^{r} t$. As (11) is an identity of power series, $g_{\infty}^{r}$ acts also on the 1.h.s. sending $t$ to $\zeta^{r} t$, i.e. it maps $y_{1}$ to $y_{1+r}$. This proves that $g_{\infty}\left(y_{i}\right)=y_{i+1}$ for all $i$. In other words, $\psi$ is an automorphism of $\Gamma$ fixing $g_{\infty}$.

Fried [Fr1, Lemma 9] proved that if the indecomposable polynomial $f$ is not 1.r. to a cyclic or to a Chebyshev polynomial, then $\Gamma=\operatorname{Gal}(\Omega / \mathbb{C}(Z))$ acts doubly transitively on the roots of $f(X)-Z$. (This is the key argument in his proof of the absolute irreducibility of $(f(X)-f(Y)) /(X-Y)$.

As $y_{1}$ is transcendental over $\mathbb{C}$, the absolutely irreducible factors of $f(X)-c f(Y)$ are in one-to-one correspondence with those of $f(X)-c f\left(y_{1}\right)$, and thus correspond to the orbits of $\Gamma_{y_{1}}=\operatorname{Gal}\left(\Omega / \mathbb{C}\left(y_{1}\right)\right)$ on $\mathcal{X}$. Now, as $f(X)-c f(Y)$ is reducible by assumption, $\Gamma_{y_{1}}=\psi\left(\Gamma_{x_{1}}\right)$ is not transitive on $\mathcal{X}$.

We now apply Theorem 4, which shows that $\psi$ is induced by a conjugation in the full symmetric group on $\mathcal{X}$. In turn this means that $\psi\left(\Gamma_{x_{1}}\right)$ is the stabiliser of some root $x_{j}$. But if the stabilisers of $y_{1}$ and of $x_{j}$ in the Galois group of $\Omega / \mathbb{C}(Z)$ coincide, then $\mathbb{C}\left(y_{1}\right)=\mathbb{C}\left(x_{j}\right)$, so $x_{j}=\ell\left(y_{1}\right)$ for some fractional linear function $\ell$.

Then $f(\ell(Y))=c f(Y)$, hence $\ell$ is a linear polynomial and we fall in case (3).

## 4. Proof of Theorem 1

We consider first the case of indecomposable $f(t)$.

PROPOSITION 4.1. Let $f \in \mathbb{C}[X]$ be indecomposable and let $g, h \in \mathbb{C}(t)$ be nonconstant distinct rational functions satisfying $f(g(t))=f(h(t))$. Then $f(X)$ is l.r. to one of the following polynomials:
(1) $X^{n}$ ( $n$ a prime);
(2) $T_{n}(X)$ ( $n$ an odd prime);
(3) $P_{1}(t ; l, m)$ for some coprime $l$, $m$ such that $l+m>3$;
(4) $P_{2}(t ; a, b)$ for suitable $a, b$;
(5) $P_{3}(t ; a, b)$ for suitable $a, b$.

We give first some definitions, which will be often used in the following. Let $n=\operatorname{deg}(f)$. Adopt the notation of Section 2.3. Since in the proof of Theorem 2 we shall need to treat polynomials of the form $f(X)-g(Y)$, we consider this situation first, and then specialise the definitions and results to the relevant cases.

Put

$$
\begin{equation*}
a(\lambda)=\sum_{i=1}^{h}\left(r_{i}(\lambda)-1\right)=\operatorname{deg}(f)-h(\lambda) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
c(\lambda):=\sum_{i=1}^{h(\lambda)} c^{(i)}(\lambda), \quad c^{(i)}(\lambda)=\sum_{j=1}^{k(\lambda)}\left(r_{i}(\lambda)-\left(r_{i}(\lambda), s_{j}(\lambda)\right)\right) . \tag{13}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
\operatorname{deg}(f)-1=\sum_{\lambda \in \mathrm{C}} a(\lambda) \tag{14}
\end{equation*}
$$

We begin to derive some inequalities. We plainly have for every special $\lambda$

$$
\begin{equation*}
n-\mu(\lambda)-1 \geqslant a(\lambda) \geqslant \frac{n-\mu(\lambda)}{2} \tag{15}
\end{equation*}
$$

(Note that the inequality on the right-hand side holds actually for all $\lambda$.)
LEMMA 4.2. If $r_{i}(\lambda)=1$ then $c^{(i)}(\lambda)=0$. If $r_{i}(\lambda) \geqslant 2$ and $g(Y)-\lambda$ is not a perfect power of a polynomial of smaller degree then

$$
\begin{equation*}
c^{(i)}(\lambda) \geqslant r_{i}(\lambda)-1, \quad c(\lambda) \geqslant a(\lambda) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
c(\lambda) \geqslant a(\lambda) \mu_{g}(\lambda) \tag{17}
\end{equation*}
$$

Proof. The first assertion is obvious. If $r_{i}(\lambda) \geqslant 2$ does not divide $s_{j}(\lambda)$, then $r_{i}(\lambda)-\left(r_{i}(\lambda), s_{j}(\lambda)\right) \geqslant r_{i}(\lambda) / 2$. If this happens for two distinct indices $j$, then $c^{(i)}(\lambda) \geqslant r_{i}(\lambda)$. Otherwise $r_{i}(\lambda)$ divides $s_{j}(\lambda)$ for all $j$ except at most one and in this case it cannot divide them all, for otherwise $g(Y)-\lambda$ would be a $r_{i}(\lambda)$-th power. So there is exactly one index $j$ with $s_{j}(\lambda)$ not divisible by $r_{i}(\lambda)$. For the same reason as above we must have $\left(r_{i}(\lambda), s_{j}(\lambda)\right)=1$. In conclusion $c^{(i)}(\lambda) \geqslant r_{i}(\lambda)-1$ and (16) follows summing over $i$. Also, observe that plainly $c^{(i)}(\lambda) \geqslant \mu_{g}(\lambda)\left(r_{i}(\lambda)-1\right)$, so we obtain (17).

DEFINITION 4.3. For any polynomial $f(t)$ we define its root type at $\lambda$, denoted by $\mathcal{M}(f-\lambda)$ (or simply $\mathcal{M}(f)$ if $\lambda=0$ ) as the unordered list $\left[r_{1}, r_{2}, \ldots\right]$ of the multiplicities of the distinct roots of $f(t)-\lambda$ in C. A short notation for $n$ roots of multiplicity $m$ is $m^{\times n}$.

Proof of Proposition 4.1. Put $F_{f}(X, Y)=(f(X)-f(Y)) /(X-Y)$. If $f$ is 1. r. to a cyclic or to a Chebyshev polynomial then $F_{f}(X, Y)$ splits into genus zero factors and we fall in cases (1) or (2).

In the remainder of this proof we then assume that $f$ is not l.r. to a cyclic or to a Chebyshev polynomial. Hence, $f$ has degree larger than 3 and has at least two special points. By Proposition 2.4, $F_{f}(X, Y)$ is absolutely irreducible.

Put $\Lambda=\Lambda(f)=\left\{\lambda_{1}, \ldots, \lambda_{\# \Lambda}\right\}$, and define $a_{i}:=a\left(\lambda_{i}\right), c_{i}:=c\left(\lambda_{i}\right), \mu_{i}:=\mu\left(\lambda_{i}\right)$ and so on. From (6) we get a formula for the genus $\mathfrak{g}$ of the curve associated to $F_{f}(X, Y)$ :

$$
\begin{equation*}
2(\operatorname{deg}(f)+\mathfrak{g}-2)=\sum_{i=1}^{\# \Lambda} c_{i} \tag{18}
\end{equation*}
$$

where in the definition for $c_{i}=c\left(\lambda_{i}\right)$ one puts $s_{j}\left(\lambda_{i}\right)=r_{j}\left(\lambda_{i}\right)$.
Also, $f-\lambda$ is not a power of a smaller degree polynomial for all $\lambda \in \mathbb{C}$ and Lemma 4.2 holds with $g=f$ and $\mu_{g}(\lambda)=\mu(\lambda)$. By (14), (18) (with $\left.\mathfrak{g}=0\right)$ and (17), there exists a special point, say $\lambda_{1}$, with $\mu_{1} \leqslant 1$.

We may also assume that $\mu_{1} \leqslant \mu(\lambda)$ for every $\lambda$.
We first show that there cannot exist more than two special points.

Suppose on the contrary $\# \Lambda \geqslant 3$. By (18), (16) and (17) it is $2(n-2) \geqslant \sum_{i=1}^{3} c_{i} \geqslant$ $a_{1}+\left(\mu_{2}+\mu_{3}\right) \min \left\{a_{2}, a_{3}\right\}$. By (14) and (15) we have $n-1 \geqslant \sum_{i=1}^{3}\left(n-\mu_{i}\right) / 2$. Then, as $a_{1} \geqslant(n-1) / 2$ we obtain $\mu_{2}+\mu_{3} \geqslant n+1$. Hence $\min \left\{a_{2}, a_{3}\right\}=1$. Say the minimum is $a_{2}=1$. Then we have $\mu_{2}=n-2=c_{2}$. In turn this implies $\mu_{3} \geqslant 3$. As $c_{3} \geqslant 3 a_{3}$ by (17) and $a_{2}=1$, we have $2(n-2)=\sum_{i=1}^{\# \Lambda} c_{i} \geqslant c_{1}+(n-2)+c_{3}+\sum_{i \geqslant 3} a_{i} \geqslant(n-3)+$ $2 a_{3}+\sum_{i=1}^{\# \Lambda} a_{i}=2 n-4+2 a_{3}$, which implies $a_{3}=0$, a contradiction. Hence $\# \Lambda=2$ as claimed.

We cannot have $\mu_{2}=0$, otherwise $a_{1}, a_{2} \geqslant n / 2$, contrary to (14). By a similar argument, if $\mu_{2}=1$ then also $\mu_{1}=1$. Therefore $\mu_{2} \geqslant 1 \geqslant \mu_{1}$. If $h_{1} \leqslant 2$ then $f(X)-\lambda_{1}$ has at most two roots, hence exactly two or we would fall in case (1). Write $\mathcal{M}\left(f(X)-\lambda_{1}\right)=[l, m]$ : since $\operatorname{deg}(f)>3$ we fall in case (3).

So suppose from now on that $h_{1} \geqslant 3$.
We are going to prove that $\mu_{2} \leqslant 3$. We have $\left(n-\mu_{2}\right) / 2 \leqslant a_{2}=n-1-a_{1}=$ $n-1-\left(n-h_{1}\right)=h_{1}-1$, so $n+2-2 h_{1} \leqslant \mu_{2}$ and $c_{2} \geqslant \mu_{2} a_{2}=\mu_{2}\left(h_{1}-1\right)$, by (17). Using (18) with $\mathfrak{g}=0$ and $c_{1} \geqslant a_{1}=n-h_{1}$ we thus get

$$
n+2-2 h_{1} \leqslant \mu_{2}, \quad \text { and } \quad\left(\mu_{2}-1\right)\left(h_{1}-1\right)-3
$$

Combination of these inequalities gives $\left(n+1-2 h_{1}\right)\left(h_{1}-1\right) \leqslant n-3$, that is $\left(h_{1}-2\right) n \leqslant\left(h_{1}-1\right)\left(2 h_{1}-1\right)-3=\left(h_{1}-2\right)\left(2 h_{1}+1\right)$, whence $n \leqslant 2 h_{1}+1 \quad$ (recall $h_{1} \geqslant 3$ ). Finally,

$$
\mu_{2}-1 \leqslant \frac{n-3}{h_{1}-1} \leqslant \frac{2 h_{1}-2}{h_{1}-1}=2 .
$$

We have thus $\mu_{2} \leqslant 3$ as desired.
Suppose $\mu_{2}=1$. Then also $\mu_{1}=1$, and $a_{1}, a_{2} \geqslant(n-1) / 2$, where equality must hold because $a_{1}+a_{2}=n-1$. In other words, $f(X)-\lambda_{1}$ and $f(X)-\lambda_{2}$ have both exactly one simple root, all other ones being double. By Proposition $2.3 f$ would be 1.r. to a Chebyshev polynomial, a case which we exclude.

Let then in the following be $\mu_{2}=2$ or 3 . We show that, in this case, $\mu_{1}=1$. If $\mu_{1}=0, f(X)-\lambda_{1}$ has no simple root, and not all the roots can be double, since $f(X)$ is indecomposable. Hence, $a_{1} \geqslant(n+1) / 2$ (holding with equality if and only if there is exactly one triple root and the remaining ones are double), whence $a_{2} \leqslant(n-3) / 2$. Since $a_{2} \geqslant\left(n-\mu_{2}\right) / 2$ we deduce that $\mu_{2}=3$ and all such inequalities are in fact equalities. In particular $f(X)-\lambda_{2}$ has three simple roots and all remaining roots double. These facts give $c_{1}=\frac{3}{2}(n-3)=c_{2}$, whence $2 n-4=3 n-9$ and $n=5$, $h_{1}=2$, a contradiction. Therefore $\mu_{1}=1$.

Let $\mathcal{M}\left(f-\lambda_{1}\right)=\left[r_{1}, \ldots, r_{h_{1}}\right]$ (recall $h_{1} \geqslant 3$ ) and put $M:=\max \left\{r_{i}\right\}>1$. Let $q$ be the number of roots (of $f-\lambda_{1}$ ) of multiplicity $M$. If $0 \neq r<M$ then $M-(M, r) \geqslant$ $M-\max \{d: d \mid M, d<M\}=: M^{*}$, say. We then get $\sum_{1<r_{j}<M}\left(M-\left(M, r_{j}\right)\right) \geqslant$ $M^{*}\left(h_{1}-1-q\right)$ whence, directly from (13),

$$
\begin{equation*}
c_{1} \geqslant \sum_{i=1}^{h_{1}}\left(r_{i}-1\right)+q M^{*}\left(h_{1}-1-q\right)=n-h_{1}+M^{*} q\left(h_{1}-1-q\right) \tag{19}
\end{equation*}
$$

Since $\mu_{1}=1$ and $h_{1} \geqslant 3$, we have $n \geqslant 5$, so $c_{2} \geqslant \mu_{2}\left(n-\mu_{2}\right) / 2 \geqslant \min (n-2$, $\left.\frac{3}{2}(n-3)\right) \geqslant n-2$ whence $c_{1} \leqslant n-2$. By (19), $h_{1} \geqslant 2+M^{*} q\left(h_{1}-1-q\right)$. If $q \neq$ $h_{1}-1$ then $q\left(h_{1}-1-q\right) \geqslant h_{1}-2$, so $M^{*}=1$. However $M^{*}=1$ if and only if $M=2$, which implies $q=h_{1}-1$. Therefore in any case we have $q=h_{1}-1$ and $a_{1}=(M-1) / M(n-1), a_{2}=(n-1) / M$. Since $a_{2} \geqslant(n-3) / 2$ by $(15)$, we see that $M=2$ or $n \leqslant 7$.

If $M=2$ then $a_{2}=a_{1}=(n-1) / 2$ and $h_{1}=h_{2}=(n+1) / 2$. It is now easy to see that if $\mu_{2}=2$ the root type at $\lambda_{2}$ must be $\left[1,1,2^{\times \frac{n-5}{2}}, 3\right]$, while if $\mu_{2}=3$ it must be $\left[1,1,1,2^{\times \frac{n-9}{2}}, 3,3\right]$ or $\left[1,1,1,2^{\times \frac{n-7}{2}}, 4\right]$. A quick verification shows that the only case compatible with (18) is $n=5$ with root types [1, 1, 3], resp. [1, 2, 2] at $\lambda_{2}$, resp. $\lambda_{1}$. Replacing $f$ with a 1.r. polynomial we may assume that $\lambda_{1}=0$ and $f(t):=$ $t(t+a)^{2}(t+b)^{2}$, where $a b(a-b) \neq 0$. Also, $f(t)-\lambda_{2}$ has a triple zero, say $\xi$. This zero $\xi$ must be a double zero of $f^{\prime}(t), \quad \xi \neq-a,-b$. The discriminant of $\left(f^{\prime}(t)\right) /((t+a)(t+b))=5 t^{2}+3(a+b) t+a b$ which is $9(a+b)^{2}-20 a b$ must then vanish. Hence we fall in case (4).

Last, let $n \leqslant 7$ and $M \geqslant 3$. Recall $h_{1} \geqslant 3$ and $q=h_{1}-1$, so $n \geqslant 1+3\left(h_{1}-1\right) \geqslant 7$, hence in fact $n=7$, with root type at $\lambda_{1}$, resp. $\lambda_{2}$ equal to [1, 3, 3], resp. $[1,1,1,2,2]$. Replacing $f$ with a 1.r. polynomial we may assume that $f(t)=t(t+a)^{3}(t+b)^{3}$, $a b(a-b) \neq 0$. Now we must impose that $f$ takes the same value at the two zeros of $f^{\prime}$ distinct from $-a,-b$. We have $f^{\prime}(t)=(t+a)^{2}(t+b)^{2}\left(7 t^{2}+4(a+b) t+a b\right)$. Solving $7 t^{2}+4(a+b) t+a b=0$ and substituting into $f$ we obtain an equation which leads to the equations $8 a^{2}-5 a b+b^{2}=0$ and $a^{2}-5 a b+8 b^{2}=0$ (here we used a computer), hence we fall in the last case.

Remark 4.4. Consider now cases (3)-(5) of the Proposition just proved. The root types of the special points of $P_{1}$ (with degree at least 4), $P_{2}$ and $P_{3}$ show that they cannot be 1.r. to cyclic or Chebyshev polynomials. Also, they are indecomposable. This is clear for $P_{2}$ and $P_{3}$ since they have prime degree. The following Lemma settles the question for $P_{1}$.

LEMMA 4.5. $P_{1}(t ; p, q)$ is indecomposable.
Proof. Suppose that $P_{1}(t)=t^{p}(t+1)^{q}=f_{1}\left(f_{2}(t)\right)$ with $\operatorname{deg}\left(f_{1}\right), \operatorname{deg}\left(f_{2}\right) \geqslant 2$. As $p$ and $q$ are coprime, $f_{1}$ is not a power of a linear polynomial and has $N \geqslant 2$ distinct roots. Write $f_{1}(t)=\prod_{j=1}^{N}\left(t-\xi_{j}\right)^{m_{j}} \quad$ with $\quad \xi_{j} \neq \xi_{k}$ if $j \neq k$. Thus $t^{p}(t+1)^{q}=$ $\prod_{j=1}^{N}\left(f_{2}(t)-\xi_{j}\right)^{m_{j}}$ and the factors $f_{2}(t)-\xi_{j}$ being pairwise coprime, we have $N \leqslant 2$, hence $N=2$. At least one of the polynomials $f_{2}(t)-\xi_{1}$ and $f_{2}(t)-\xi_{2}$ has at least two distinct roots, which implies that $P_{1}(t)$ must have at least three distinct roots, which is a contradiction.

Remark 4.6. Let us consider now the sporadic polynomials $P_{2}(t ; a, b)$ and $P_{3}(t ; a, b)$ and the corresponding curves $(f(X)-f(Y)) /(X-Y)$. It is clear that 1.r. polynomials define isomorphic curves.

We prove that the polynomials $P_{2}(t ; a, b)$ form only one 1.r.-class. First observe that $P_{2}(t ; c a, c b)=c^{5} P_{2}(t / c ; a, b)$. Let $a_{1}$ and $a_{2}$ be the roots of $9 a^{2}-2 a+9$ : It is easily seen that $a_{2}^{5} P_{2}\left(t ; a_{1}, 1\right)=P_{2}\left(a_{2} t ; a_{2}, 1\right)$, so we have only one class.

On the other hand, we have two l.r.-classes of polynomials $P_{3}(t ; a, b)$. As above assume $b=1$, let $a_{1}$ and $a_{2}$ be the two roots of $a^{2}-5 a+8$ and consider the equation $\left(p P_{3}\left(t ; a_{1}, 1\right)+q\right)-P_{3}\left(c t+d ; a_{2}, 1\right)=0$ : This is a system of 8 equations in $c, d, p$ and $q$ (corresponding to the coefficients of $t^{j}, 0 \leqslant j \leqslant 7$ ) which has, however, no solutions.

PROPOSITION 4.7. Suppose that $f$ is one of the polynomials given in Proposition 4.1 (1)-(5). Then there exist distinct nonconstant rational functions $g(t), h(t)$ with $f(g(t))=f(h(t))$ and all pair of such functions are given by the formulae $g(t)=g_{1}(r(t))$ and $h(t)=h_{1}(r(t))$, where $r(t)$ is a rational function, and respectively in cases $(1)-(5)$ :
(1) $g_{1}(t)=t$ and $h_{1}(t)=\zeta t$ where $\zeta^{n}=1, \zeta \neq 1$.
(2) $g_{1}(t)=t+\frac{1}{t}, h_{1}(t)=\zeta t+\frac{1}{\zeta t}$, where $\zeta^{n}=1, \zeta \neq 1$.
(3) $g_{1}(t)=\frac{1-t^{l}}{t^{1+m}-1}, h_{1}(t)=t^{m} g_{1}(t)$.
(4) Put $\sigma:=a+b$ and $\delta:=a-b$. Also, put $U=U(t):=\frac{1}{2}\left(t^{2}+\frac{15}{64}\right), \quad Z=Z(t)=$ $\frac{1}{2}\left(t^{2}-\frac{7}{4} t-\frac{15}{64}\right)$. Then

$$
g_{1}(t)=\frac{-2 a b t^{2}}{\sigma\left(Z^{2}+t Z+t^{2}\right)+\delta(Z-t) U} \quad \text { and } \quad h_{1}(t)=g_{1}(t) \frac{Z^{2}}{t^{2}}
$$

(5) Define $\sigma, \delta$ as before. Also, define $e=\frac{a}{4 b}, f=1-\frac{e^{2}}{4}$, Finally, put $U=U(t):=$ $\frac{1}{2}\left(t^{2}+f\right), Z=Z(t):=\frac{1}{2}\left(t^{2}-e t-f\right)$. Then

$$
g_{1}(t)=\frac{-2 a b t^{3}}{\sigma \frac{Z^{4}-t^{4}}{Z-t}+\delta\left(Z^{2}+4(1-e) t Z+t^{2}\right) U} \quad \text { and } \quad h_{1}(t)=g_{1}(t) \frac{Z^{3}}{t^{3}}
$$

In cases (2)-(5) the expressions for $g_{1}$ are reduced (i.e. numerator and denominator are coprime) and with square-free denominator.

Proof. The case (1) is trivial.
Consider case (2) and assume that $T_{n}(g(t))=T_{n}(h(t))$. Write, in an algebraic closure of $\mathbb{C}(t), g(t)=\alpha+\frac{1}{\alpha}, h(t)=\beta+\frac{1}{\beta}$. Then the defining equation for $T_{n}$ gives

$$
\alpha^{n}+\frac{1}{\alpha^{n}}=\beta^{n}+\frac{1}{\beta^{n}}
$$

which we rewrite as $\left(\alpha^{n}-\left(1 / \beta^{n}\right)\right)\left(1-\left(\beta^{n} / \alpha^{n}\right)\right)=0$. So $\alpha=\zeta \beta^{\epsilon}$ for some $n$th root of unity $\zeta$ and some $\epsilon= \pm 1$. Replacing $\beta$ with $1 / \beta$ if necessary, we may assume that $\epsilon=1$. Now observe that $\zeta g(t)-h(t)=\left(\zeta^{2}-1\right) \beta$, that $\zeta \neq-1$ because $n$ is odd and that $\zeta \neq 1$ since $g$ and $h$ are assumed distinct. Then $\beta=r(t)$, say, is a rational function and, by the above formulae, we are done.

In the remaining cases $F_{f}(X, Y)$ is absolutely irreducible by Proposition 2.4, since, by Remark 4.4, $f$ is indecomposable in those cases. Let $\Phi:=\mathbb{C}(x, y)$ where $F_{f}(x, y)=0$. Suppose we find rational functions $g_{1}(u), h_{1}(u) \in \mathbb{C}(u)$ with $F_{f}\left(g_{1}(u), h_{1}(u)\right)=0$ and
$\mathrm{C}\left(g_{1}(u), h_{1}(u)\right)=\mathrm{C}(u)$. Then $\Phi=\mathbb{C}(u)$. Now, if $g(t), h(t)$ are distinct and satisfy $F_{f}(g(t), h(t))=0$, we have $\Phi=\mathbb{C}(g(t), h(t)) \subset \mathbb{C}(t)$. Also, $g(t)=g^{*}(u), h(t)=h^{*}(u)$ for certain rational functions $g^{*}, h^{*}$. Since $x=g_{1}(u)=g(t)=g^{*}(u)$ we have $g_{1}=g^{*}$ and similarly $h_{1}=h^{*}$. Moreover $u \in \mathrm{C}(t)$, so $u=r(t)$ for a rational function $r$. Hence, to complete the proof it suffices to find $g_{1}, h_{1}$ as above, in each of the cases (3)-(5).

In case (3) we verify by direct substitution that the given formulae satisfy the relevant equation. Observe that $t^{m}=h_{1} / g_{1} \in \mathbb{C}\left(g_{1}, h_{1}\right)$. Hence $t^{l}=\left(1+g_{1}\right) /\left(t^{m} g_{1}+1\right)$ also lies in $\mathrm{C}\left(g_{1}, h_{1}\right)$, which thus contains $t$, since $l, m$ are coprime.

In case (4), rather than verifying by brute force that the displayed formulae satisfy the relevant conditions, we reconstruct in several steps the formulae themselves. Put $\Phi=\mathbb{C}(x, y)$, where $F_{f}(x, y)=0$. Put $z:=(x+a)(x+b) /((y+a)(y+b))$, so $y=z^{2} x$. We have $\mathrm{C}(x, z)=\Phi$. Substituting $y=z^{2} x$ in the right side of the formula defining $z$ we get

$$
\begin{equation*}
\left(z^{5}-1\right) x^{2}+(a+b)\left(z^{3}-1\right) x+a b(z-1)=0 \tag{20}
\end{equation*}
$$

Let $\Delta=\Delta(z)=(a+b)^{2}\left(z^{3}-1\right)^{2}-4 a b(z-1)\left(z^{5}-1\right)$ be the discriminant of this quadratic equation in $x$. We have $\Phi=\mathbb{C}(x, z)=\mathbb{C}(z, \sqrt{\Delta})$.

If we can find nonconstant $g_{1}$ and $h_{1}$ with $F_{f}\left(g_{1}(t), h_{1}(t)\right)=0$ then the field $\Phi$ has genus zero, and the latter condition, as is well known, means that $\Delta$ has at most two roots of odd multiplicity. In fact, it can be easily verified (for example using maple) that if $9 a^{2}-2 a b+9 b^{2}=0$ and $\delta=a-b$, then $\Delta=\delta^{2}(z-1)^{4}\left(z^{2}+\frac{7}{4} z+1\right)$. Hence

$$
\Phi=\mathbb{C}(z, \sqrt{\Delta})=\mathbb{C}\left(z, \sqrt{z^{2}+\frac{7}{4} z+1}\right)
$$

Put $u^{2}=z^{2}+\frac{7}{4} z+1$. It is well known how to parametrise this type of equation. On completing the square we obtain $\left(u-z-\frac{7}{8}\right)\left(u+z+\frac{7}{8}\right)=\frac{15}{64}$. Now the parametrisation comes by setting $t:=u+z+\frac{7}{8}$, so $\frac{15}{64 t}=u-z-\frac{7}{8}$ and we obtain $z=z(t)=$ $\frac{1}{2}\left(t-\frac{15}{64 t}-\frac{7}{4}\right)$ and $u=u(t):=\frac{1}{2}\left(t+\frac{15}{64 t}\right)$.

The roots of a quadratic equation $\alpha X^{2}+\beta X+\gamma=0$ can be also given by $\frac{-2 \gamma}{\beta \neq \eta}$, $\eta=\sqrt{\Delta}$. Using these formulae to solve equation (20) for $x$, we can express $x$ (and also $y$ ) as a rational function of $t$ and thus obtain

$$
g_{1}(t)=\frac{-2 a b}{\sigma\left(z^{2}+z+1\right)+\delta(z-1) u} \quad \text { and } \quad h_{1}(t)=g_{1}(t) z^{2}
$$

Putting $Z:=t z, U:=t u$ we obtain the formulae given in the statement. By construction $\Phi=\mathbb{C}(t)$. The expression for $g_{1}$ is a fraction with both denominator and numerator polynomial and it is reduced, as the denominator does not vanish for $t=0$. We compute (with maple) the greatest common divisor of the denominator and its derivative with respect to $t$. Since the result is 1 , we conclude that the denominator is square-free.

The procedure to obtain case (5) is similar to the preceding one. Defining $z$ by the same formula we have $y=z^{3} x$ and again $\Phi=\mathbb{C}(x, z)$. Again we obtain a quadratic equation for $x$, namely $\left(z^{7}-1\right) x^{2}+\sigma\left(z^{4}-1\right) x+a b(z-1)=0$ with discriminant $\Delta:=\sigma^{2}\left(z^{4}-1\right)^{2}-4 a b(z-1)\left(z^{7}-1\right)$. By verification as before we find that $\Delta(z)=$ $\delta^{2}\left(z^{2}+4(1-e) z+1\right)^{2}(z-1)^{2}\left(z^{2}+e z+1\right)$. As in the previous case we parametrise $z^{2}+e z+1=u^{2}$, solve the quadratic equation for $x$, put $U=u t, Z=Z t$ and get the formulae displayed in the statement. The formula for $g_{1}$ also in this case is reduced and with square-free denominator.

In [Fr2, p. 141] Fried stated that, for (unspecified) applications, it would have been of interest to consider the reducibility of rational functions $f(X)-g(Y)$ where $f$ is a polynomial but $g$ is a rational function. Our next theorem is one such result, which will be needed in the proof of Theorem 1.

THEOREM 5. Let $S(X), p(X)$ and $q(X)$ be polynomials over $\mathbb{C}$, with $S(X)$ indecomposable, $\operatorname{deg}(S) \geqslant 2, \quad \operatorname{deg}(q) \geqslant 1, \quad \operatorname{deg}(p) \leqslant \operatorname{deg}(q)+1$ and $(p, q)=1 . \quad$ Put $\phi(X, Y):=S(X)-p(Y) / q(Y)$. Then the rational function $\phi(X, Y)$ is irreducible (as a rational function in 2 variables) and, if $q$ is square-free and $\operatorname{deg}(q) \geqslant 3$, it defines a curve of positive genus.

Proof. Suppose that $\phi(X, Y)$ is reducible. Hence $S(X) q(Y)-p(Y)$ splits in at least two absolutely irreducible factors (which are bivariate, $q$ and $p$ being coprime). Put $H(Y)=p(Y) / q(Y)$. By Lemma $3.1 \Omega_{S} \subseteq \Omega_{H}$. The infinite places of $\Omega_{S}$ over $\mathbb{P}^{1}$ are ramified with index $\operatorname{deg}(S)>1$, contradicting the fact that those of $\Omega_{H}$ are unramified.

Assume now $q$ square-free and $\operatorname{deg}(q) \geqslant 3$. Put $m:=\operatorname{deg}(S)$. The genus formula (5) with $f=S$ and $g=H$ implies $2(m+\mathfrak{g}-1) \geqslant 3(m-1)$ (just considering the contributions at infinity), i.e. $\mathfrak{g}>0$.

Proof of Theorem 1. If $f$ is one of the polynomials given in cases (1)-(5), then $F_{f}(X, Y)$ has a genus zero factor by Proposition 4.7.

Conversely, suppose that $F_{f}(X, Y)$ has a genus zero factor $P(X, Y)$. The function field of the associate curve is $\Phi(x, y)$ with $P(x, y)=0$. It is of the form $\mathrm{C}(t)$ and $x=\widehat{g}(t), \quad y=\widehat{h}(t), \quad$ where $\widehat{g}$ and $\widehat{h}$ are distinct rational functions. Also, $f(\widehat{g}(t))=f(\widehat{h}(t))$.

Let $f$ now be a composite polynomial

$$
f=R_{1} \circ R_{2} \circ \cdots \circ R_{p}
$$

where the polynomials $R_{1}, \ldots, R_{p}$ have degrees $\geqslant 2$.
Then there exists $j, 1 \leqslant j \leqslant p$ such that $S \circ \widehat{g} \neq S \circ \widehat{h}$ where $S=R_{j+1} \circ \cdots \circ R_{p}$ (it is understood that $S$ has degree 1 if $j=p$ ) but $R_{j} \circ S \circ \widehat{g}=R_{j} \circ S \circ \widehat{h}$. Let $A=R_{1} \circ R_{2} \circ \cdots \circ R_{j-1}$. Setting $R=R_{j} \quad$ and $\widehat{f}=R \circ S$ we have that $R(S \circ \widehat{g})=R(S \circ \widehat{h})$ with $S \circ \widehat{g} \neq S \circ \widehat{h}$, so by Proposition 4.7 (of which we adopt the notation in the following) we conclude that $(S \circ \widehat{g}, S \circ \widehat{h})$ must be one of the pairs
$(g, h)$ described there. Possibly exchanging $\widehat{g}$ with $\widehat{h}$, we can assume that $S \circ \widehat{g}$ $=g_{1} \circ r$. In other words, the equation

$$
\begin{equation*}
R_{j+1}(X)-g_{1}(Y)=0 \tag{21}
\end{equation*}
$$

defines an algebraic set with at least one genus zero component.
If we fall in cases (3)-(5) note that the rational function $g_{1}(t)$ has square-free denominator coprime to the numerator, of degree at least 3 and always larger than that of the numerator. By Theorem 5, if $\operatorname{deg}(S) \geqslant 2$ (and thus $j<p$ and $\left.\operatorname{deg}\left(R_{j+1}\right) \geqslant 2\right)$ then (21) defines a curve of positive genus: This contradiction proves $S$ linear. Moreover $A=R_{1} \circ R_{2} \circ \cdots \circ R_{j-1}$ and $M=S$.

If we fall in case (2) then we can assume (composing $R$ to the right and $S$ to the left with suitable linear polynomials) that $R$ is a Chebyshev polynomial.

It easy to see that $S(X)-g_{1}(Y)=0$ is irreducible: indeed $Y^{2}-Y S(X)+1$ splits into factors (which, by Gauss' Lemma, must be polynomials in $Y$ and $X$, linear in $Y$ ) only if $S(X)$ is a constant. Now we want to determine all the polynomials $S(X)$ such that the genus is 0 . If $Z=Y-\frac{S(X)}{2}$, we get $Z^{2}=\frac{1}{4}\left(S(X)^{2}-4\right)$ which has genus zero if and only if $S=\epsilon T_{\operatorname{deg}(S)} \circ M$ where $\epsilon= \pm 1$ and $M$ is a linear polynomial by Proposition 2.3. Hence $R \circ S=T_{\operatorname{deg}(R) \cdot \operatorname{deg}(S)} \circ M$, and, if $\operatorname{deg}(R)$ is odd and $\epsilon=-1$, we replace $A(X)$ with $A(-X)$.

Last, consider case (1). If $R(X)=X^{m}$ then

$$
S(X)^{m}-S(Y)^{m}=\prod_{k=0}^{m-1}\left(S(X)-\zeta_{m}^{k} S(Y)\right)
$$

where $\zeta_{m}$ is a $m$ th primitive root of unity. It follows that $P(X, Y)$ divides one of the factors $S(X)-\zeta_{m}^{k} S(Y)$. Plainly, $P(X, Y)$ can divide only one polynomial of the form $S(X)-\zeta S(Y), \zeta \in \mathrm{C}$, for otherwise it would divide $S(X)$ and $S(Y)$, and it would be a constant. As $S \circ \widehat{g} \neq S \circ \widehat{h}$, it must be $k \neq 0$. Hence $S(X)-\zeta_{m}^{k} S(Y)$ is given by Theorem 2 .

## 5. Proof of Theorem 2

As in the proof of Theorem 1, we adopt the notation of Section 2.3. Also, (12)-(15) and Lemma 4.2 hold. From (5) we deduce a formula for the genus $\mathfrak{g}$ of the curve associated to an absolutely irreducible polynomial $f(X)-g(Y)$ where $\operatorname{deg}(f) \mid \operatorname{deg}(g)$, namely:

$$
\begin{equation*}
2(\operatorname{deg}(f)+\mathfrak{g}-1)=\sum_{\lambda \in \Lambda(f)} c(\lambda) . \tag{22}
\end{equation*}
$$

We shall mainly deal with polynomials of the form $f(X)-c f(Y)$, in which case

$$
\begin{aligned}
& g(t)=c f(t), \quad \mu_{g}(\lambda)=\mu(\lambda / c) \\
& k(\lambda)=h(\lambda / c) \quad \text { and } \quad s_{i}(\lambda)=r_{i}(\lambda / c)
\end{aligned}
$$

Beside the definition of linear relation, in this section we shall need a stronger equivalence relation:

DEFINITION 5.1. We say that two polynomials $P$ and $Q$ are similar if there exist a linear polynomial $\ell$ and a nonzero constant $\alpha$ with $P=\alpha Q \circ \ell$.

PROPOSITION 5.2. An indecomposable polynomial $f(t) \in \mathbb{C}[t]$ of degree $n$ is such that an absolutely irreducible factor of $f(X)-c f(Y)$ with $c \neq 1$ defines a curve of genus zero if and only if either $n=1$ or it is similar to one of the following polynomials:
(1) $Z_{n}$, with $n$ prime.
(2) $T_{n}$, with $n$ prime. If $c \neq-1$ then $n=2$.
(3) A polynomial of the form $t^{r} g\left(t^{d}\right)$ which is not l.r. to a cyclic or a Chebyshev polynomial, where $g \in \mathbb{C}[t], r$ and $d$ are coprime integers with $r>0$ and $d \geqslant 2$. In this case $c$ is a dth root of unity.
(4) $P_{1}$. Then $c \neq 1$.
(5) $T_{3}+d$ where $d \neq 0, \pm 2$, with $c=(d+2) /(d-2)$ or $c=(d-2) /(d+2)$.
(6) $P_{4}$. Then $c=-1$.
(7) $P_{5}$. Then $c=\omega$ or $\omega^{2}$.
(8) $P_{6}$. Then $c=-1$.

Observe that in cases (1), (3) and in case (2) with $n$ odd (so $c=-1$ ) the polynomial $f(X)-c f(Y)$ is reducible, whereas in the remaining cases it is absolutely irreducible.

Proof. If $f(X)-c f(Y)$ is reducible then by Theorem 3 we obtain cases (1)-(3). In the first case it splits in linear factors. In the second case one sees that by Proposition 2.2 the absolutely irreducible factors of $T_{n}(X)+T_{n}(Y)$ define curves of genus zero. In the third case it is clear that a linear factor exists.

From now on let $f(X)-c f(Y)$ be irreducible. Put $\Lambda:=\Lambda(f), n:=\operatorname{deg}(f)$. Either $\# \Lambda=1$, that is $f$ is 1.r. to a cyclic polynomial, or $\# \Lambda>1$, in which case $f(X)-\lambda$ is not a perfect power of a polynomial of smaller degree for any $\lambda$ and $n>2$. In the first case we can assume up to similarity that $f(t)=t^{n}+\lambda$ with $n>1$. Then $X^{n}-c Y^{n}-c^{\prime}$ is irreducible and defines a curve of genus zero (where $c^{\prime}=(c-1) \lambda$ ). Clearly it must be $c^{\prime} \neq 0$, which implies $\lambda \neq 0$ (so we can even assume $\lambda=-2$ ) and $n=2$. We have thus $f(t)=T_{2}$, and fall in case (2).

Henceforth we work under the assumption $\# \Lambda>1$.
Putting $\tilde{\mu}(\lambda):=\mu_{c f}(\lambda)=\mu\left(c^{-1} \lambda\right)$, inequalities (16) and (17) give

$$
\begin{equation*}
c(\lambda) \geqslant a(\lambda) \max (1, \tilde{\mu}(\lambda)) \tag{23}
\end{equation*}
$$

We show now that $\# \Lambda \in\{2,3\}$. From (14) and the r.h.s. of (15) both applied to $c f$ in place of $f$ we obtain

$$
n-1 \geqslant \sum_{\lambda \in \mathrm{C}} \frac{n-\tilde{\mu}(\lambda)}{2} \geqslant \sum_{\lambda \in \Lambda} \frac{n-\tilde{\mu}(\lambda)}{2}
$$

(Note that the second sum is over $\Lambda$, not over $c \Lambda$.) On the other hand by equations (22) with $\mathfrak{g}=0$ and (17) it is $2(n-1) \geqslant \sum_{\lambda \in \Lambda} \tilde{\mu}(\lambda)$. Adding twice the first of these
inequalities to the second one gives $4(n-1) \geqslant n \# \Lambda$, whence $\# \Lambda \leqslant 3$. (In other words, $f$ defines a Riemann Sphere cover ramified over the point at infinity and at most three finite points.)

We consider two cases: (i) $\tilde{\mu}(\lambda)>1$ for all $\lambda \in \Lambda$ and (ii) there exists $\lambda \in \Lambda$ with $\tilde{\mu}(\lambda) \leqslant 1$. These will be further divided into two subcases according to $\# \Lambda$.

We warn the reader that, due to the nature of our result, the remainder of the proof consists mainly of several verifications, which lead to the various sporadic polynomials.

- Case (i): $\tilde{\mu}(\lambda)>1$ for all $\lambda \in \Lambda$.

As $2(n-1)=\sum_{\lambda \in \Lambda} c(\lambda) \geqslant \sum_{\lambda \in \Lambda} a(\lambda) \tilde{\mu}(\lambda) \geqslant 2 \sum_{\lambda \in \Lambda} a(\lambda)=2(n-1)$, we infer that equality must hold throughout, so $\tilde{\mu}(\lambda)=2$ and $c(\lambda)=2 a(\lambda)$ for all $\lambda \in \Lambda$. But $n \geqslant 3$ and this implies that, in fact, $n \geqslant 4$ and $\lambda \in \Lambda(c f)$ for $\lambda \in \Lambda$, whence $\Lambda=c \Lambda$. This implies that $c$ is a root of unity. Furthermore, $\mu(\lambda)=2$ for all $\lambda \in \Lambda$. Let then be $r_{i}(\lambda)=s_{i}(\lambda)=1$ for $i \leqslant 2$.

Fix now $\lambda \in \Lambda$. Should one of the $r_{i}(\lambda)$ not divide $s_{j}(\lambda)$ where $i, j \geqslant 3$, it would be $2(n-h(\lambda))=2 a(\lambda)=c(\lambda)>\sum_{i=3}^{h(\lambda)} 2\left(r_{i}(\lambda)-1\right)=2(n-h(\lambda)) \quad$ (the inequality holds strictly because there is at least one more non-vanishing summand in the sum for $c(\lambda))$. Hence $r_{i}(\lambda) \mid s_{j}(\lambda)$ for all $i, j \geqslant 3$. By symmetry also $s_{j}(\lambda) \mid r_{i}(\lambda)$, whence $r_{i}(\lambda)=s_{j}(\lambda)$. Therefore there exists an integer $r(\lambda)$ such that $r_{i}(\lambda)=s_{j}(\lambda)=r(\lambda)$ for $i, j \geqslant 3$. In other words, for all $\lambda \in \Lambda$, both $f(X)-\lambda$ and $c f(Y)-\lambda$ have two simple roots, all the other ones having multiplicity $r(\lambda)$. Hence $a(\lambda)=(n-2)(r(\lambda)-1) / r(\lambda)$ and, by (14),

$$
\begin{equation*}
n-1=(n-2) \sum_{\lambda \in \Lambda} \frac{r(\lambda)-1}{r(\lambda)} \tag{24}
\end{equation*}
$$

- Subcase (i, a): $\# \Lambda=3$.

Clearly $n \geqslant 4$. Equation (24) implies $n-1 \geqslant \frac{3}{2}(n-2)$, i.e. $n \leqslant 4$, which forces $n=4$. It follows that $\mathcal{M}(f(X)-\lambda)=[2,1,1]$ for all $\lambda \in \Lambda$. Now $c$ is an $m$ th root of unity with $m \leqslant 3$ and $c \neq 1$.

If $c=-1$ then $\Lambda=\{0, \pm \beta\}$ with $\beta \neq 0$ : Replacing $f$ with a suitable similar polynomial we can assume that $f$ is monic and $f(0)=0$. Write $f(t)=t^{4}-\frac{4}{3}(a+b) t^{3}+$ $2 a b t^{2}$, with $a b(a-b) \neq 0$, so that $f^{\prime}(t)=4 t(t-a)(t-b)$. The condition $f(a)+f(b)=0$ gives $a^{4}-2 a^{3} b-2 a b^{3}+b^{4}=0$, the left-hand side of which splits into factors as $\prod_{j=1}^{2}\left(a^{2}-\xi_{j} a b+b^{2}\right)$ where $\xi_{1}$ and $\xi_{2}$ are the roots of $\xi^{2}-2 \xi+2=0$. We then fall case (6). We have to prove that $P_{4}(X)+P_{4}(Y)$ is irreducible and defines a curve of genus zero. First of all note that $P_{4}$ is indecomposable ${ }^{\star}$. The verification that $P_{4}(X)+P_{4}(Y)$ is irreducible is done by the method described in the next remark:

Remark 5.3. Let $f(X)$ be an indecomposable polynomial which is not 1.r. to a cyclic or a Chebyshev polynomial. Assume $f(X)-c f(Y)$ reducible. Theorem 3(3)

[^1]implies that $c f(Y)=f(M(Y))$ where $M$ is linear, so $(x-M(Y)) \mid(f(X)-c f(Y))$. To verify the irreducibility of $f(X)-c f(Y)$ we may thus consider $c f(Y)-$ $f(A Y+B)=0$ as a system of $\operatorname{deg}(f)+1$ equations in the letters $A$ and $B$, and check whether it admits solutions: in the cases we shall encounter this is straightforward.

Since the root types of $P_{4}$ are known, it is easily verified that the genus of the curve associated to $P_{4}(X)+P_{4}(Y)$ is zero. In fact, as an example, by using (22) with $f(X)=P_{4}(X)$ and $g(Y)=-P_{4}(Y)$, we see that $c(\lambda)=2$ for all special $\lambda$ 's and thus $\mathrm{g}=0$.

Consider now the case $c^{3}=1$. Let $\rho_{j}$, for $0 \leqslant j \leqslant 2$, be the three roots of $f^{\prime}$. Then we can assume $f\left(\rho_{0}\right)=\omega f\left(\rho_{1}\right)=\bar{\omega} f\left(\rho_{2}\right)$. Up to similarity we can take $f$ monic, with $\rho_{0}=0, f(0)=1$. Write $f(t)=f(t ; a, b)=t^{4}-\frac{4}{3}(a+b) t^{3}+2 a b t^{2}+1$ with $a, b \in \mathbb{C}$. Then $f^{\prime}(t)=4 t(t-a)(t-b)$ with $a b(a-b) \neq 0$. Solving $f(a)=\omega$ for $b$ we obtain $b=\left(a^{4}-3(1-\omega)\right) / 2 a^{3}$. The condition $f(b)=\bar{\omega}$ implies $b^{4}-2 a b^{3}-3(1-\bar{\omega})=0$ : In it we substitute the above relation for $b$ and obtain $a^{16}-24 \bar{\omega} a^{12}-54 \omega a^{8}-$ $243 \bar{\omega}=0$, whose 1. h.s. is equal to $\left(a^{4}+3 \bar{\omega}\right) \prod_{t=0}^{3}\left(a^{3}+3 i^{3 t} \bar{\omega} a^{2}+3 i^{2 t} \omega a+3 i^{t}\right)$. Multiplying $a$ by $i$ has the effect of multiplying also $b$ by $i$, so we get $f(i t ; a, b)=$ $f(t ; i a, i b)$. Therefore we need only to consider (up to similarity of $f$ ) $a=\omega(-3)^{1 / 4}$ and $a^{3}+3 \bar{\omega} a^{2}+3 \omega a+3=(a+\bar{\omega})^{3}+2=0$. In the latter case $b=(1-a) \omega-1$ holds ${ }^{\star}$. This shows we are in case (7).

The indecomposability of $f$, the reducibility of both $f(X)-\omega f(Y)$ and $f(X)-\bar{\omega} f(Y)$ precisely when $a=\bar{\omega}(-3)^{1 / 4}$ and their irreducibility otherwise, and that in that case they define genus zero curves, are proved exactly as for $c=-1$ ( $f, \omega f$ and $\bar{\omega} f$ by construction have the same three special points and all have root type $[2,1,1]$ as above).

- Subcase (i, b): $\# \Lambda=2$.

As $c \neq 1$ it is $c=-1$ and $r:=r(\lambda)=r(-\lambda)$. Plainly $n \geqslant r+2$. If $r=2$ then (24) yields at once the contradiction $n-1=n-2$, whereas if $r>3$ then $n>5$, but (24) implies $n \leqslant 4$, a contradiction. Thus $r=3, n=5$ and $\mathcal{M}(f \mp \lambda)=[3,1,1]$ whence $f^{\prime}$ has two double roots. Replacing $f$ with a similar polynomial we assume that $f^{\prime}(t)=5(t-1)^{2}(t+1)^{2}$. Integrating and using the condition $f(1)=-f(-1)$ we obtain $f(t)=t^{5}-\frac{10}{3} t^{3}+5 t$. Now $X+Y$ divides $f(X)+f(Y)$, so we do not find new polynomials.

- Case (ii): there exists $\lambda \in \Lambda$ with $\tilde{\mu}(\lambda) \leqslant 1$.

Note that $\Lambda \cap c \Lambda \neq \emptyset$, because $\tilde{\mu}(\lambda) \leqslant 1$ implies $\lambda \in c \Lambda$. (Recall that $n>2$.)
As in the proof of Proposition 4.1 it will be convenient to define $\Lambda=\left\{\lambda_{1}, \ldots, \lambda_{\# \Lambda}\right\}$ and $a_{i}:=a\left(\lambda_{i}\right), c_{i}:=c\left(\lambda_{i}\right), \mu_{i}:=\mu\left(\lambda_{i}\right), \tilde{\mu}_{i}:=\tilde{\mu}\left(\lambda_{i}\right)$ and so on.

[^2]- Subcase (ii, a) : $\# \Lambda=3$.

Let $\tilde{\mu}_{1} \leqslant 1$, so $\lambda_{1} \in c \Lambda$. We can also assume that $\tilde{\mu}_{1} \leqslant \tilde{\mu}_{i}$ for all $i$.
Being $\tilde{\mu}_{1} \leqslant 1$, from $n-1 \geqslant \sum_{i=1}^{3}\left(n-\tilde{\mu}_{i}\right) / 2$ (obtained applying (14) and (15) to cf $)$ we get $\tilde{\mu}_{2}+\tilde{\mu}_{3} \geqslant n+1$ and also $\tilde{\mu}_{2}, \tilde{\mu}_{3} \geqslant 3$.
Put $m=\min \left\{a_{2}, a_{3}\right\}$. Clearly $m \geqslant 1$ and

$$
2(n-1)=c_{1}+c_{2}+c_{3} \geqslant a_{1}+\left(\tilde{\mu}_{2}+\tilde{\mu}_{3}\right) m>(n+1) m
$$

so $m=1$.
We can thus assume without loss of generality that $a_{3}=1$, i.e. $f(X)-\lambda_{3}$ has root type $[2,1, \ldots, 1]$. Using (14) again we infer that $a_{1}+a_{2}=n-2$.

As $\mu_{3}=n-2$ it cannot be $\lambda_{1}=c \lambda_{3}$. Suppose that $\lambda_{1}=c \lambda_{2}$, which implies $\mu_{2}=\tilde{\mu}_{1} \leqslant 1$. Recall that $\tilde{\mu}_{2} \geqslant 3$. Since $a_{1}+a_{2}=n-2$ and $a_{2} \geqslant(n-1) / 2$, by (22) and (23) we obtain $2(n-1) \geqslant a_{1}+3 a_{2}+3=(n-2)+2 a_{2}+3 \geqslant 2 n$, which is a contradiction. Therefore $\lambda_{1}=c \lambda_{1}$. This implies $\lambda_{1}=0$ and $\mu_{1}=\tilde{\mu}_{1}$.

We are going to prove that $\Lambda=c \Lambda$. Suppose first that $\lambda_{3} \notin c \Lambda$, that is $\mathcal{M}\left(c f-\lambda_{3}\right)=[1, \ldots, 1]$ and $c_{3}=n$. Thus, using (22) and (23) we obtain the contradiction $2(n-1)=\sum_{i=1}^{3} c_{i} \geqslant a_{1}+3 a_{2}+n \geqslant(n-2)+2 a_{2}+n \geqslant 2 n$. Hence $\lambda_{3} \in c \Lambda$, and it must be $\lambda_{3}=c \lambda_{2}$ (because $c \neq 1$ ). Suppose now that $\lambda_{2} \notin c \Lambda$. Then $\mathcal{M}\left(c f-\lambda_{2}\right)=[1, \ldots, 1]$ and $c_{2}=n$. Note that $a_{2}=1$ otherwise it would be $2(n-1) \geqslant a_{2} \tilde{\mu}_{2} \geqslant 2 n$. Hence $\mathcal{M}\left(f-\lambda_{2}\right)=[2,1, \ldots, 1]$. Being $a_{3}=1$, (14) implies $a_{1}=n-3$. Now $2(n-1) \geqslant a_{1}+c_{2}+\tilde{\mu}_{3} \geqslant(n-3)+n+3=2 n$ which is absurd. Therefore also $\lambda_{2} \in c \Lambda$.

Summarising, $\lambda_{1}=0, c=-1$ and $\lambda_{2}=-\lambda_{3}$ so $n-2=\mu_{3}=\tilde{\mu}_{2} \geqslant 3$, i.e. $n \geqslant 5$. If it were $a_{2} \geqslant 2$ then $2(n-1) \geqslant 1+2(n-2)+3=2 n$. Hence $a_{2}=1$, which implies that $\mu_{2}=n-2=\tilde{\mu}_{3}$ and $c_{2}=c_{3}=n-2$. By (22) it is now $c_{1}=2$. By (14) we get $a_{1}=n-3$. Thus $2=c_{1} \geqslant a_{1}=n-3$, so $n=5$. We conclude that $\mathcal{M}(f)=[1,2,2]$.

Up to similarity we can assume $f(t)=t(t+a)^{2}(t+b)^{2}$. Then

$$
f^{\prime}(t)=(t-a)(t-b)\left(5 t^{2}-3(a+b) t+a b\right) .
$$

Let $\chi_{1}$ and $\chi_{2}$ be the roots of $5 t^{2}-3(a+b) t+a b$. The condition $f\left(\chi_{1}\right)+f\left(\chi_{2}\right)=0$ implies $(a+b)\left(27 a^{4}-117 a^{3} b+212 a^{2} b^{2}-117 a b^{3}+27 b^{4}\right)=0$, that is $(a+b) \times$ $\prod_{j=1}^{2}\left(a^{2}-\frac{22+5 \xi_{j}}{9} a b+b^{2}\right)=0$ where $\xi_{1}$ and $\xi_{2}$ are the roots of $\xi^{2}+\xi+4=0$. If $a=-b$ then $f(X)+f(Y)$ is reducible. In the other cases, by the method of Remark 5.3, it is easily verified that $f(X)+f(Y)$ is irreducible. We then fall in case (8).

To verify that the curve associated to $P_{6}(X)+P_{6}(Y)$ has genus zero, we first recall that the special points of $P_{6}$ are 0 and $\pm \lambda_{2}$. The root type of $P_{6}$ at 0 is [1,2,2] and the root types at $\pm \lambda_{2}$ are both $[1,1,1,2]$. We use (22) with $f(X)=P_{6}(X)$ and $g(Y)=$ $-P_{6}(Y)$ : we already know that $c_{1}=c(0)=2$ and $c_{2}=c_{3}=c\left( \pm \lambda_{2}\right)=3$, so that $\mathfrak{g}=0$.

- Subcase (ii, b) : $\# \Lambda=2$.

Suppose first that $\#(\Lambda \cap c \Lambda)=1$. We can assume without loss of generality that $\lambda_{1} \in c \Lambda$ and $\lambda_{2} \notin c \Lambda$. Then $c_{2} \geqslant \tilde{\mu}_{2}=n$. Now, $a_{2}=1$ (in fact, if $a_{2} \geqslant 2$ then
$c_{2} \geqslant 2 n$, contradicting (22)), so $a_{1}=n-2$. It follows that $\mathcal{M}\left(f-\lambda_{1}\right)=[p, q]$, with $p$ and $q$ coprime. Now there are two possibilities: $\lambda_{1}=c \lambda_{1}$ or $\lambda_{1}=c \lambda_{2}$.

If $\lambda_{1}=c \lambda_{1}$ then $\lambda_{1}=0$ and $f$ is similar to $P_{1}(t ; p, q)$. As $P_{1}(X)$ and $c P_{1}(Y)$ are indecomposable (see Lemma 4.5) and have different sets of special points, by Lemma 3.1 the polynomial $P_{1}(X)-c P_{1}(Y)$ must be irreducible: A simple application of formula (5) proves that it has genus zero. We fall thus in case (4).

If $\lambda_{1}=c \lambda_{2}$, then $\tilde{\mu}_{1}=\mu_{2}=n-2$, whence, by (22) and (23), it is $n=3$. Also, $f(X)-c f(Y)$ is irreducible and defines a genus zero curve as in case (4). In this case it is notationally convenient to express $f$ in term of a Chebyshev polynomial (which is also 1.r. to $\left.P_{1}(t ; 1,2)\right)$ and we fall in case (5).

Let now be $\Lambda=c \Lambda$. Plainly $c=-1$ i.e. $\lambda_{1}=-\lambda_{2}$. Set $t:=\mu_{1}+\mu_{2}$. By (14) and (15), $2 \leqslant t \leqslant n-1$. If $t=2$ then $f$ is 1.r. to a Chebyshev polynomial by Proposition 2.3. The special points being symmetric, $f$ is similar to $T_{\operatorname{deg}(f)}$ and $f(X)+f(Y)$ is reducible (see Proposition 2.2). Therefore we can assume $t \geqslant 3$, so that $n \geqslant 4$.

One of $\mu_{1}, \mu_{2}$ is $\leqslant 1$, so $\mu_{1} \mu_{2} \leqslant t-1$. It is

$$
\begin{equation*}
2(n-1)=c_{1}+c_{2} \geqslant \frac{n-\mu_{1}}{2} \mu_{2}+\frac{n-\mu_{2}}{2} \mu_{1}=\frac{t n}{2}-\mu_{1} \mu_{2} \tag{25}
\end{equation*}
$$

which implies that $2(n-1) \geqslant n(t / 2)-(t-1)$ and thus $t \leqslant 4+2 /(n-2)$. If $n \geqslant 5$ then $t \leqslant 4$, whereas if $n=4$ it is $t=3$.

For any $\xi \in \mathbb{C}$, denote by mult $_{f}(\xi)$ the multiplicity of the root $\xi$ of $f(X)-f(\xi)$.
LEMMA 5.4. Let $\# \Lambda=2$. Put $\sigma:=\sum_{\xi: \operatorname{mult}_{f}(\xi)>2}\left(\operatorname{mult}_{f}(\xi)-2\right)$. Then $\sigma=t-2$.
Proof. Let $R$ be the number of distinct roots of $f^{\prime}$. Note that $2 n=\operatorname{deg}\left(\left(f-\lambda_{1}\right)\right.$ $\left.\left(f-\lambda_{2}\right)\right)=t+2 R+\sigma$ and $n-1=\operatorname{deg}\left(f^{\prime}\right)=R+\sigma$, then eliminate $n$ and $R$ from the last two equalities.

Suppose $t=3$. By Lemma 5.4, $\left(f-\lambda_{1}\right)\left(f-\lambda_{2}\right)$ has exactly one triple root, all the other roots being simple or double. We can thus assume that $\mathcal{M}\left(f-\lambda_{1}\right)=\left[3,2^{\times a}\right.$, $\left.1^{\times \mu_{1}}\right]$ and $\mathcal{M}\left(f-\lambda_{2}\right)=\left[2^{\times b}, 1^{\times \mu_{2}}\right]$, where

$$
a=\frac{n-3-\mu_{1}}{2} \quad \text { and } \quad b=\frac{n-\mu_{2}}{2} .
$$

By (22) we then obtain

$$
\begin{aligned}
2(n-1) & =c_{1}+c_{2}=b\left(3+\mu_{1}\right)+(a+2) \mu_{2} \\
& =\left(3+\mu_{1}\right) \frac{n-\mu_{2}}{2}+\mu_{2} \frac{n-\left(3+\mu_{1}\right)}{2}+2 \mu_{2}=3 n-\left(1+\mu_{1}\right) \mu_{2} \geqslant 3 n-4,
\end{aligned}
$$

which, under our assumptions, is impossible.
Last, let $t=4$. Here $n \geqslant 5$. Inequality (25) implies $\mu_{1} \mu_{2} \neq 0$ and thus one of $\mu_{1}, \mu_{2}$ must be equal to 1 (recall that we are in case (ii) and $\Lambda=c \Lambda$ ), so $\mu_{1} \mu_{2}=3$.

Lemma 5.4 shows that $\left(f-\lambda_{1}\right)\left(f-\lambda_{2}\right)$ has either one root of multiplicity four or two roots of multiplicity three, all other roots being either simple or double. There are now three possibilities:
(a) $\mathcal{M}\left(f-\lambda_{1}\right)=\left[4,2^{\times \frac{n-4-\mu_{1}}{2}}, 1^{\times \mu_{1}}\right]$ and $\mathcal{M}\left(f-\lambda_{2}\right)=\left[2^{\times \frac{n-\mu_{2}}{2}}, 1^{\times \mu_{2}}\right]$;
(b) $\mathcal{M}\left(f-\lambda_{1}\right)=\left[3,3,2^{\times \frac{n-6-\mu_{1}}{2}}, 1^{\times \mu_{1}}\right]$ and $\mathcal{M}\left(f-\lambda_{2}\right)=\left[2^{\times \frac{n-\mu_{2}}{2}}, 1^{\times \mu_{2}}\right]$; and
(c) $\mathcal{M}\left(f-\lambda_{1}\right)=\left[3,2^{\times \frac{n-3-\mu_{1}}{2}}, 1^{\times \mu_{1}}\right]$ and $\mathcal{M}\left(f-\lambda_{2}\right)=\left[3,2^{\times \frac{n-3-\mu_{2}}{2}}, 1^{\times \mu_{2}}\right]$.

By the same method used in the case $t=3$ (that is, by a direct application of formula (22) with $\mathfrak{g}=0$ ) we easily arrive at contradictions in all three cases, thus completing the proof of Proposition 5.2.

Remark 5.5. Consider now the polynomials given up to similarity in cases (6)-(8) of Proposition 5.2: We ask how many similarity classes they form.

By the method of Remark 4.6 it can be seen that there are two similarity classes of polynomials $P_{4}$ and $P_{6}$. It suffices to prove that the two given representants for each of $P_{4}$ and $P_{6}$ are not similar: The equation to solve is analogous to that for $P_{3}$ in the mentioned Remark, but with $q=0$.

We are going to prove that the polynomials $P_{5}$ form only one similarity class. Let $a_{j}=-2^{1 / 3} \omega^{j-1}-\bar{\omega}, 1 \leqslant j \leqslant 3$ be the roots of $(a+\bar{\omega})^{3}+2$ and $b_{j}=\left(1-a_{j}\right) \omega-1$. It is

$$
\bar{\omega} P_{5}\left(t ; a_{1}, b_{1}\right)=P_{5}\left(\bar{\omega}\left(t-a_{1}\right) ; a_{2}, b_{2}\right)
$$

Letting the Galois group of $Q\left(\omega, 2^{1 / 3}\right) / Q(\omega)$ act on the displayed equation, the indices of the $a_{j}, b_{j}$ are permuted cyclically, thus proving our claim. Note also that, for fixed $a, b$, the equation $P_{5}(X)-\bar{\omega} P_{5}(Y)$ is obtained from $P_{5}(X)-\omega P_{5}(Y)$ exchanging $X$ and $Y$ and multiplying by $\bar{\omega}$, so that in case (7) there is up to isomorphism only one curve.

PROPOSITION 5.6. Suppose that $f$, is one of the polynomials given in Proposition $5.2(1)-(8)$, with $n=\operatorname{deg}(f)$. Let $g(t), h(t)$ be distinct nonconstant rational functions with $f(g(t))=c f(h(t))$.

Then there exists a rational function $r(t)$ with $g(t)=g_{1}(r(t)), h(t)=h_{1}(r(t))$ and respectively in cases (1)-(8):
(1) $g_{1}(t)=t, h_{1}(t)=\gamma t$ where $\gamma^{n}=c$.
(2) If $c=-1$ then either $g_{1}(t)=t, \quad h_{1}(t)=-t$ and $n>2$, or $g_{1}(t)=t+\frac{1}{t}$, $h_{1}(t)=\zeta t+\frac{1}{\zeta}$, where $\zeta$ is a primitive 2 nth root of unity ( $n$ a prime).
If $c \neq-1$ (with $n=2$ ), then $g_{1}(t)=\frac{1}{2}\left(t+\frac{2(1-c)}{t}\right)$ and $h_{1}(t)=\frac{1}{2 \sqrt{c}}\left(t-\frac{2(1-c)}{t}\right)$.
(3) $g_{1}(t)=t, h_{1}(t)=\gamma t$ where $\gamma^{r}=c$.
(4) $g_{1}(t)=\frac{1-\gamma t^{\prime}}{\gamma t^{+m h}-1}$ and $h_{1}(t)=t^{m} g_{1}(t)$ where $\gamma$ satisfies $c=\gamma^{m}$.
(5) If $c=\frac{d+2}{d-2}$, then $g_{1}(t)=3 \frac{c t^{2}+1}{c t^{2}+1}-1$ and $h_{1}(t)=1-\operatorname{tg}_{1}(t)-t$. If $c=\frac{d-2}{d+2}$, exchange $g_{1}$ with $h_{1}$.
(6) Replace $f$ with a similar polynomial to assume that $b=1$ in order to simplify the expressions. Put $d:=-6 a, \quad k:=2\left(2 a^{2}-5 a+2\right), \quad U:=U(t)=\frac{1}{6}\left(t+\frac{d}{t}\right) \quad$ and $Z:=Z(t)=\frac{-1}{2 \sqrt{k}}\left(t-\frac{d}{t}\right)-\left(a+\frac{1}{a}\right)$. Then

$$
g_{1}(t)=\frac{(Z-a)\left(Z-\frac{1}{a}\right) U+\frac{2}{3}(a+1)\left(Z^{3}+1\right)}{Z^{4}+1} \quad \text { and } \quad h_{1}(t)=g_{1}(t) Z
$$

(7) Define $d:=-\omega\left(a^{2}-i \sqrt{3} a+3 \omega\right)$ and $e:=\sqrt{-3(a-1) / 2}$. Also define $p_{0}:=$ $\frac{i}{\sqrt{3}} a^{2}-\omega(a-1), \quad p_{1}:=-\frac{i \omega}{\sqrt{3}} a^{2}-\omega(a-1) \quad$ and $\quad P(s):=s^{2}+p_{1} s+p_{0} . \quad$ Put $\stackrel{\sqrt{3}}{U}:=U(t)=\left(t+\frac{d}{t}\right) /(2 e)$ and $Z:=Z(t)=\left(t-\frac{d}{t}\right) / 2+p_{1}$. Finally

$$
\begin{aligned}
g_{1}(t) & =\frac{P(Z) U-\frac{2}{3}(\omega-\bar{\omega})\left((a-1) Z^{3}-\omega(a-\omega)\right)}{Z^{4}-1}+a \quad \text { and } \\
h_{1}(t) & =\bar{\omega}\left(g_{1}(t)-a\right) Z
\end{aligned}
$$

(8) Put $\sigma:=a+b, \delta:=a-b$ and $e:=251+7 \xi\left(\xi^{2}+\xi+4=0\right.$ as in Definition 2.1). Define also $U:=U(t)=\frac{1}{2}(t+e / t)$ and $Z:=Z(t)=\frac{1}{32}\left(t-\frac{e}{t}+6-2 \xi\right)$. Then

$$
g_{1}(t)=\frac{\sigma\left(Z^{3}+1\right)+\delta\left(Z^{2}-\xi Z+1\right) U}{2\left(Z^{5}-1\right)} \quad \text { and } \quad h_{1}(t)=-g_{1}(t) Z^{2} .
$$

Proof. The case (1) is trivial.
(2) If $c \neq-1$, then $n=2$, so we use the usual parametrisations of quadrics.

If $T_{n}(g(t))+T_{n}(h(t))=0$ then $T_{2 n}(g(t))-T_{2 n}(h(t))=0$ because

$$
T_{n}(X)+T_{n}(Y)=\frac{T_{2 n}(X)-T_{2 n}(Y)}{T_{n}(X)-T_{n}(Y)}
$$

In an algebraic closure of $\mathbb{C}(t)$, we write $g(t)=\alpha+\frac{1}{\alpha}, h(t)=\beta+\frac{1}{\beta}$, and by the defining equation for $T_{2 n}$ we obtain, replacing $\beta$ with $1 / \beta$ if necessary, $\alpha=\zeta \beta$ for some $2 n$th root of unity $\zeta$. If it were $\zeta^{n}=1$ we would have $T_{n}(g(t))-T_{n}(h(t))=0$ and thus $T_{n}(g(t))=0$, which is absurd, $g(t)$ being assumed nonconstant. If $g(t) \neq-h(t)$ then also $\zeta \neq-1$ and we continue as in the proof of Proposition 4.7 (2) getting the result of the statement. If $g(t)=-h(t)$ clearly $n>2$.
(3) The proof of Theorem 2 (3) shows that $X-\gamma Y$ is the only genus zero factor of $f(X)-c f(Y)$.

In cases (4)-(8), note that $f(X)-c f(Y)$ is irreducible and therefore it suffices to find $g_{1}, h_{1}$ as in the statement, as remarked in the proof of Proposition 4.7.

Case (4) is verified by substitution as in Proposition 4.7(3).
(5) Let $c=(d+2) /(d-2)$. The equation can be rewritten as

$$
(X-2)(X+1)^{2}=c(Y+2)(Y-1)^{2} .
$$

Upon putting $X=-3 X_{1}-1$ and $Y=3 Y_{1}+1$ we get the equation $X_{1}^{2}\left(X_{1}+1\right)=$ $-c Y_{1}^{2}\left(Y_{1}+1\right)$. We thus fall in case (4) with $l=2, m=1$ and $-c$ in place of $c$.
If $c=(d-2) /(d+2)$ then we exchange $X$ with $Y$ and divide by $c$ the equation in order to fall in the previous case.
(6) Put $P(X, Y):=P_{4}(X)+P_{4}(Y)$. The singular points on the curve $P(X, Y)=0$ are $(X, Y)=(0,0),(1, a)$ and $(a, 1)^{\star}$. A singular point is the origin, which is easily blown up via the birational morphism defined by $Y=Z X$. So we obtain an equation

$$
\begin{equation*}
\left(Z^{4}+1\right) X^{2}-\frac{4}{3}(a+1)\left(Z^{3}+1\right) X+2 a\left(Z^{2}+1\right)=0 \tag{26}
\end{equation*}
$$

Consider the discriminant of the above equation with respect to $X$ :

$$
\Delta:=\Delta(Z)=\frac{16}{9}(a+1)^{2}\left(Z^{3}+1\right)^{2}-8 a\left(Z^{4}+1\right)\left(Z^{2}+1\right)
$$

It can be verified that $\Delta=k\left(\frac{2}{3}(Z-a)\left(Z-\frac{1}{a}\right)\right)^{2}\left(Z+a^{2}\right)\left(Z+\frac{1}{a^{2}}\right)$ where $k$ is as in the statement. We parametrise $U^{2}=k\left(Z^{2}+\left(a^{2}+\frac{1}{a^{2}}\right) Z+1\right)$ in the usual way. We are then able to extract a square root of $\Delta$, so we can solve (26) for $X=X(t)=g_{1}(t)$ in rational functions, and thus express also $Y=h_{1}(t)$.

Case (7) is obtained in a similar way, but the details are more intricate. We begin with $P_{5}(X)-\omega P_{5}(Y)=0$ where $P_{5}(t)=P_{5}(t ; a, b)$ and $a, b$ satisfy the conditions $a^{3}+3 \bar{\omega} a^{2}+3 \omega a+3=0$ and $b=(1-a) \omega-1$ given in Definition 2.1. Upon putting $Y=\bar{\omega} Y_{1}$ consider the equation $P_{5}(X)-\omega P_{5}\left(\bar{\omega} Y_{1}\right)=0$, and as in Case (6) we see that the singular points on the associated curve are $\left(X, Y_{1}\right)=(a, 0),(0, \omega b)$ and $(b, \omega a)$. We translate the first of these points to the origin: Putting $X=X_{1}+a$ in we see that $X_{1}^{2}$ divides the constant term with respect to $Y_{1}$ of the resulting equation, and that the coefficient of $Y_{1}$ is 0 . We then put $Y_{1}=Z X_{1}$ and get

$$
\begin{aligned}
& \left(Z^{4}-1\right) X_{1}^{2}-\frac{4}{3}(\omega-\bar{\omega})\left((a-1) Z^{3}-\omega(a-\omega)\right) X_{1} \\
& \quad-2 a\left((a-1+\bar{\omega}) Z^{2}-\bar{\omega}(a-\omega+\bar{\omega})\right)=0 .
\end{aligned}
$$

Let $\Delta=\Delta(Z)$ be the discriminant of this quadratic equation in $X_{1}$. It can be verified that, defining $Q(s):=s^{2}-2 p_{1} s+p_{0}$ where $p_{0}, p_{1}$ and $P(s)$ are as in the statement:

$$
\Delta=\frac{-8}{3(a-1)} P(Z)^{2} Q(Z)
$$

Therefore, as in case (6), we parametrise $U^{2}=-2 /(3(a-1)) Q(Z)$, we express $X_{1}$ using $U$ and $P(Z)$, and finally obtain the formulae displayed.
(8) We use (essentially) the method of Proposition 4.7 (4) and (5). Put $\Phi=\mathrm{C}(x, y)$, where $P_{6}(x ; a, b)+P_{6}(y ; a, b)=0$. Put $Z:=(x+a)(x+b) /((y+a)(y+b))$, so $y=-Z^{2} x$ : Upon substituting this in the right side of the formula defining $Z$, we get a quadratic equation for $x$, namely $\left(Z^{5}-1\right) x^{2}-\left(Z^{3}+1\right)(a+b) x+a b(Z-1)$. By direct verification we see that the discriminant of this equation in $x$ is $\Delta=(a-b)^{2}\left(Z^{2}-\xi Z+1\right)^{2}\left(Z^{2}-\frac{3-\xi}{8} Z+1\right)$. Upon parametrising $U^{2}=Z^{2}-\frac{3-\xi}{8} Z+1$, we express first $U$ and $Z$, then $x$ and $y$, as rational functions of $t$.

[^3]Proof of Theorem 2. If $f$ is one of the polynomials given in cases (1)-(8), then $f(X)-c f(Y)$ has a genus zero factor by Propositions 5.2 and 2.2.

Conversely, suppose from now on that $f(X)-c f(Y)$ has a genus zero factor $P(X, Y)$.

Write $f=f_{0} \circ f_{1}$ with $f_{0}$ indecomposable of degree $n$ greater than 1 . The map $(X, Y) \mapsto\left(f_{1}(X), f_{1}(Y)\right)$ defines a nontrivial morphism of the curve associated to $P(X, Y)$ onto the curve associated to some factor of $f_{0}(X)-c f_{0}(Y)$, which must then have genus zero.

Hence we can apply Proposition 5.2 to $f_{0}(X)-c f_{0}(Y)$ : We get at once the statements of the theorem regarding the types of $f_{0}$. Replace $f_{0}$ and $f_{1}$ with $f_{0} \circ \ell^{-1}$ and $\ell \circ f_{1}$ for a suitable linear $\ell$ to assume, without loss of generality, that $f_{0}$ is one of the polynomials displayed in cases (1)-(8); we can further assume $f_{0}$ monic. We consider now these cases one by one.
(1) If $f_{0}=\mathrm{Z}_{n}$ then there is nothing to prove.
(2) Let first $c=-1$. Let $\widehat{g}(t), \widehat{h}(t)$ be nonconstant rational functions such that $P(\widehat{g}(t), \widehat{h}(t))=0$. Then $f_{1} \circ \widehat{g}$ and $f_{1} \circ \widehat{h}$ parametrise a genus zero factor of $T_{n}(X)+T_{n}(Y)$. We apply Proposition 5.6(2) and infer that either $f_{1} \circ \widehat{g}=-f_{1} \circ \widehat{h}$ and $n>2$ or, possibly exchanging $\widehat{g}$ with $\widehat{h}$, that $f_{1}(\widehat{g}(t))=g_{1}(r(t))$ with $g_{1}(t)=t+\frac{1}{t}$.

In the first case $P(X, Y)$ must divide $f_{1}(X)+f_{1}(Y)$. In fact, under the notation of Proposition 2.2, if $P(X, Y)$ divided $\Upsilon_{n, k}\left(f_{1}(X), f_{1}(Y)\right)$ for some $k$ with $1 \leqslant k<n$, $k \equiv 1(\bmod 2)$, then $\Upsilon_{n, k}\left(f_{1}(\widehat{g}(t)), f_{1}(\widehat{h}(t))\right)=0$. Since $f_{1} \circ \widehat{g}=-f_{1} \circ \widehat{h}$, the polynomial $\Upsilon_{n, k}(X,-X)$ would vanish for infinitely many values taken by the variable $X$, so it would be zero. On the other hand $\Upsilon_{n, k}(X,-X)=2(1+\cos (\pi k / n))$ $X^{2}-4 \sin ^{2}(\pi k / n) \neq 0$ the coefficient of $X^{2}$ being nonzero.

In the second case we have that the curve $f_{1}(X)-g_{1}(Y)$ is irreducible and has genus zero, implying $f_{1}=\epsilon T_{\operatorname{deg}\left(f_{1}\right)} \circ M$ where $\epsilon= \pm 1$ and $M$ is a linear polynomial: the argument is the same as in the proof of Theorem 1(2), with $R$ replaced here by $f_{1}$. Hence $T_{n} \circ f_{1}=T_{n \operatorname{deg}\left(f_{1}\right)} \circ M$.

Consider next the case $c \neq-1$. Now $f_{0}=T_{2}$. For $c \neq 0, \pm 1$ the polynomial $T_{2}(X)-c T_{2}(Y)=X^{2}-2-c\left(Y^{2}-2\right)$ is irreducible. If the curve $W^{2}=c f(Y)-2$ were reducible, then $f(Y)-\frac{2}{c}$ would be a square of a polynomial, but as $f(Y)+2$ is a square, this cannot happen. Thus $W^{2}=c f(Y)-2$ defines an irreducible curve $\mathcal{C}$. For the same reason also the curve $\mathcal{C}^{\prime}: f(X)+2 c=Z^{2}$ is irreducible. All the components of the algebraic set $f(X)-c f(Y)=0$ map onto $\mathcal{C}$, resp. $\mathcal{C}^{\prime}$, via $X \mapsto W=f(X)$, resp. $Y \mapsto Z=f(Y)$. Therefore $\mathcal{C}$ and $\mathcal{C}^{\prime}$ have genus zero. This means that there exist polynomials $R, S$ with $f(Y)+\frac{2}{c}=\left(Y-\eta_{1}\right)\left(Y-\eta_{2}\right) R(Y)^{2}$ and $f(X)+2 c=\left(X-\xi_{1}\right)\left(X-\xi_{2}\right) S(X)^{2}$. Moreover $f(X)+2=f_{1}(X)^{2}$. As $R, S$ and $f_{1}$ are pairwise coprime factors of $f^{\prime}$, the sum of their degrees is $\leqslant \operatorname{deg}\left(f^{\prime}\right)=\operatorname{deg}(f)-1$. This implies $\operatorname{deg}(f) \leqslant 2$, hence $f_{1}$ is linear.
(3) It suffices to prove that the only genus zero factor of $\Phi(X, Y):=f_{0}(X)-c f_{0}(Y)$ is $X-\zeta Y$ where $\zeta$ is a dth root of unity with $\zeta^{r}=c$ (in which case $\zeta=c^{r^{\prime}}$ where $\left.r r^{\prime} \equiv 1(\bmod d)\right) . \quad$ By Proposition 2.4, $\quad F_{f_{0}}(X, \zeta Y)=\frac{f_{0}(X)-c f_{0}(Y)}{X-\zeta Y} \quad$ is absolutely
irreducible. Our claim shall follow from Proposition 4.1 and obvious transformations after we have proved that $f_{0}(t)$ is not l.r. to either $P_{1}, P_{2}$ or $P_{3}$.

Observe that $f_{0}\left(\zeta^{j} t\right)=\zeta^{j r} f_{0}(t)$ for all $j$, so
the root types of $f_{0}(t)$ at $\lambda$ and $\lambda / \xi^{j r}$ are the same for all $j$.
In particular $a(\lambda)=a\left(\lambda / /^{j r}\right)$ and $\mu(\lambda)=\mu\left(\lambda / \zeta^{j r}\right)$.

- Assume first $f_{0}$ 1.r. to $P_{1}$. Write $f_{0}(t)=(t+\alpha)^{l}(t+\beta)^{m}+\lambda$ with $\alpha \neq \beta$. If $\lambda=0$ then, possibly exchanging $\alpha$ and $\beta$, it is $\alpha=0$, and $l=r, g\left(t^{d}\right)=(t+\beta)^{m}$, which is not possible. Then $\lambda \neq 0$ and, by $(27), a(\lambda)=a\left(\lambda / \zeta^{r}\right)=(l-1)+(m-1)=n-2$ with $\zeta^{r} \neq 1$. Formula (14) yields $n-1 \geqslant a(\lambda)+a\left(\lambda / \zeta^{r}\right)=2(n-2)$ i.e. $n \leqslant 3$, contradicting the assumption that $n=l+m \geqslant 4$.
- Suppose now $f_{0}$ 1.r. to $P_{2}$. Plainly we can write $f_{0}(t)=(t+u)(t+u+\alpha)^{2}$ $(t+u+\beta)^{2}+\lambda$ for some $u \in \mathbb{C}$ and with $\alpha, \beta \in \mathbb{C}^{*}$ satisfying

$$
\begin{equation*}
9 \alpha^{2}-2 \alpha \beta+9 \beta^{2}=0 \tag{28}
\end{equation*}
$$

There are three possibilities for $d$ and $r: d=2$ with $r=1$, i.e. $f_{0}=\operatorname{tg}\left(t^{2}\right)$ where $\operatorname{deg}(g)=2 ; d=3$ with $r=2$, i.e. $f_{0}=t^{2}\left(t^{3}-v\right) ;$ and $d=4$ with $r=1$, i.e. $f_{0}=t\left(t^{4}-v\right)$.

Assume $\lambda=0$. Only in the first of the three listed possibilities it can be $\mathcal{M}\left(f_{0}\right)=[1,2,2]$ and since $f_{0}(-t)=-f_{0}(t)$ (because $\zeta=-1$ ), we also have $u=0$ and $g(t)=(t-v)^{2}($ with $v \neq 0)$. Thus $f_{0}(t)=t\left(t^{2}-v\right)^{2}$, and $\alpha=-\beta$, contrary to (28).

Hence $\lambda \neq 0$. Now (27) holds, and $a(\lambda)=a\left(\lambda / \zeta^{r}\right)=a\left(\lambda / \zeta^{2 r}\right)=\cdots=2$. This and formula (14) (where $n=5$ ) imply that $d=2$ and thus $\zeta=-1$. Also, the root types at $\lambda$ and $-\lambda$ are equal, therefore $\mathcal{M}\left(f_{0}-\lambda\right)=\mathcal{M}\left(f_{0}+\lambda\right)=[1,2,2]$. By Proposition 2.3 we infer that $f_{0}$ is 1.r. to $T_{5}$, which is a contradiction.

- Last, suppose $f_{0}$ 1.r. to $P_{3}$. Write $f_{0}(t)=(t+u)(t+u+\alpha)^{3}(t+u+\beta)^{3}+\lambda$ where $8 \alpha^{2}-5 \alpha \beta+\beta^{2}=0$. If $\lambda=0$ then, by an argument similar to that for the case $f_{0}$ 1.r. $P_{2}$, we see that it has to be $\alpha=-\beta$, contradicting the relation defining $\alpha$ and $\beta$. If $\lambda \neq 0$ we arrive at $\mathcal{M}\left(f_{0}-\lambda\right)=\mathcal{M}\left(f_{0}-\lambda / \zeta^{r}\right)=[1,3,3]$ with $\zeta^{r} \neq 1$, i.e. $a(\lambda)=a\left(\lambda / \zeta^{r}\right)=4$, and (14) (recall that $n=7$ ) yields again a contradiction.

For the next cases we need some auxiliary results. The following Lemma can be derived using Ritt's Theory [ $\mathrm{R}, \mathrm{To}$ ]. For a simple proof follow [Z2, Lemma 6].

LEMMA 5.7. Let $A, B, C, D$ be nonconstant polynomials over a field $K$ of zero characteristic with $\operatorname{deg} A=\operatorname{deg} C$ and $A \circ B=C \circ D$. Then there is a nonconstant $K$-linear polynomial $\ell$ such that $A \circ \ell=C$ and $B=\ell \circ D$.

PROPOSITION 5.8. Let $f, g$ be polynomials of the same degree over the complex field, with $f$ indecomposable and $f(X)-g(Y)$ irreducible.

Then $f(X)-g(h(Y))$ is irreducible for all $h(Y) \in \mathbb{C}[Y]$.
Proof. Suppose $f(X)-g(h(Y)$ ) is reducible. Now [Fr2, Prop. 2] (or [BT, Prop. 8.1]) implies that there exist polynomials $\tilde{g}$ and $\tilde{h}$ with $g \circ h=\tilde{g} \circ \tilde{h}$, such that $f(X)-\tilde{g}(Y)$ is reducible and $\Omega_{\tilde{g}}=\Omega_{f}$. Thus, $\operatorname{deg}(\tilde{g})=\operatorname{deg}(f)=\operatorname{deg}(g)$. Now $g=\tilde{g} \circ \ell$ with $\ell$ linear by Lemma 5.7. This clearly implies that $f(X)-g(Y)$ is reducible.

We handle cases (4) and (5) together. We are in the following situation: $f_{0}$ is an indecomposable polynomial with $\Lambda\left(f_{0}\right)=\left\{\lambda_{1}, \lambda_{2}\right\}$ and $\lambda_{1} \in \Lambda\left(c f_{0}\right)$ (in case (4) it is $\lambda_{1}=c \lambda_{1}$, so $\lambda_{1}=0$, whereas in case (5) it is $\lambda_{1}=c \lambda_{2}$ ) but $\lambda_{2} \notin \Lambda\left(c f_{0}\right)$. From the proof of Proposition 5.2 we know that $f_{0}(X)-c f_{0}(Y)$ is irreducible and that its associated curve has genus zero. Also $\mathcal{M}\left(f_{0}-\lambda_{1}\right)=\mathcal{M}\left(c f_{0}-\lambda_{1}\right)=[p, q]$ with $p, q$ coprime, $p>1$.

Let now $f_{1}$ be a polynomial of degree $m$. We know by Proposition 5.8 that $\mathcal{D}: f_{0}(X)-c f_{0}\left(f_{1}(Y)\right)=0$ is an irreducible curve.

Write $c f_{0}(Y)-\lambda_{1}=c_{0}\left(Y-\eta_{1}\right)^{p}\left(Y-\eta_{2}\right)^{q}$ and $c f_{0}(Y)-\lambda_{2}=c_{0} \prod_{j=1}^{n}\left(Y-\xi_{j}\right)$ with the $\eta_{i}$, $\xi_{j}$ pairwise distinct. Let $v_{1}$ (resp. $v_{2, j}$ for $1 \leqslant j \leqslant n$ ), be the number of simple roots of $f_{1}(Y)-\eta_{2}$ (resp. $f_{1}(Y)-\xi_{j}$ ). Therefore the number of simple roots of $c f_{0}\left(f_{1}(Y)\right)-\lambda_{1}\left(\operatorname{resp} . c f_{0}\left(f_{1}(Y)\right)-\lambda_{2}\right)$ is at least $v_{1}$ (resp. $\left.\sum_{j=1}^{n} v_{2, j}\right)$. By (14) and (15) with $f_{1}$ in place of $f$ we have

$$
m-1 \geqslant \frac{m-v_{1}}{2}+\sum_{j=1}^{n} \frac{m-v_{2, j}}{2}
$$

whence $v_{1}+\sum_{j=1}^{n} v_{2, j} \geqslant m(n-1)+2$. By the genus formula (22) with $f_{0}$ and $c f_{0} \circ f_{1}$ in place of $f$ and $g$ we have $2(n+\mathfrak{g}-1)=c\left(\lambda_{1}\right)+c\left(\lambda_{2}\right) \geqslant v_{1}+\sum_{j=1}^{n} v_{2, j}(n-1)+2$, whence $\mathfrak{g}>0$ if $m>1$.

Each of the absolutely irreducible factors of $f(X)-c f(Y)$ define coverings of $\mathcal{D}$ in an obvious way, so they all define curves of genus $\geqslant \mathrm{g}$. Thus $f_{1}$ must be linear.

Cases (6)-(8) are dealt with an argument similar to that for cases (4)-(5), by virtue of the following Lemma (recall that $f_{0}(t)=P_{j}(t)$ with $4 \leqslant j \leqslant 6$ is indecomposable and that $f_{0}(X)-c f_{0}(Y)$ is irreducible).

LEMMA 5.9. Suppose $f(t) \in \mathbb{C}[t]$ is an indecomposable polynomial with at least 3 special points (and thus of degree at least 4) and $c \in \mathbb{C} \backslash\{0\}$ is such that $f(X)-c f(Y)$ is irreducible (thus $c \neq 1$ ) and defines a curve of genus zero. Let $h(t) \in \mathbb{C}[t]$ be of degree greater than 1 .

Then $f(X)-c f(h(Y))$ is irreducible and defines a curve of positive genus. In particular, and thus of degree at least 4 this holds if $f$ is one of $P_{4}(t ; a, b), P_{5}(t ; a, b)$ and $P_{6}(t ; a, b)$.

Proof. The irreducibility of $f(X)-c f(h(Y))$ follows from Proposition 5.8. Set $n=\operatorname{deg}(f)$ and $p=\operatorname{deg}(h)$. Let $\lambda_{1}, \lambda_{2}, \lambda_{3}$ be distinct special points of $f$, and $\eta_{i}$ be the number of simple roots of $c f(h(Y))-\lambda_{i}$ for $1 \leqslant i \leqslant 3$. By formula (22) with $\mathfrak{g}=0$
and $g=c f \circ h$ we have $2(n-1)=\sum_{i=1}^{3} c\left(\lambda_{i}\right) \geqslant \sum_{i=1}^{3} \eta_{i}$ whereas by (14) and (15) applied to $g$ in place of $f$ we obtain $n p-1 \geqslant \sum_{i=1}^{3} \frac{n p-\eta_{i}}{2} \geqslant \frac{3}{2} n p-\sum_{i=1}^{3} \frac{\eta_{i}}{2}$, so $n p+2 \leqslant \sum_{i=1}^{3} \eta_{i} \leqslant 2(n-1)$, which implies $p \leqslant 1$, a contradiction.

This concludes the proof of Theorem 2.
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[^0]:    ${ }^{\star}$ We include notationally the case $\lambda=\infty$, where we formally replace $f(t)-\lambda$ by $f(t)^{-1}$, i.e. consider the poles of $f(X)$.

[^1]:    ${ }^{\star}$ If it were decomposable, it would be the composition of two degree 2 polynomials, and $P_{4}(t)+\eta$ would be a square for some $\eta \in \mathbb{C}$, which it is not.

[^2]:    ${ }^{\star}$ Use the equation for $a$ to verify that $\left(a^{4}-3(1-\omega)\right) / 2 a^{3}=(1-a) \omega-1$.

[^3]:    ${ }^{\star}$ They are obtained upon solving the system $\partial P / \partial X=\partial P / \partial Y=P(X, Y)=0$. Alternatively we could observe that the curve $\mathcal{D}$ defined by $P(X, Y)=0$ is the fibred product of the two covers of the Riemann sphere by itself given by $X \mapsto Z=P_{4}(X)$ and by $Y \mapsto Z=-P_{4}(Y)$. By Abhyankhar's Lemma, over a point $\left(x_{0}, y_{0}\right) \in \mathcal{D}$ there are $(r, s)$ distinct places where $r=\operatorname{mult}_{P_{4}}\left(x_{0}\right)$ and $s=$ mult $_{P_{4}}\left(y_{0}\right)$. Now it is straightforward to detemine the singular points on $\mathcal{D}$, as the special points of $P_{4}$ are known.

