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THE MOMENTS OF THE MULTIVARIATE NORMAL

C.S. WITHERS

Explicit expressions are given for the noncentral moments of the

multivariate normal. Finding the general moment is shown to be

equivalent to finding the general derivative of the density of

the multivariate normal, that is to finding an expression for the

multivariate Hermite polynomial.

1. Introduction and summary

Expressions are given for the general moment of a p-dimensional

normally distributed random variable X = [X , ..., X ) with mean y and

covariance E = (a. .) •

Two forms of the moment are considered: EX ... X , where
al

V V

a , ..., a lie in {1, .... p} , and EX ... XP , where {v.} lie in

{0, 1, 2, ...} . The {a^} need not all be distinct.

In Section 2 we prove our main result:

THEOREM 1.1. For X ~ N (\i, Z) , and c^, ..., a^ in

{1, 2, .... p} ,
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m
( l . l ) EX ... X = Y Tu . . . n o , , . . . a , i.

a i l+k=rL\ 'al\b2 b2k-lb2k

m •.

where £ sums over all m = r\/[l\2 kl) permutations

[a •.. Oyb b2 ... £ ) of (a ... a ) giving distinct terms allowing

for the symmetry of E .

3
EXAMPLE 1 . 1 . EX X X = u u y + T u a , , , w h e r e

" l a 2 a 3 a l 2 3 1 1 2
3
Y, \i a, , = \i a + \i a + y a . D

P u t t i n g p = 0 i t fo l lows t h a t t h e even moments a r e g iven by

COROLLARY 1 . 1 . For X ~ W ( 0 , E) and a . , . . . , aoV in

{1, 2, . . . , p} ,

m(k)
\i--^l c"1^ • • • A - L uu i, • • • uu v, '

m(fc) fe

where J SIOTS overall m{k) = (2fe)!/(2 fel) = 1.3.5 . . . (2k-l)

permutations [b . . . b , ) o / (a . . . a . ) giving distinct terms.

EXAMPLE 1.2. if y = 0 ,

15
EX ... X = V a, , a, , a, , = a a a

ai a6 fc?2 3̂*1* &5fc6 °ia2 a3ai* a5a6

plus fourteen like terms. D

REMARK I.I. This corollary was proved by Isserlis [J] by induction.

) = m(k) where a = aIn particular he noted that E[X /a ) = m(k) where a. = a., and, for

vi + v2 = 2k , E{Xx/o^)
 1(^2/02)

 2 = [ 2}m(i)m(k-i)r 2 (l-r2)1"

where r = a o a , and gave similar expressions for some of the cross-

moments of [X , X , AL) . •

Also in Section 2 these moments are expressed in terms of the multi-
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variate Hermite polynomial. We use the definition given in Withers [2]:

for A a p x p matrix set

a . . .a
(1.3) He1 (x, A) = exp(«/2)(-0) . . . {-D)exp(-«/2) , x in if ,

1 r

where Q = x'At and D. = 8/3x. .

(Thus if E is positive definite (denoted by E > 0 ) then

ot .. .a
He X r[x, E"1) = *z{x)~

X[-D ) ... (-0 )4>z(x) , x in # ,
1 r

where <)>£ is the density of X - y .)

We prove

THEOREM 1.2. For X - W (y, Z) ,

^ . . . ^ a

1 r

tL'"ar{-jr\t -t) = (-)r^ar"'°'r(z-1y, -z) .

(if E is not positive definite this can be interpreted by choosing

I,. > 0 tending to Z as 6 •+ 0 ; in particular if u = 0 , we may

replace Z u by 0 .)

This shows that the problem of finding the moments of the multivariate

normal is equivalent to the problem of finding the derivatives of the

multivariate normal. The latter are the building blocks of Edgeworth

expansions.

The Hermite polynomials have the 'dual' form

v v
(1.5) He (x, A) = exp(G/2)(-0 ) X ... [-D) Pexp(-Q/2)

V p p

for x, Q, D as in (1.3) and {v.} nonnegative integers.

Hence Theorem 1.2 can be restated as

COROLLARY 1.2. For X ~ W (\i, Z) ,

(1.6) EXVl . . . XV/ = Be {-Z-\, -Z) = {-)V-He [lT\, -Z) ,
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where v. = v + . . . + v .

2. Proofs

LEMMA 2.1 (The derivatives of a function of a quadratic). For

f : if -*• R a quadratic function, g : FT •*• if } IT = (CL , ..., a ) a set

of r integers in {l, 2, ..., p) and x in W set y = f(x) and

(/)„ = (/)mU) = 3
rf(x)/3xa ... 3 ^ . Then (g o /)(*) = g[f{x)) has

.trth order derivatives

m
•••ifi)aifi )

m
where £ sums over (li t < d, ..., 1 < ̂ 7+^ - d} and Y, sums over all

i

l+2k=r i T-l'-^l+k h a l %l al

i h b
l+k 2k-lD2k

m
sums over (li t < d, ..., 1 < ̂ 7+^ - d} and

i

m = r\/[ll2 kl) permutations [a± ••• aJ)± ... b^A of (^ ... a )

giving different terms allowing for (f) . . = (/).. .

Proof. This corresponds to / a quadratic in the more general rule

given in Withers [2]. D

Proof of Theorem 1.1. For t in R? ,

E exp(t'X) = exp(/) , where / = y't + t'lt/2 .

Hence

(2.1) EX ... Xa exp(t'X) = 9r exp(/)/9i: ... 3* .
X r 1 r

By Lemma 2.1 the right hand side is given by

exp(/) I I J7 pt(o, b)
l+2k=r lrydK

where a = (̂  ... a^) , b = {b± ... b^ ,
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p m

f. = 3f/3t. = y. + (Zt). , f.. = 3 f/dt.dt. = a. . , and £ is as for

(1.1). Putting t = 0 yields (l.l). •

Proof of Theorem 1.2. 2/ = R'ZR - c where i? = t + £"% ,

a = u'Z~ y . Hence the right hand side of (2.1) is

f r f
 ar--ar

= </#e 1 r{-R, -Z) .

How put t = 0 . •
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