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#### Abstract

In this paper, we first give a sufficient condition on the coefficients of a class of infinite time interval backward stochastic differential equations (BSDEs) under which the infinite time interval BSDEs have a unique solution for any given square integrable terminal value, and then, using the infinite time interval BSDEs, we study the convergence of $g$-martingales introduced by Peng via a kind of BSDEs. Finally, we study the applications of $g$-expectations and $g$-martingales in both finance and economics.
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The adapted solution for a linear BSDE which appears as the adjoint process for a stochastic control problem was first introduced by Bismut in 1973, then by Bensoussan and others, while the first result for the existence and uniqueness of an adapted solution to a nonlinear BSDE with finite time interval and Lipschitzian coefficient was obtained by Pardoux and Peng [20]. Later many researchers developed the theory and its applications in a series of papers (see for example Darling [5], Hu and Peng [16], Lepeltier and Martin [18], Pardoux [19], Peng [24, 25], Karoui, Peng and Quenez [8] and the references therein) under some other assumptions on coefficients but for fixed terminal time. From these papers, the basic theorem is that, for a fixed terminal time $T>0$, under the suitable assumptions on terminal value $\xi$, coefficient $g$ and driving process $M$, the following BSDE has a solution pair $\left(y_{t}, z_{t}\right)$ in the interval $[0, T]$ :

$$
\begin{equation*}
y_{t}=\xi+\int_{t}^{T} g\left(y_{s}, z_{s}, s\right) d s-\int_{t}^{T} z_{s} d M_{s}, \quad 0 \leq t \leq T \tag{0.1}
\end{equation*}
$$

More recently, Peng [25] introduced the notions of $g$-expectations and $g$-martingales via the above finite time interval BSDEs driven by a Brownian motion process. In Chen and Peng [1, 2] and Peng [24], some properties of $g$-martingales (such as upcrossing inequality, stopping sampling theorem and decomposition theorem for $g$ martingales) are discussed. As a supplement, in this paper, we discuss the convergence of $g$-martingales. One difficulty of this problem is how to study the existence and uniqueness of $\operatorname{BSDE}(0.1)$ when $T=\infty$. In fact, such a problem has been investigated by Peng [23], Pardoux [19], Darling and Pardoux [6], Pardoux and Zhang [21] and other researchers under the assumption that terminal value $\xi=0$ or $E e^{\rho T}|\xi|^{2}<\infty$ for some constant $\rho>0$ and random terminal time $T$. A natural question is under which conditions on $g$, does $\operatorname{BSDE}(0.1)$ still have a unique solution pair for any given square integrable $\xi$ when $T=\infty$ ? Obviously, the assumptions on $g$ in the papers mentioned above do not solve this question. In this paper, we first give a sufficient condition on coefficient $g$ under which for any square integrable random variable $\xi$, BSDE ( 0.1 ) still has a unique solution pair when $T=\infty$. Furthermore, we explain such a condition usually is necessary. We also give an example to show that our conditions on $g$ allow the coefficients to be unbounded, thus our result still extends Pardoux and Peng's result even for finite time horizon BSDE. Using these results, we show the convergence of $g$-martingales. Finally, we discuss some applications of $g$-expectations and $g$-martingales.

This paper is organized as follows. In Section 1, we consider a class of infinite time interval BSDEs: existence, uniqueness and convergence. In Section 2 we recall the notions of $g$-expectations and $g$-martingales introduced by Peng via BSDE. In Section 3, we show the convergence of $g$-martingales. In Section 4, we apply our results to economic theory and the pricing of contingent claims in incomplete security markets.

## 1. Infinite time interval BSDEs

Let $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, P\right)$ be a completed probability space, $\left(W_{t}\right)_{t \geq 0}$ be a $d$-dimensional standard Brownian motion. For the ease of exposition, we assume that the driving process $\left(M_{t}\right)$ in $\operatorname{BSDE}(0.1)$ is Brownian motion $\left(W_{t}\right)$ and $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ is the natural filtration generated by Brownian motion $\left(W_{t}\right)_{t \geq 0}$, that is,

$$
\mathscr{F}_{t}=\sigma\left\{W_{s} ; s \leq t\right\}
$$

Our method can be extended to the situation where $\left(W_{t}\right)$ is a martingale with jump and $\left\{\mathscr{F}_{t}\right\}$ is the usual filtration. Suppose $\mathscr{F}=\mathscr{F}_{\infty}=\sigma\left(\bigcup_{t \geq 0} \mathscr{F}_{t}\right)$, let us adopt the following notations.

$$
\begin{aligned}
& S^{2}:=\left\{V: V \text { all }\left\{\mathscr{F}_{t}\right\}\right. \text {-adapted processes with norm of } \\
& \left.\|V\|_{s^{2}}:=\left[E\left(\sup _{s \geq 0}|V(s)|\right)^{2}\right]^{1 / 2}<\infty\right\} ;
\end{aligned}
$$

$$
\begin{aligned}
\mathscr{M}^{2}(0, \infty):= & \left\{V: V \text { all }\left\{\mathscr{F}_{t}\right\}\right. \text {-adapted processes with norm of } \\
& \left.\|V\|_{M}:=\left[E \int_{0}^{\infty}|V(s)|^{2} d s\right]^{1 / 2}<\infty\right\} ; \\
L^{2}\left(\Omega, \mathscr{F}_{t}, P\right):= & \left\{\xi: \xi \text { all } \mathscr{F}_{t}\right. \text {-measurable random variables } \\
& \text { such that } \left.E|\xi|^{2}<\infty\right\}, \quad 0 \leq t \leq \infty ; \\
B^{2}:= & \left\{(X, Y): X \in S^{2}, Y \in \mathscr{M}^{2}(0, \infty)\right\} .
\end{aligned}
$$

For each $(X, Y) \in B^{2}$, we denote the norm of $(X, Y)$ by

$$
\|(X, Y)\|_{B^{2}}:=\left(\|X\|_{S^{2}}^{2}+\|Y\|_{M}^{2}\right)^{1 / 2}
$$

Obviously, $B^{2}$ is a Banach space.
Consider the following infinite time interval BSDE

$$
\begin{equation*}
y_{t}=\xi+\int_{t}^{\infty} g\left(y_{s}, z_{s}, s\right) d s-\int_{t}^{\infty} z_{s} d W_{s} \tag{1.1}
\end{equation*}
$$

where $\xi \in L^{2}(\Omega, \mathscr{F}, P)$ is given and $g \in \mathscr{L}(v, u)$. Here $\mathscr{L}(v, u)$ is the set of all functions $g: R \times R^{d} \times R_{+} \times \Omega \rightarrow R$ satisfying the following conditions:
(H1) For any $(y, z) \in R \times R^{d}, g(y, z, \cdot)$ is progressively measurable process such that $E\left(\int_{0}^{\infty}|g(y, z, s)| d s\right)^{2}<\infty$.
(H2) $g$ satisfies Lipschitz condition with Lipschitzian functions $v:=\{v(t)\}$ and $u:=\{u(t)\}$, that is, there exist two positive non-random functions $\{v(t)\}$ and $\{u(t)\}$ such that $\left|g\left(y_{1}, z_{1}, t\right)-g\left(y_{2}, z_{2}, t\right)\right| \leq v(t)\left|y_{1}-y_{2}\right|+u(t)\left|z_{1}-z_{2}\right|$, $\forall\left(y_{i}, z_{i}, t\right) \in R^{1+d} \times R_{+}, i=1,2$.
In this section, we prove that the following conditions on $v$ and $u$ solve our question:
(H3) $\int_{0}^{\infty} v(s) d s<\infty, \int_{0}^{\infty} u^{2}(s) d s<\infty$.
To do so, let us first give an a priori estimate.
Lemma 1.1. Suppose (H1), (H2) and (H3) hold for g. For any $T \in[0, \infty]$, let $Y_{T}^{i} \in L^{2}\left(\Omega, \mathscr{F}_{T}, P\right),\left(Y^{i}, Z^{i}\right)$ and $\left(y^{i}, z^{i}\right) \in B^{2}$ satisfy the following equations
(1.2) $Y_{t}^{i}=Y_{T}^{i}+\int_{t}^{T} g\left(y_{s}^{i}, z_{s}^{i}, s\right) d s-\int_{t}^{T} Z_{s}^{i} d W_{s}, \quad 0 \leq t \leq T \leq \infty ; \quad i=1,2$,
then for any $\tau \in[0, T]$,

$$
\begin{aligned}
& \left\|\left(\left(Y^{1}-Y^{2}\right) 1_{[\tau, T]},\left(Z^{1}-Z^{2}\right) 1_{[\tau, T]}\right)\right\|_{B^{2}}^{2} \\
& \quad \leq 20\left[E\left|Y_{T}^{1}-Y_{T}^{2}\right|^{2}+l(\tau, T)\left\|\left(\left(y^{1}-y^{2}\right) 1_{[\tau, T]},\left(z^{1}-z^{2}\right) \mathbf{1}_{[\tau, T]}\right)\right\|_{B^{2}}^{2}\right]
\end{aligned}
$$

where $l(\tau, T):=\left(\int_{\tau}^{T} v(s) d s\right)^{2}+\int_{\tau}^{T} u^{2}(s) d s$ and $\mathbf{1}_{[\tau, T]}(\cdot)$ is an indicator function.

Proof. Without loss of generality, we assume that $\tau=0, T=\infty$, otherwise we can replace $g$ by $g 1_{[r, T]}$. Set

$$
\begin{array}{ll}
\widehat{Y}:=Y^{1}-Y^{2}, & \widehat{Z}:=Z^{1}-Z^{2}, \quad \hat{y}:=y^{1}-y^{2}, \\
\hat{z}:=z^{1}-z^{2}, & \hat{g}_{t}:=g\left(y^{1}, z^{1}, t\right)-g\left(y^{2}, z^{2}, t\right) .
\end{array}
$$

Since $(\widehat{Y}, \widehat{Z}) \in B^{2},\left\{\int_{0}^{t} \widehat{Z}_{s} d W_{s}\right\}$ is a martingale and from (1.2) we have

$$
\widehat{Y}_{t}=E\left[\widehat{Y}_{T}+\int_{t}^{\infty} 1_{[t, T]}(s) \hat{g}_{s} d s / \mathscr{F}_{t}\right]
$$

Applying Doob inequality, we deduce

$$
\begin{align*}
\|\widehat{Y}\|_{S^{2}}^{2} & =E\left(\sup _{t \geq 0}\left|E\left[\widehat{Y}_{T}+\int_{t}^{\infty} 1_{(t, T]}(s) \hat{g}_{s} d s / \mathscr{F}_{t}\right]\right|\right)^{2}  \tag{1.3}\\
& \leq E\left(\sup _{t \geq 0} E\left[\left|\widehat{Y}_{T}\right|+\int_{0}^{\infty}\left|\hat{g}_{s}\right| d s / \mathscr{F}_{t}\right]\right)^{2} \\
& \leq 4 E\left(\left|\widehat{Y}_{T}\right|+\int_{0}^{\infty}\left|\hat{g}_{s}\right| d s\right)^{2} \leq 8\left[E\left|\widehat{Y}_{T}\right|^{2}+E\left(\int_{0}^{\infty}\left|\hat{g}_{s}\right| d s\right)^{2}\right]
\end{align*}
$$

On the other hand, from (1.2) it follows that

$$
\begin{align*}
\|\widehat{Z}\|_{M}^{2} & =E\left\langle\int_{0} \hat{z}_{s} d W_{s}\right\rangle_{\infty}  \tag{1.4}\\
& =E\left[\widehat{Y}_{T}+\int_{0}^{\infty} \hat{g}_{s} d s\right]^{2}-\left[E\left(\widehat{Y}_{T}+\int_{0}^{\infty} \hat{g}_{s} d s\right)\right]^{2} \\
& \leq E\left[\widehat{Y}_{T}+\int_{0}^{\infty} \hat{g}_{s} d s\right]^{2} \leq 2\left[E\left|\widehat{Y}_{T}\right|^{2}+E\left(\int_{0}^{\infty}\left|\hat{g}_{s}\right| d s\right)^{2}\right]
\end{align*}
$$

where $\langle M\rangle$ is the variation process generated by the martingale $M$. Note that

$$
\begin{aligned}
E\left(\int_{0}^{\infty}\left|\hat{g}_{s}\right| d s\right)^{2} & \leq E\left[\int_{0}^{\infty}\left(v(s)\left|\hat{y}_{s}\right|+u(s)\left|\hat{z}_{s}\right|\right) d s\right]^{2} \\
& \leq 2 E\left[\int_{0}^{\infty} v(s) d s \cdot \sup _{t \geq 0}\left|\hat{y}_{t}\right|\right]^{2}+2 E\left[\int_{0}^{\infty} u^{2}(s) d s \cdot \int_{0}^{\infty}\left|\hat{z}_{s}\right|^{2} d s\right] \\
& =2\left[\left(\int_{0}^{\infty} v(s) d s\right)^{2} \cdot\|\hat{y}\|_{s^{2}}^{2}+\int_{0}^{\infty} u^{2}(s) d s \cdot\|\hat{z}\|_{M}^{2}\right] \\
& \leq 2\left[\left(\int_{0}^{\infty} v(s) d s\right)^{2}+\int_{0}^{\infty} u^{2}(s) d s\right]\|(\hat{y}, \hat{z})\|_{B^{2}}^{2}
\end{aligned}
$$

$$
=2 l(0, \infty)\|(\hat{y}, \hat{z})\|_{B^{2}}^{2} .
$$

Consequently, the last inequality, (1.3) and (1.4) imply

$$
\begin{aligned}
\|(\widehat{Y}, \widehat{Z})\|_{B^{2}}^{2}=\|\widehat{Y}\|_{S^{2}}^{2}+\|\widehat{Z}\|_{M}^{2} & \leq 10\left[E\left|\widehat{Y}_{T}\right|^{2}+E\left(\int_{0}^{\infty}\left|\hat{g}_{s}\right| d s\right)^{2}\right] \\
& \leq 20\left(E\left|\widehat{Y}_{T}\right|^{2}+l(0, \infty)\|(\hat{y}, \hat{z})\|_{B^{2}}^{2}\right) .
\end{aligned}
$$

For any $T, \tau \in[0, \infty]$ set $g_{1}(y, z, t):=g(y, z, t) \mathbf{1}_{[\tau, T]}$, then $g_{1}$ satisfies the assumption (H1), (H2) and (H3) and its Lipschitz constants are $v \mathbf{1}_{[\tau, T]}$ and $u 1_{[\tau, T]}$. Repeating the above process, we obtain the result.

Theorem 1.2. Let $\xi \in L^{2}(\Omega, \mathscr{F}, P)$ be given, (H1), (H2) and (H3) hold for $g$, then $\operatorname{BSDE}(1.1)$ has a unique solution $(y, z) \in B^{2}$.

Proof. We prove the theorem in two steps.
Step 1. We assume $\left[\left(\int_{0}^{\infty} v(s) d s\right)^{2}+\int_{0}^{\infty} u^{2}(s) d s\right]^{1 / 2}<1 / \sqrt{20}$. For any $(y, z) \in B^{2}$, applying (H1), (H2) and (H3) we derive

$$
\begin{aligned}
E\left(\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s\right)^{2} \leq & E\left(|\xi|+\int_{0}^{\infty}\left|g\left(y_{s}, z_{s}, s\right)\right| d s\right)^{2} \\
\leq & E\left[|\xi|+\int_{0}^{\infty}\left(|g(0,0, s)|+v(s)\left|y_{s}\right|+u(s)\left|z_{s}\right|\right) d s\right]^{2} \\
\leq & 4 E \xi^{2}+4 E\left(\int_{0}^{\infty}(g(0,0, s) d s)^{2}\right. \\
& +4 E\left(\int_{0}^{\infty} v(s)\left|y_{s}\right| d s\right)^{2}+4 E\left(\int_{0}^{\infty} u(s)\left|z_{s}\right| d s\right)^{2}
\end{aligned}
$$

Since

$$
E\left[\int_{0}^{\infty} v(s)\left|y_{s}\right| d s\right]^{2} \leq E\left[\int_{0}^{\infty} v(s) d s \cdot \sup _{t \geq 0}\left|y_{t}\right|\right]^{2}=\left(\int_{0}^{\infty} v(s) d s\right)^{2}\|y\|_{S^{2}}^{2}<\infty
$$

and

$$
E\left[\int_{0}^{\infty} u(s)\left|z_{s}\right| d s\right]^{2} \leq E\left[\int_{0}^{\infty} u^{2}(s) d s \cdot \int_{0}^{\infty}\left|z_{s}\right|^{2} d s\right]=\int_{0}^{\infty} u^{2}(s) d s \cdot\|z\|_{M}^{2}<\infty,
$$

we have

$$
E\left[\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s\right]^{2}<\infty
$$

which means $\left\{E\left[\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s / \mathscr{F}_{t}\right]\right\}_{t \geq 0}$ is a square integrable martingale. According to the martingale representation theorem, there exists a unique $Z \in \mathscr{M}^{2}(0, \infty)$ such that

Let

$$
\begin{align*}
E\left[\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s / \mathscr{F}_{1}\right]= & E\left[\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s\right]  \tag{1.5}\\
& +\int_{0}^{t} Z_{s} d W_{s}, \quad 0 \leq t \leq \infty
\end{align*}
$$

$$
\begin{equation*}
Y_{t}:=E\left[\xi+\int_{t}^{\infty} g\left(y_{s}, z_{s}, s\right) d s / \mathscr{F}_{t}\right], \quad 0 \leq t \leq \infty \tag{1.6}
\end{equation*}
$$

Obviously, $(Y, Z) \in B^{2}$. Equations (1.5) and (1.6) have constructed a mapping from $B^{2}$ to $B^{2}$, and we denote it by $\phi$, that is,

$$
\phi:(y, z) \rightarrow(Y, Z)
$$

If $\phi$ is a contractive mapping with respect to the norm $\|\cdot\|_{B^{2}}$, by the fixed point theorem, there exists a unique $(y, z) \in B^{2}$ satisfying (1.5) and (1.6), that is,

$$
\left\{\begin{array}{l}
E\left[\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s / \mathscr{F}_{t}\right]=E\left(\xi+\int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s\right)+\int_{0}^{t} z_{s} d W_{s} \\
y_{t}=E\left[\xi+\int_{t}^{\infty} g\left(y_{s}, z_{s}, s\right) d s / \mathscr{F}_{t}\right], \quad 0 \leq t \leq \infty
\end{array}\right.
$$

which is equivalent to $\operatorname{BSDE}$ (1.1).
We now prove that $\phi$ is a contractive mapping. Suppose $\left(y^{i}, z^{i}\right) \in B^{2}$, let $\left(Y^{i}, Z^{i}\right)$ be the map of $\left(y^{i}, z^{i}\right),(i=1,2)$, that is,

$$
\phi\left(y^{i}, z^{i}\right)=\left(Y^{i}, Z^{i}\right), \quad i=1,2
$$

We denote

$$
\begin{array}{ll}
\widehat{Y}:=Y^{1}-Y^{2}, & \widehat{Z}:=Z^{1}-Z^{2}, \quad \hat{y}:=y^{1}-y^{2} \\
\hat{z}:=z^{1}-z^{2}, & \hat{g}_{t}:=g\left(y^{1}, z^{1}, t\right)-g\left(y^{2}, z^{2}, t\right)
\end{array}
$$

By Lemma 1.1 we have

$$
\begin{aligned}
\left\|\phi\left(y^{1}, z^{1}\right)-\phi\left(y^{2}, z^{2}\right)\right\|_{B^{2}} & =\|(\widehat{Y}, \widehat{Z})\|_{B^{2}} \\
& \leq \sqrt{20}\left[\left(\int_{0}^{\infty} v(s) d s\right)^{2}+\int_{0}^{\infty} u^{2}(s) d s\right]^{1 / 2}\|(\hat{y}, \hat{z})\|_{B^{2}} .
\end{aligned}
$$

Note that $\left[\left(\int_{0}^{\infty} v(s) d s\right)^{2}+\int_{0}^{\infty} u^{2}(s) d s\right]^{1 / 2}<1 / \sqrt{20}$. Thus $\phi$ is a contractive mapping from $B^{2}$ to $B^{2}$.

Step 2. Since $\int_{0}^{\infty} v(s) d s<\infty, \int_{0}^{\infty} u^{2}(s) d s<\infty$, then there exists a sufficiently large constant $T$ such that

$$
\left[\left(\int_{T}^{\infty} v(s) d s\right)^{2}+\int_{T}^{\infty} u^{2}(s) d s\right]^{1 / 2}<\frac{1}{\sqrt{20}}
$$

Let $g_{1}(y, z, t):=\mathbf{1}_{[T, \infty]}(t) g(y, z, t)$, then (H1), (H2) and (H3) hold on $g_{1}$ whose Lipschitzian constants are $\bar{v}(t)=\mathbf{1}_{[T, \infty]}(t) v(t)$ and $\bar{u}(t)=\mathbf{1}_{[T, \infty]}(t) u(t)$. Obviously,

$$
\left[\left(\int_{0}^{\infty} \bar{v}(s) d s\right)^{2}+\int_{0}^{\infty} \bar{u}^{2}(s) d s\right]^{1 / 2}<\frac{1}{\sqrt{20}}
$$

By Step 1 , there exists a unique $(\hat{y}, \hat{z}) \in B^{2}$ such that

$$
\hat{y}_{t}=\xi+\int_{t}^{\infty} g_{1}\left(\hat{y}_{s}, \hat{z}_{s}, s\right) d s-\int_{t}^{\infty} \hat{z}_{s} d W_{s}, \quad 0 \leq t \leq \infty
$$

For $\left(\hat{y}_{t}, \hat{z}_{t}\right)$ given as above, let us consider the following infinite BSDE:

$$
\left\{\begin{array}{l}
\bar{y}_{t}=\int_{t}^{T} g\left(\bar{y}_{s}+\hat{y}_{s}, \bar{z}_{s}+\hat{z}_{s}, s\right) d s-\int_{t}^{T} \bar{z}_{s} d W_{s}, \quad 0 \leq t \leq T \\
\bar{y}_{t} \equiv 0, \quad \bar{z}_{t} \equiv 0, \quad t>T
\end{array}\right.
$$

According to the Pardoux-Peng theorem (see Pardoux and Peng [20]), the above BSDE has a unique solution $\left(\bar{y}_{t}, \bar{z}_{t}\right)$ in $[0, T]$, thus the above BSDE has a unique solution such that $\left(\bar{y}_{t}, \bar{z}_{t}\right)=(0,0)$, for every $t \geq T$.

Let

$$
y:=\bar{y}+\hat{y}, \quad z:=\bar{z}+\hat{z}
$$

It is easy to check that $\left(y_{t}, z_{t}\right)$ is the unique solution of $\operatorname{BSDE}$ (1.1).
Remark 1. Suppose $\mu$ is a constant, if we choose $v(t)=u(t):=\mu 1_{[0, T]}(t)$, then Theorem 1.1 is the main theorem in Pardoux and Peng [20].

REMARK 2. The condition (H3) usually is necessary. That is, if for any $\xi$ and $g \in \mathscr{L}(v, u)$, BSDE (1.1) has a unique solution in $B^{2}$, then the assumption (H3) is necessary.

In fact, let us choose $g(y, z, t)=v(t) y$. Obviously, $g \in \mathscr{L}(v, u)$ and for any $\xi:=a,(a>0$ is a constant $)$, the solution of BSDE

$$
y_{t}=a+\int_{t}^{\infty} v(s) y_{s} d s-\int_{t}^{\infty} z_{s} d W_{s}, \quad 0 \leq t \leq \infty
$$

is $y_{t}=a \exp \left(\int_{t}^{\infty} v(s) d s\right)$, and $z_{t}=0$. Since $y_{0}<\infty$, then $\int_{0}^{\infty} v(s) d s<\infty$.
Similarly, if we choose $g(y, z, t)=u(t) z$, then the solution of BSDE

$$
y_{t}=\xi+\int_{t}^{\infty} u(s) z_{s} d s-\int_{t}^{\infty} z_{s} d W_{s}
$$

should be

$$
y_{t}=E\left[\left.\xi \exp \left(-\frac{1}{2} \int_{t}^{\infty} u^{2}(s) d s+\int_{t}^{\infty} u(s) d W_{s}\right) \right\rvert\, \mathscr{F}_{t}\right] .
$$

Thus the assumption $\int_{0}^{\infty} u^{2}(s) d s<\infty$ is necessary.
The following example shows that our assumptions allow the coefficients of BSDE (1.1) to be unbounded. Thus Theorem 1.2 generalizes the result in Pardoux and Peng [20] even for finite time horizon BSDE.

EXAMPLE 1. For given $T>0$, let $\xi \in L^{2}\left(\Omega, \mathscr{F}_{T}, P\right)$, then the following BSDE has a unique solution:

$$
y_{t}=\xi+\int_{t}^{T}\left[\frac{1}{(T-s)^{1 / 2}}\left|y_{s}\right|+\frac{1}{(T-s)^{1 / 4}}\left|z_{s}\right|\right] d s-\int_{t}^{T} z_{s} d W_{s}, \quad 0 \leq t \leq T .
$$

In fact, let us choose $v$ and $u$ as follows:

$$
v(t):=\left\{\begin{array}{ll}
(T-t)^{-1 / 2}, & 0 \leq t<T ; \\
0, & t \geq T ;
\end{array} \quad u(t):= \begin{cases}(T-t)^{-1 / 4}, & 0 \leq t<T \\
0, & t \geq T\end{cases}\right.
$$

It is easy to show that $v$ and $u$ satisfy condition (H3), but $v$ and $u$ are unbounded.
We now discuss the convergence of the solutions of infinite time interval BSDEs. The following theorem is called the Continuous Dependence Theorem.

Theorem 1.3. Suppose $\xi_{i} \in L^{2}(\Omega, \mathscr{F}, P),(i=1,2)$, let $\left(y^{i}, z^{i}\right)$ be the solutions of $\operatorname{BSDE}$ (1.1) corresponding to $\xi=\xi_{1}, \xi=\xi_{2}$, respectively, then there exists $a$ constant $C>0$ such that

$$
\left\|\left(y^{1}-y^{2}, z^{1}-z^{2}\right)\right\|_{B^{2}}^{2} \leq C E\left|\xi_{1}-\xi_{2}\right|^{2} .
$$

PROOF. Set $\hat{y}:=y^{1}-y^{2} ; \hat{z}:=z^{1}-z^{2}$. Since $\left(\int_{0}^{\infty} v(s) d s\right)^{2}+\int_{0}^{\infty} u^{2}(s) d s<\infty$, we can choose a strictly increasing sequence $0=t_{0}<t_{1}<\cdots<t_{n}<t_{n+1}=\infty$ such that

$$
a_{i}:=\left[\left(\int_{t_{i}}^{t_{i+1}} v(s) d s\right)^{2}+\int_{t_{i}}^{t_{i+1}} u^{2}(s) d s\right]^{1 / 2}<\frac{1}{\sqrt{20}}, \quad i=0,1, \ldots, n
$$

Set $L:=\max _{i} a_{i}$, since $1-20 L^{2}>0$, thus $N:=\sqrt{20} / \sqrt{1-20 L^{2}}$ is well defined and $N>1$. Applying Lemma 1.1 we have

$$
\begin{aligned}
\left\|(\hat{y}, \hat{z}) \mathbf{1}_{\left[t_{i}, t_{i+1}\right]}\right\|_{B^{2}}^{2} & \leq 20 E \hat{y}_{t_{i+1}}^{2}+20\left[\left(\int_{t_{i}}^{t_{i+1}} v(s) d s\right)^{2}+\int_{t_{i}}^{t_{i+1}} u^{2}(s) d s\right]\left\|(\hat{y}, \hat{z}) 1_{\left[t_{i}, t_{i+1}\right]}\right\|_{B^{2}}^{2} \\
& \leq 20 E \hat{y}_{t_{i+1}}^{2}+20 L^{2}\left\|(\hat{y}, \hat{z}) \mathbf{1}_{\left[t_{i}, t_{i+1}\right]}\right\|_{B^{2}}^{2}
\end{aligned}
$$

Thus

$$
\begin{align*}
\left\|(\hat{y}, \hat{z}) \mathbf{1}_{t_{i}, t_{i+1} 1}\right\|_{B^{2}}^{2} & \leq \frac{20}{1-20 L^{2}} E \hat{y}_{t_{i+1}}^{2}=N^{2} E \hat{y}_{t_{i+1}}^{2}  \tag{1.7}\\
& \leq N^{2} E\left[\left(\sup _{t_{i+1} \leq s \leq t_{i+2}}\left|\hat{y}_{s}\right|\right)^{2}+\int_{t_{i}}^{t_{i+2}} \hat{z}_{s}^{2} d s\right] \\
& =N^{2}\left\|(\hat{y}, \hat{z}) \mathbf{1}_{\left[t_{i+1}, i_{i+2}\right]}\right\|_{B^{2}}^{2}, \quad i=0,1, \ldots, n-1 .
\end{align*}
$$

In particular,

$$
\begin{equation*}
\left\|(\hat{y}, \hat{z}) \mathbf{1}_{\left[t_{n}, \infty\right]}\right\|_{B^{2}}^{2} \leq N^{2} E\left|\xi_{1}-\xi_{2}\right|^{2} . \tag{1.8}
\end{equation*}
$$

From (1.7) and (1.8) we have

$$
\begin{aligned}
\|(\hat{y}, \hat{z})\|_{B^{2}} & \leq \sum_{i=0}^{n}\left\|(\hat{y}, \hat{z}) 1_{\left[t_{i}, t_{i+1}\right]}\right\|_{B^{2}} \leq\left(N^{n+1}+\cdots+N\right)\left[E\left(\xi_{1}-\xi_{2}\right)^{2}\right]^{1 / 2} \\
& =\frac{N\left(N^{n+1}-1\right)}{N-1}\left(E\left|\xi_{1}-\xi_{2}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

Thus $\|(\hat{y}, \hat{z})\|_{B^{2}}^{2} \leq C E\left|\xi_{1}-\xi_{2}\right|^{2}$.
Using Theorem 1.3, we can obtain the following convergence theorem for infinite time interval BSDE.

Theorem 1.4. Suppose $\xi, \xi_{k} \in L^{2}(\Omega, \mathscr{F}, P)$, $(k=1,2, \ldots)$ (H1), (H2) and (H3) hold for $g$. Let $\left(y^{k}, z^{k}\right)$ be the solution of the following BSDEs:

$$
\begin{equation*}
y_{t}^{k}=\xi_{k}+\int_{t}^{\infty} g\left(y_{s}^{k}, z_{s}^{k}, s\right) d s-\int_{t}^{\infty} z_{s}^{k} d W_{s}, \quad k=1,2, \ldots \tag{1.9}
\end{equation*}
$$

If $E\left|\xi_{k}-\xi\right|^{2} \rightarrow 0$ as $k \rightarrow \infty$, then there exists a pair $(y, z) \in B^{2}$ such that $\left\|\left(y^{k}-y, z^{k}-z\right)\right\|_{B^{2}} \rightarrow 0$ as $k \rightarrow \infty$. Furthermore, $(y, z)$ is the solution of the following BSDE:

$$
\begin{equation*}
y_{t}=\xi+\int_{t}^{\infty} g\left(y_{s}, z_{s}, s\right) d s-\int_{t}^{\infty} z_{s} d W_{s} \tag{1.10}
\end{equation*}
$$

Proof. For any $n, m>1$, let $\left(y^{n}, z^{n}\right)$ and $\left(y^{m}, z^{m}\right)$ be the solutions of $\operatorname{BSDE}$ (1.9) corresponding to $\xi_{k}=\xi_{n}$ and $\xi_{k}=\xi_{m}$. Due to Theorem 1.3, there exists a constant $C$ such that

$$
\begin{aligned}
\left\|\left(y^{n}-y^{m}, z^{n}-z^{m}\right)\right\|_{B^{2}}^{2} & \leq C E\left|\xi_{n}-\xi_{m}\right|^{2} \\
& \leq 2 C\left[E\left|\xi_{n}-\xi\right|^{2}+E\left|\xi_{m}-\xi\right|^{2}\right] \rightarrow 0 \quad \text { as } n, m \rightarrow \infty
\end{aligned}
$$

which means that $\left(y^{n}, z^{n}\right)$ is a Cauchy sequence in $B^{2}$, Thus there exists a pair $(y, z) \in B^{2}$ such that $\left\|\left(y^{n}-y, z^{n}-z\right)\right\|_{B^{2}} \rightarrow 0$ as $n \rightarrow \infty$.

Since

$$
\begin{aligned}
& E \int_{0}^{\infty} \quad\left|g\left(y_{z}^{n}, z_{s}^{n}, s\right)-g\left(y_{s}, z_{s}, s\right)\right| d s \\
& \quad \leq E \int_{0}^{\infty}\left[v(s)\left|y_{z}^{n}-y_{s}\right|+u(s)\left|z_{s}^{n}-z_{s}\right|\right] d s \\
& \quad \leq 2\left[\left(\int_{0}^{\infty} v(s) d s\right)^{2}+\int_{0}^{\infty} u^{2}(s) d s\right]^{1 / 2}\left\|\left(y^{n}-y, z^{n}-z\right)\right\|_{B^{2}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

Thus $\int_{0}^{\infty} g\left(y_{s}^{n}, z_{s}^{n}\right) d s \rightarrow \int_{0}^{\infty} g\left(y_{s}, z_{s}, s\right) d s$ as $n \rightarrow \infty$ in $L^{1}(\Omega, \mathscr{F}, P)$. Taking the limit on both sides of $\operatorname{BSDE}(1.9)$, we deduce that $(y, z)$ is the solution of $\operatorname{BSDE}(1.10)$.

The following corollary shows the relation of solutions between infinite time interval BSDE (1.10) and the following finite time interval BSDE:

$$
\begin{equation*}
y_{t}=E\left[\xi / \mathscr{F}_{T}\right]+\int_{t}^{T} g\left(y_{s}, z_{s}, s\right) d s-\int_{t}^{T} z_{s} d W_{s}, \quad 0 \leq t \leq T<\infty \tag{1.11}
\end{equation*}
$$

Corollary 1.5. Assume $\xi \in L^{2}(\Omega, \mathscr{F}, P)$, (H1), (H2) and (H3) hold for g. Let $(y, z)$ be the solution of $\operatorname{BSDE}(1.10)$. For any $T>0$, let $\left(y^{T}, z^{T}\right)$ be the solution of finite time interval $\operatorname{BSDE}(1.11)$, then $\left(y^{T}, Z^{T}\right) \rightarrow(y, z)$ as $T \rightarrow \infty$ in $B^{2}$.

Proof. Note that $E\left[\xi / \mathscr{F}_{T}\right] \rightarrow \xi$ in $L^{2}(\Omega, \mathscr{F}, P)$ as $T \rightarrow \infty$. The proof is straightforward from Theorem 1.4.

## 2. $g$-expectation, $g$-martingale

Peng [25] introduced the notions of $g$-expectations and $g$-martingales via a finite time interval BSDE under the following assumption:

$$
\begin{equation*}
g(y, 0, t) \equiv 0, \text { for every }(y, t) \in R \times R_{+} \tag{H4}
\end{equation*}
$$

In this section, we first present the general notions of $g$-expectations and the corresponding $g$-martingales via the infinite time interval BSDE introduced in Section 1 under the hypothesis ( H 4 ).

DEFINITION 2.1. Suppose $\xi \in L^{2}(\Omega, \mathscr{F}, P)$ is given, (H1), (H2), (H3) and (H4) hold for $g$. Let $\left(y_{t}, z_{t}\right) \in B^{2}$ be the solution of $\operatorname{BSDE}(1.1)$. We call $\mathscr{E}_{g}[\xi]$, where

$$
\mathscr{E}_{g}[\xi]:=y_{0}
$$

the $g$-expectation of random variable $\xi$.
In particular, if $g(y, z, t)= \pm u(t)|z|$, we rewrite $\mathscr{E}_{g}[\xi]$ simply as $\mathscr{E}_{ \pm u}[\xi]$, where $u$ is Lipschitz function defined in (H2) and (H3).

Lemma 2.2. Suppose $\xi \in L^{2}(\Omega, \mathscr{F}, P)$ and (H1)-(H4) hold for $g$, let $\left(y_{t}^{\xi}, z_{t}^{\xi}\right)$ be the solution of $\operatorname{BSDE}$ (1.1). Then for any $A \in \mathscr{F}_{r}(0 \leq r \leq \infty)$ we have

$$
y_{r}^{1_{r} \xi}=1_{A} y_{r}^{\xi}, \quad r \geq 0
$$

Here $\left\{y_{t}^{1_{A} \xi}\right\}$ is the solution of $\operatorname{BSDE}(1.1)$ corresponding to the terminal value $1_{A} \xi$.
Proof. Set $\left(y_{t}, z_{t}\right):=\left(y_{t}^{\xi}, z_{t}^{\xi}\right)$, for any $A \in \mathscr{F}_{r}$, multiplying $\mathbf{1}_{A}$ on both sides of $\operatorname{BSDE}(1.1)$, we have

$$
\mathbf{1}_{A} y_{t}=\mathbf{1}_{A} \xi+\int_{t}^{\infty} \mathbf{1}_{A} g\left(y_{s}, z_{s}, s\right) d s-\int_{t}^{\infty} \mathbf{1}_{A} z_{s} d W_{s}, \quad 0 \leq t \leq \infty
$$

Since $y_{t} \mathbf{1}_{A}$ is $\mathscr{F}_{t}$-measurable for each $t \in[r, \infty]$ and the relation $g\left(\mathbf{1}_{A} y, z \mathbf{1}_{A}, t\right)=$ $\mathbf{1}_{A} g(y, z, t)$, for every $(y, z, t) \in \mathbb{R}^{1+d} \times R_{+}$holds under the assumption (H4), we obtain that $\left(y_{t} \mathbf{1}_{A}, z_{t} \mathbf{1}_{A}\right)$ solves the following BSDE

$$
\begin{equation*}
\bar{y}_{t}=\mathbf{1}_{A} \xi+\int_{t}^{\infty} g\left(\bar{y}_{s}, \bar{z}_{s}, s\right) d s-\int_{t}^{\infty} \bar{z}_{s} d W_{s}, \quad 0 \leq t \leq \infty \tag{2.1}
\end{equation*}
$$

when $r \leq t \leq \infty$.
It then follows, by the uniqueness of the solution of $\operatorname{BSDE}(2.1)$, that

$$
\mathbf{1}_{A} y_{t}=\bar{y}_{t}, \quad t \in[r, \infty]
$$

which means that $\mathbf{1}_{A} y_{i}^{\xi}=y_{t}^{\mathbf{1}_{A} \xi}$ for every $t \in[r, \infty]$. In particular, $\mathbf{1}_{A} y_{r}^{\xi}=y_{r}^{1_{A} \xi}$. The proof is complete.

The following lemma follows directly from the assumption (H4).

LEMMA 2.3. Suppose $\xi \in L^{2}\left(\Omega, \mathscr{F}_{r}, P\right)$, $(r \geq 0)$, (H1)-(H4) hold for $g$. Let $\left(y_{t}, z_{t}\right)$ be the solution of infinite time interval BSDE (1.1) and let $\left(\bar{y}_{t}, \bar{z}_{t}\right)$ be the solution of the following finite time interval BSDE

$$
\bar{y}_{t}=\xi+\int_{t}^{r} g\left(\bar{y}_{s}, \bar{z}_{s}, s\right) d s-\int_{t}^{r} \bar{z}_{s} d W_{s}, \quad 0 \leq t \leq r
$$

Then

$$
y_{t}=\bar{y}_{t}, \quad \forall t \in[0, r] .
$$

In particular, $y_{0}=\bar{y}_{0}$.
Proof. It is easy to check that $\left(\bar{y}_{t} \mathbf{1}_{[0, r](t)}+\xi \mathbf{1}_{(r, \infty]}, \bar{z}_{t} \mathbf{1}_{[0, r]}\right)$ is the solution of BSDE (1.1). It then follows, by the uniqueness of $\operatorname{BSDE}$ (1.1), that we obtain the following fact:

$$
y_{t}=\left\{\begin{array}{ll}
\bar{y}_{t}, & t \leq r ; \\
\xi, & t>r,
\end{array} \quad z_{t}= \begin{cases}\bar{z}_{t}, & t \leq r \\
0, & t>r\end{cases}\right.
$$

In particular, $y_{0}=\bar{y}_{0}$.
LEMMA 2.4. Suppose $\xi \in L^{2}(\Omega, \mathscr{F}, P)$, then there exists a unique random variable $\eta \in L^{2}\left(\Omega, \mathscr{F}_{t}, P\right)$, such that

$$
\begin{equation*}
\mathscr{E}_{g}\left[\mathbf{1}_{A} \xi\right]=\mathscr{E}_{g}\left[\mathbf{1}_{A} \eta\right], \quad \forall A \in \mathscr{F}_{t}, \quad 0 \leq t \leq \infty \tag{2.2}
\end{equation*}
$$

(We call $\eta$ the conditional expectation of random variable $\xi$ generated by function $g$ under $\mathscr{F}_{t}$ and write it as $\mathscr{E}_{g}\left[\xi / \mathscr{F}_{t}\right]$.) Furthermore,

$$
\mathscr{E}_{g}\left[\xi / \mathscr{F}_{t}\right]=y_{t}^{\xi}
$$

where $y_{t}^{\xi}$ is the value of the solution $\left\{y_{t}^{\xi}\right\}$ of $\operatorname{BSDE}(1.1)$ at time $t$.
Proof. For any $A \in \mathscr{F}_{t}$, by the definition of $\mathscr{E}_{g}[\cdot]$ and Lemma 2.2, we have

$$
\mathscr{E}_{g}\left[\mathbf{1}_{A} \xi\right]=\mathscr{E}_{g}\left[y_{t}^{\mathbf{1}_{A} \xi}\right]=\mathscr{E}_{g}\left[\mathbf{1}_{A} y_{t}^{\xi}\right]
$$

Set $\eta:=y_{t}^{\xi}$, then $\eta \in L^{2}\left(\Omega, \mathscr{F}_{t}, P\right)$.
We now prove that $\eta$ is unique. Indeed, if there exists another $\bar{\eta} \in L^{2}\left(\Omega, \mathscr{F}_{t}, P\right)$ such that

$$
\begin{equation*}
\mathscr{E}_{g}\left[\mathbf{1}_{A} \eta\right]=\mathscr{E}_{g}\left[\mathbf{1}_{A} \bar{\eta}\right], \quad \forall A \in \mathscr{F}_{t} \tag{2.3}
\end{equation*}
$$

but $P(\eta \neq \bar{\eta})>0$.

Set $B:=\{\eta>\bar{\eta}\}$, without loss of generality, we assume that $P(B)>0$. It then follows, by Theorem A.3(2)(i) in Appendix, that

$$
\mathscr{E}_{g}\left[\mathbf{1}_{B} \eta\right]>\mathscr{E}_{g}\left[\mathbf{1}_{B} \bar{\eta}\right],
$$

which is contrary to equality (2.3).
Remark 3. The notation $\mathscr{E}_{g}[\xi]$ and $\mathscr{E}_{g}[\cdot / \mathscr{F}]$ comes from Peng [25]. Obviously, if $g \equiv 0$, then $\mathscr{E}_{g}[\xi]$ and $\mathscr{E}_{g}\left[\xi / \mathscr{F}_{t}\right]$ are the classical mathematical expectation and conditional expectation respectively

$$
\mathscr{E}_{g}[\xi]=E \xi ; \quad \mathscr{E}_{8}\left[\xi / \mathscr{F}_{t}\right]=E\left[\xi / \mathscr{F}_{1}\right]
$$

Furthermore, Peng proved that $\mathscr{E}_{g}[\cdot]$ and $\mathscr{E}_{g}\left[\cdot / \mathscr{F}_{t}\right]$ preserve respectively many properties of the classical mathematical expectations and conditional expectations except linearity (see Theorem A. 2 and Theorem A. 3 in Appendix). For that reason, Peng calls the general expectation and general conditional expectation $g$-expectation and conditional $g$-expectation respectively (see Peng [24, 25]).

The following counter-example shows that a conditional $g$-expectation does not exist without the assumption (H4).

Example 2. Suppose $\xi \in L^{2}(\Omega, \mathscr{F}, P)$, let $g(y, z, t)=\mathrm{e}^{-t}$. We choose $r=1$. Then there is no $\eta \in L^{2}\left(\Omega, \mathscr{F}_{1}, P\right)$ satisfying (2.2).

In fact, if there exists such $\eta$ satisfying (2.2), that is,

$$
\mathscr{E}_{g}\left[\xi \mathbf{1}_{A}\right]=\mathscr{E}_{g}\left(\eta \mathbf{1}_{A}\right), \quad \forall A \in \mathscr{F}_{1}
$$

In particular, if we choose $A=\Omega$

$$
\mathscr{E}_{g}[\xi]=\mathscr{E}_{8}[\eta]
$$

then, by Definition 2.1, $\mathscr{E}_{g}[\xi]$ and $\mathscr{E}_{g}[\eta]$ are the value of the solution $\left(y_{t}\right)$ of the following BSDE at time $t=0$ corresponding to $X=\xi$ and $X=\eta$, respectively

$$
y_{t}=X+\int_{t}^{\infty} \mathrm{e}^{-s} y_{s} d s-\int_{0}^{\infty} z_{s} d W_{s} .
$$

Solving the above linear BSDE (see Theorem A. 0 in Appendix) we have

$$
y_{t}=E\left[X \mathrm{e}^{\int_{t}^{x} \mathrm{e}^{-s} d s} / \mathscr{F}_{t}\right]
$$

thus $\mathscr{E}_{8}[\xi]=\mathrm{e} E \xi$ and $\mathscr{E}_{8}[\eta]=\mathrm{e} E \eta$. That is,

$$
\begin{equation*}
E \xi=E \eta \tag{EQ}
\end{equation*}
$$

On the other hand, since $\eta \mathbf{1}_{A}$ is $\mathscr{F}_{1}$ measurable, by Lemma 2.3, $\mathscr{E}_{g}\left[\eta \mathbf{1}_{A}\right]$ is equal to the value of the solution $\left(\bar{y}_{t}\right)$ of the following BSDE at time $t=0$

$$
y_{t}=\eta+\int_{t}^{1} \mathrm{e}^{-s} y_{s} d s-\int_{0}^{1} z_{s} d W_{s},
$$

that is,

$$
\mathscr{E}_{g}[\eta]=\mathrm{e}^{1-\mathrm{e}^{-1}} E \eta .
$$

Consequently, e $E \xi=\mathscr{E}_{g}[\xi]=\mathscr{E}_{g}[\eta]=\mathrm{e}^{1-\mathrm{e}^{-1}} E \eta$, which is contrary to (EQ).
For notational simplicity, in the rest of this paper we always assume that $g$ satisfies (H1)-(H4).

DEFINITION 2.5. A real value $\mathscr{F}_{t}$-adapted process $\left\{X_{t}\right\}_{t \geq 0}$ is called a $g$-martingale (supermartingale, submartingale) if for each $t \in[0, \infty), E\left|X_{t}\right|^{2}<\infty$, and for $0 \leq s \leq t<\infty$,

$$
\left.\mathscr{E}_{g}\left[X_{t} / \mathscr{F}_{s}\right]=X_{s} \quad \text { (respectively } \leq X_{s}, \geq X_{s}\right)
$$

The following lemma is from Chen and Peng [1, 2]. Let us outline the proof for the convenience of the reader.

LEMMA 2.6. Let $\left\{X_{t}\right\}$ be a $g$-supermartingale and $t_{0}, t_{1}, \ldots, t_{n}, \ldots$ be a strictly increasing sequence taking values in $[0, \infty)$. We denote by $U_{a}^{b}(X, n)$ the number of upcrossing interval $[a, b]$ of $\left\{X_{t_{i}}\right\}$ before $t_{n}$. Then

$$
\begin{equation*}
\mathscr{E}_{-u}\left[U_{a}^{b}(X, n)\right] \leq \frac{1}{b-a} \mathscr{E}_{u}\left[\left(X_{i_{n}}-a\right)^{-}\right] \tag{2.4}
\end{equation*}
$$

PROOF. For $j=1,2, \cdots, n$, let $\left(y_{t}^{(j)}, z_{t}^{(j)}\right)$ be the solution of the following BSDE

$$
\begin{equation*}
y_{t}^{(j)}=X_{t_{j}}+\int_{t}^{t_{j}} g\left(y_{s}^{(j)}, z_{s}^{(j)}, s\right) d s-\int_{t}^{t_{j}} z_{s}^{(j)} d W_{s}, \quad 0 \leq t \leq t_{j} \tag{2.5}
\end{equation*}
$$

Set

$$
a_{s}^{j}:=\left\{\begin{array}{ll}
\frac{g\left(y_{s}^{(j)}, z_{s}^{(j)}, s\right)}{z_{s}^{(j)}}, & \text { when } z_{s}^{(j)} \neq 0 \text { and } s \in\left(t_{j-1}, t_{j}\right] ; \\
0, & \text { otherwise },
\end{array} \quad a_{s}:=\sum_{j=1}^{n} a_{s}^{j}\right.
$$

By (H2) and (H4),

$$
\begin{equation*}
|g(y, z, t)| \leq u(t)|z|, \quad \text { for }(y, z, t) \in R \times R^{d} \times R_{+} \tag{2.6}
\end{equation*}
$$

Thus $\left|a_{t}\right| \leq u(t)$, for each $t>0$. Since, for each $j$,

$$
\begin{equation*}
g\left(y_{s}^{(j)}, z_{s}^{(j)}, s\right)=a_{s} \cdot z_{s}^{(j)}, \quad s \in\left(t_{j-1}, t_{j}\right] \tag{2.7}
\end{equation*}
$$

BSDE (2.5) can be rewritten as

$$
\begin{equation*}
y_{t}^{(j)}=X_{t_{j}}+\int_{t}^{t_{j}} a_{s} z_{s}^{(j)} d s-\int_{t}^{t_{j}} z_{s}^{(j)} d W_{s},=X_{t_{j}}-\int_{t}^{t_{j}} z_{s}^{(i)} d \bar{W}_{s}, \quad t \in\left[0, t_{j}\right] \tag{2.8}
\end{equation*}
$$

where $\bar{W}_{t}:=W_{t}-\int_{0}^{t} a_{s} d s$.
Let

$$
E\left[\frac{d Q}{d P} / \mathscr{F}_{t_{n}}\right]:=\exp \left\{-\frac{1}{2} \int_{0}^{t_{n}}\left|a_{s}\right|^{2} d s+\int_{0}^{t_{n}} a_{s} d W(s)\right\}
$$

By the Girsanov Theorem, $\left\{\bar{W}_{t}\right\}$ is a $Q$ - Brownian motion.
Since

$$
\begin{aligned}
& E \exp \left(-\frac{1}{2} \int_{0}^{t_{n}}\left(2 a_{s}\right)^{2} d s+\int_{0}^{t_{n}} 2 a_{s} d W_{s}\right)=1 \\
\left(E_{Q}\left|X_{t_{n}}\right|\right)^{2}= & \left(E\left|X_{t_{n}} \frac{d Q}{d P}\right|\right)^{2} \\
\leq & E X_{t_{n}}^{2} E \exp \left(-\frac{1}{2} \int_{0}^{t_{n}}\left(2 a_{s}\right)^{2} d s+\int_{0}^{t_{n}} 2 a_{s} d W_{s}\right) \exp \left(\int_{0}^{t_{n}} a_{s}^{2} d s\right) \\
\leq & E X_{t_{n}}^{2} \exp \left(\int_{0}^{t_{n}} u^{2}(s) d s\right)<\infty
\end{aligned}
$$

which means that $\left\{X_{t_{n}}\right\}_{n \geq 0}$ is integrable under $Q$.
Taking conditional expectation $E_{Q}\left[\cdot / \mathscr{F}_{t}\right]$ on both sides of BSDE (2.8),

$$
\mathscr{E}_{g}\left[X_{t_{j}} / \mathscr{F}_{t}\right]=y_{t}^{(j)}=E_{Q}\left[X_{t_{j}} / \mathscr{F}_{t}\right]
$$

Since $X_{t}$ is a $g$-supermartingale,

$$
E_{Q}\left[X_{t_{j}} / \mathscr{F}_{t_{j-1}}\right]=\mathscr{E}_{g}\left[X_{t_{j}} / \mathscr{F}_{t_{j-1}}\right] \leq X_{t_{j-1}}, \quad j=1,2, \ldots, n .
$$

Thus $\left\{X_{t_{j}}\right\}_{i=1}^{n}$ is a $Q$-supermartingale with respect to $\left\{\mathscr{F}_{t_{i}}\right\}_{i=1}^{n}$.
Applying the classical upcrossing inequality of supermartingales, we have

$$
\begin{equation*}
E_{Q}\left[\mathbf{U}_{a}^{b}(X, n)\right] \leq \frac{E_{Q}\left[\left(X_{t_{n}}-a\right)^{-}\right]}{b-a} \tag{2.9}
\end{equation*}
$$

Note that, by Theorem A. 3 (2)(ii) in Appendix, for $\xi \in L^{2}(\Omega, \mathscr{F}, P)$,

$$
\mathscr{E}_{-u}[\xi] \leq E_{Q}[\xi] \leq \mathscr{E}_{u}[\xi]
$$

This with (2.9) proves the result.

## 3. Convergence theorem of $g$-martingale

From Theorem 1.3, we can obtain the following corollary.
Corollary 3.1. If $\left\{X_{t}\right\}$ is a g-martingale (non-negative $g$-submartingale), then there exists a constant $C$ such that

$$
E \sup _{t \geq 0}\left|X_{t}\right|^{2} \leq C \sup _{t \geq 0} E X_{t}^{2} .
$$

Proof. Suppose $\left\{X_{t}\right\}$ is a $g$-martingale, then for any $0 \leq t \leq T<\infty$, by the definition of $g$-martingale, there exists $z$ such that $(X, z)$ satisfies the BSDE

$$
X_{t}=X_{T}+\int_{t}^{T} g\left(X_{s}, z_{s}, s\right) d s-\int_{t}^{T} z_{s} d W_{s}
$$

By Theorem 1.3, there exists a constant $C$ such that $E \sup _{0 \leq \leq \leq T}\left|X_{t}\right|^{2} \leq C E\left|X_{T}\right|^{2} \leq$ $C \sup _{t \geq 0} E\left|X_{t}\right|^{2}$. From this, we obtain our result.

Using Lemma 2.6, we can easily prove the so-called convergence theorem of $g$-martingales.

Theorem 3.2. If $\left\{X_{t}\right\}_{t \geq 0}$ is a $g$-martingale such that $\sup _{t \geq 0} E\left|X_{t}\right|^{2}<\infty$, then $X_{\infty}:=\lim _{t \rightarrow \infty} X_{t}$ exists almost surely and $X_{\infty} \in L^{2}(\Omega, \mathscr{F}, P)$. Furthermore, for any $t \in[0, \infty]$, we have

$$
\begin{equation*}
\mathscr{E}_{g}\left[X_{\infty} / \mathscr{F}_{t}\right]=X_{t}, \quad \text { almost surely } \tag{3.1}
\end{equation*}
$$

Proof. Let $Q$ denote the set of rational number of $R$ and $a, b \in Q$ be such that $a<b$. Suppose that $\left\{t_{1}, \ldots, t_{n}, \ldots\right\}$ is a strictly increasing sequence with value in $R_{+}$and let $U_{a}^{b}(X, n)$ be the number of upcrossing interval $[a, b]$ of $\left\{X_{i_{i}}\right\}_{i=1}^{n}$ before $t_{n}$. Set $U_{a}^{b}(X):=\lim _{n \rightarrow \infty} U_{a}^{b}(X, n)$.

Since $\left\{\mathbf{1}_{\left\{U_{d}^{(X, n)>k]}\right.}\right\}_{n \geq 0}$ is a bounded and increasing sequence, it follows by Theorem A.3(2)(iv), Lemma 2.6 and Theorem A.3(2)(iii) in Appendix that

$$
\begin{aligned}
\mathscr{E}_{-u}\left[1_{\left\{U_{a}^{b}(X)>k\right\}}\right] & =\lim _{n \rightarrow \infty} \mathscr{E}_{-u}\left[1_{\left\{U_{a}^{b}(X, n)>k\right\}}\right] \leq \lim _{n \rightarrow \infty} \mathscr{E}_{-u}\left[\frac{1}{k} U_{a}^{b}(X, n)\right] \\
& \leq \frac{1}{k(b-a)} \sup _{n \geq 0} \mathscr{E}_{u}\left[\left(X_{t_{n}}-a\right)^{-}\right] \leq \frac{1}{k(b-a)}\left(a^{+}+\sup _{n \geq 0} \mathscr{E}_{u}\left[X_{t_{n}}^{-}\right]\right) \\
& \leq \frac{1}{k(b-a)}\left(a^{+}+C \sup _{n \geq 0} E\left|X_{t_{n}}\right|^{2}\right)
\end{aligned}
$$

where $C$ is a constant defined in Theorem A.3(2)(iii) in Appendix. Let $k \rightarrow \infty$, then

$$
\mathscr{E}_{-u}\left[\mathbf{1}_{\left(\mathrm{U}_{a}^{b}(X)=\infty\right)}\right] \leq \lim _{k \rightarrow \infty} \frac{1}{k(b-a)}\left(a^{+}+C \sup _{n \geq 0} E\left|X_{t_{n}}\right|^{2}\right)=0
$$

Thus

$$
P\left(\left\{\mathrm{U}_{a}^{b}(X)=\infty\right\}\right)=0, \quad \text { for } a<b
$$

Finally, we obtain

$$
P\left(\bigcup_{\substack{a<b \\ a, b \in Q}}\left\{\omega: \mathbf{U}_{a}^{b}(X)(\omega)=\infty\right\}\right)=0
$$

But

$$
\left\{\omega: \liminf _{n \rightarrow \infty} X_{t_{n}}(\omega)<\varlimsup_{n \rightarrow \infty} X_{t_{n}}(\omega)\right\}=\bigcup_{\substack{a<b \\ a, b \in \mathbf{Q}}}\left\{\omega: \mathbf{U}_{a}^{b}(X)(\omega)=\infty\right\}
$$

and it follows that

$$
P\left(\omega: \liminf _{n \rightarrow \infty} X_{t_{n}}(\omega)<\varlimsup_{n \rightarrow \infty} X_{t_{n}}(\omega)\right)=0
$$

Let $H:=\left\{\omega: \liminf _{n \rightarrow \infty} X_{t_{n}}(\omega) \neq \varlimsup_{n \rightarrow \infty} X_{t_{n}}(\omega)\right\}$, then $P(H)=0$. Thus the limit of $\left\{X_{t_{n}}\right\}$ exists almost surely.

Set

$$
X_{\infty}:= \begin{cases}\lim _{n \rightarrow \infty} X_{t_{n}}(\omega), & \omega \notin H \\ 0, & \omega \in H\end{cases}
$$

then $\lim _{n \rightarrow \infty} X_{t_{n}}=X_{\infty}$ almost surely.
It then follows from Corollary 3.1 and the dominated convergence theorem that $\left\{X_{t_{n}}\right\} \rightarrow X_{\infty}$ in $L^{2}(\Omega, \mathscr{F}, P)$.

Now we prove (3.1). Since $\left\{X_{t}\right\}$ is $g$-martingale,

$$
\mathscr{E}_{g}\left[X_{t_{j}} / \mathscr{F}_{t}\right]=X_{t}, \quad \text { for } t_{j}>t
$$

By the definition of $\mathscr{E}_{g}[\cdot],\left\{X_{t}\right\}$ is the solution of BSDE:

$$
\begin{equation*}
X_{t}=X_{t_{j}}+\int_{t}^{\infty} g\left(X_{s}, z_{s}, s\right) d s-\int_{t}^{\infty} z_{s} d W_{s} \tag{3.2}
\end{equation*}
$$

Note that $E\left|X_{t_{j}}-X_{\infty}\right|^{2} \rightarrow 0$ as $j \rightarrow \infty$. Taking the limit on both sides of BSDE (3.2) and applying Theorem 1.4, we complete the proof.

## 4. Some applications in security markets and economic theory

A. Application in the pricing of contingent claims in incomplete markets It is well known that, in incomplete security markets, for a given contingent claim $\xi$, the maximum price of the contingent claim at time $t$ is given by

$$
\begin{equation*}
V_{t}=\underset{v \in D}{\operatorname{ess} \sup } E_{Q^{v}}[\xi / \mathscr{F} t], \tag{4.1}
\end{equation*}
$$

where
(1) $D$ is the set of all $R^{d}$-valued $\mathscr{F}_{t}$-adapted processes $\left\{v_{t}\right\}$ such that for any $T>0$, $E \int_{0}^{T}\left|v_{s}\right|^{2} d s<\infty$;
(2) for any $v \in D, Q^{v}$ is a probability measure such that

$$
E\left[\frac{d Q^{v}}{d P} / \mathscr{F}_{T}\right]:=\exp \left(-\frac{1}{2} \int_{0}^{T}\left|v_{s}\right|^{2} d s+\int_{0}^{T} v_{s} d \bar{W}_{s}\right)
$$

(3) $\left\{\bar{W}_{t}\right\}$ is a semimartingale such that for each $v \in D,\left\{\bar{W}_{t}\right\}$ is a $Q^{v}$-martingale.

For the ease of exposition, in this section we assume that for any $v \in D,\left\{\bar{W}_{t}\right\}$ is a $Q^{v}$ Brownian motion.

El Karoui and Quenez [9] and Kramkov [17] showed that under the assumption $\xi \geq 0$ and $\sup _{v \in D} E_{Q^{v}} \xi<\infty$ for each $v \in D\left\{V_{t}\right\}$ is a $Q^{v}$-supermartingale and has the following optional decomposition theorem:

$$
\begin{equation*}
V_{t}=V_{0}+\int_{0}^{t} H_{s} d \bar{W}_{s}-A_{t}, \tag{4.2}
\end{equation*}
$$

where $\left\{H_{t}\right\}$ is a predictable process and $\left\{A_{t}\right\}$ is an optional increasing process. Furthermore, Kramkov gives a counter-example to show that $V_{\infty}:=\lim _{t \rightarrow \infty} V_{t} \neq \xi$.

We naturally present the following problems:
(1) Under which conditions is the limit of $\left\{V_{t}\right\}$ equal to $\xi$ ?
(2) How to calculate $\left\{H_{t}\right\}$ and $\left\{A_{t}\right\}$ in optional decomposition theorem (4.2)?
(3) If $\xi$ is not positive, does the above decomposition theorem still hold?

Let us denote by $D_{1}:=\{V: V \in D$ such that $|V(t)| \leq u(t)$, for $t \geq 0\}$, where $u$ is defined in (H2) and (H3). In this subsection, we show

Theorem 4.1. If we replace $D$ in (4.1) by $D_{1}$ and assume that $\xi \in L^{2}(\Omega, \mathscr{F}, P)$ and $\left\{V_{t}\right\}$ is the process defined in (4.1), then
(1) $\left\{V_{t}\right\}$ is a $g$-martingale (where $g(y, z, t):=u(t)|z|$ ), thus $X_{\infty}:=\lim _{t \rightarrow \infty} V_{t}$ exists almost surely and $X_{\infty}=\xi$;
(2) the predictable process $\left\{H_{t}\right\}$ and optional increasing process $\left\{A_{t}\right\}$ in (4.2) are given by: $H_{t}=z_{t}$ and $A_{t}=\int_{0}^{t} u(s)\left|H_{s}\right| d s$. Here $\left\{z_{t}\right\}$ is the solution of the following infinite time interval BSDE :

$$
\begin{equation*}
y_{t}=\xi+\int_{t}^{\infty} u(s)\left|z_{s}\right| d s-\int_{t}^{\infty} z_{s} d \bar{W}_{s} \tag{4.3}
\end{equation*}
$$

Proof. By Theorem 1.2, let $(y, z)$ be the solution of BSDE (4.3). We only need to prove that $\left\{V_{t}\right\}$ defined in (4.1) is the solution of BSDE (4.3). In fact, for any $v \in D$, set $y_{t}^{v}:=E_{Q^{v}}\left[\xi / \mathscr{F}_{t}\right]$. By Bayes' rule, $\left\{y^{v}\right\}$ solves the following BSDE:

$$
y_{t}^{v}=\xi+\int_{t}^{\infty} v_{s} z_{s} d s-\int_{t}^{\infty} z_{s} d \bar{W}_{s}
$$

Note that $v_{i} z \leq u(t)|z|$ for all $t>0$ and any $z \in R^{d}$. By the Comparison Theorem (Theorem A. 2 in Appendix), we have $y_{t}^{v} \leq y_{t}$ for all $t>0$. Thus

$$
\begin{equation*}
V_{t}=\underset{v \in D_{1}}{\operatorname{ess} \sup } y_{t}^{v} \leq y_{t}, \quad t>0 \tag{4.4}
\end{equation*}
$$

On the other hand, for the solution $(y, z)$ of $\operatorname{BSDE}(4.3)$, set

$$
a_{t}= \begin{cases}\frac{u(t)\left|z_{t}\right|}{z_{t}}, & z_{t} \neq 0 \\ 0, & z_{t}=0\end{cases}
$$

Obviously, $a:=\left\{a_{t}\right\} \in D_{1}$ and BSDE (4.3) can be rewritten as the following linear BSDE:

$$
y_{t}=\xi+\int_{t}^{\infty} a_{s} z_{s} d s-\int_{t}^{\infty} z_{s} d \bar{W}_{s}
$$

Solving the above linear BSDE (see Theorem A. 0 in Appendix), we have

$$
y_{t}=E_{Q^{a}}\left[\xi / \mathscr{F}_{t}\right]
$$

It then follows, since $\left\{a_{t}\right\} \in D_{1}$, that

$$
\begin{equation*}
y_{t}=E_{Q^{[ }}\left[\xi / \mathscr{F}_{t}\right] \leq \underset{v \in D_{1}}{\operatorname{ess} \sup } E_{Q^{v}}\left[\xi / \mathscr{F}_{t}\right]=V_{t} \tag{4.5}
\end{equation*}
$$

Consequently, from (4.4) and (4.5), we have $y_{t}=V_{t}$, for all $t \geq 0$.
Furthermore, for any $T>t>0$, from $\operatorname{BSDE}$ (4.3),

$$
V_{t}=V_{T}+\int_{t}^{T} u(s)\left|z_{s}\right| d s-\int_{t}^{T} z_{s} d \bar{W}_{s}
$$

which means that $\left\{V_{t}\right\}$ is a $g$-martingale (where $g(y, z, t)=u(t)|z|$ ). By Theorem 3.2, $V_{\infty}:=\lim _{t \rightarrow \infty} V_{t}$ exists. Obviously, $V_{\infty}=\xi$. The proof of (1) is complete.

Since $\left\{V_{t}\right\}$ is the solution of $\operatorname{BSDE}$ (4.3), BSDE (4.3) can be rewritten as

$$
V_{t}=V_{0}+\int_{0}^{t} z_{s} d \bar{W}_{s}-\int_{0}^{t} u(s)\left|z_{s}\right| d s
$$

Set $A_{t}:=\int_{0}^{t} u(s)\left|z_{s}\right| d s$ and $H_{t}:=z_{t}$, the proof of (2) is complete.
B. Application in economic theory It is interesting that the notions of $g$-expectations can be applied in economic theory.

As we know, in the theory of individual behaviour toward uncertainty, Savage proposed axioms regarding a binary relation on the set of acts which are necessary and sufficient for it to be representable by the expectation of a von Neumann-Morgenstern utility function. However, the famous Ellsberg and Allais Paradox have demonstrated that the Savage axioms under uncertainty are contradicted. Such an evidence has stimulated the development of generalized models of preference designed to accommodate aversion to ambiguity or uncertainty. The generalization that we consider now is the Choquet expected utility, in which the subjective probability measure of Savage is replaced by a non-additive probability that is more precisely termed a capacity (see Epstein [10], Epstein and Wang [11], Gilboa and Schmeidler [13], Schmeidler [26]). The definition of $g$-expectation in this paper is related closely to this problem.

In fact, for any $A \in \mathscr{F}$, let us denote $P_{g}(A)$ by

$$
P_{g}(A):=\mathscr{E}_{g}\left(\mathbf{1}_{A}\right)
$$

Then it is easy to check that $P_{g}(\cdot)$ is a Choquet capacity on $(\Omega, \mathscr{F})$, that is,
(i) $P_{g}(\Omega)=1, P_{g}(\emptyset)=0 ;$
(ii) assume $A, B \in \mathscr{F}$, if $A \subset B$, then $P_{g}(A) \leq P_{g}(B)$;
(iii) assume $A_{n}(n=1,2, \ldots), A \in \mathscr{F}$, if $A_{n} \downarrow A\left(A_{n} \uparrow A\right)$, then $P_{g}\left(A_{n}\right) \downarrow P_{g}(A)$ $\left(P_{g}\left(A_{n}\right) \uparrow P_{g}(A)\right)$, as $n \rightarrow \infty$.

Proof. (i) is trivial; (ii) follows directly from Theorem A.3(2)(i) in Appendix; (iii) follows from Theorem 1.3.

The following is the definition of uncertainty aversion given by Schmeidler [26]. More recently, Epstein [10] gave an abstract definition of an uncertainty aversion.

DEFINITION. A binary relation $\succeq$ is said to reveal uncertainty aversion, if for any act $\xi, \eta$ and $X$, and for any $\alpha$ in $[0,1]:$ if $\xi \succeq X$ and $\eta \succeq X$, then

$$
\alpha \xi+(1-\alpha) \eta \succeq X
$$

For definition of a strict uncertainty aversion, the conclusion should be a strict preference $\succ$.

By the definition of uncertainty aversion, we can obtain

THEOREM 4.2. If $g(y, z, t):=-u(t)|z|$ and $\xi, \eta \in L^{2}(\Omega, \mathscr{F}, P)$, then the following relation $\geq$ denoted by

$$
\xi \succeq \eta \Longleftrightarrow \mathscr{E}_{-u}[\xi] \succeq \mathscr{E}_{-u}[\eta],
$$

is an uncertainty aversion.
The next result follows from the next lemma.

Lemma 4.3. Suppose $\xi, \eta \in L^{2}(\Omega, \mathscr{F}, P)$, then for all $\alpha \in[0,1]$

$$
\mathscr{E}_{-u}[(1-\alpha) \xi+\alpha \eta] \geq(1-\alpha) \mathscr{E}_{-u}[\xi]+\alpha \mathscr{E}_{-u}[\eta]
$$

Proof. For any $X \in L^{2}(\Omega, \mathscr{F}, P)$, let $\left(y^{X}, z^{X}\right)$ be the solution of BSDE:

$$
\begin{equation*}
y_{t}=X-\int_{t}^{\infty} u(s)\left|z_{s}\right| d s-\int_{t}^{\infty} z_{s} d W_{s} \tag{4.6}
\end{equation*}
$$

It is easy to check that $\left((1-\alpha) y_{t}^{\xi}+\alpha y_{t}^{\eta},(1-\alpha) z_{t}^{\xi}+\alpha z_{t}^{\eta}\right)$ is the solution of BSDE:

$$
y_{t}=(1-\alpha) \xi+\alpha \eta-\int_{t}^{\infty} u(s)\left[\left|z_{s}\right|-f(s)\right] d s-\int_{t}^{\infty} z_{s} d W_{s}
$$

where $f(t):=(1-\alpha)\left|z_{t}^{\xi}\right|+\alpha\left|z_{t}^{\eta}\right|-\left|(1-\alpha) z_{t}^{\xi}+\alpha z_{t}^{\eta}\right| \geq 0$. By the Comparison Theorem (see Theorem A. 2 in Appendix), we have

$$
y_{t}^{(1-\alpha) \xi+\alpha \eta} \geq(1-\alpha) y_{t}^{\xi}+\alpha y_{t}^{\eta}
$$

In particular, when $t=0$, by the definition of $\mathscr{E}_{g}[\cdot]$, we have $\mathscr{E}_{-u}[(1-\alpha) \xi+\alpha \eta] \geq$ $(1-\alpha) \mathscr{E}_{-u}[\xi]+\alpha \mathscr{E}_{-u}[\eta]$.

Proof of Theorem 4.2. Since

$$
\mathscr{E}_{-u}[(1-\alpha) \xi+\alpha \eta] \geq(1-\alpha) \mathscr{E}_{-u}[\xi]+\alpha \mathscr{E}_{-u}[\eta] \geq X
$$

we obtain the result.

## Appendix

The following are some theorems used in this paper.
THEOREM A.0. Suppose $\xi \in L^{2}(\Omega, \mathscr{F}, P),\left\{a_{t}\right\}$ and $\left\{b_{t}\right\}$ are two adapted processes such that for any $t \geq 0,\left|a_{t}\right| \leq v(t)$ and $\left|b_{t}\right| \leq u(t)$. Let $\{f(t)\}$ be an adapted process such that $E\left(\int_{0}^{\infty}|f(s)| d s\right)^{2}<\infty$ (where $v$ and $u$ are Lipschitz constants of $g$ in $(\mathrm{H} 2)$ and (H3)). Let $(y, z)$ be the solution of the following linear BSDE:

$$
\begin{equation*}
y_{t}=\xi+\int_{t}^{\infty}\left[a_{s} y_{s}+b_{s} z_{s}+f(s)\right] d s-\int_{t}^{\infty} z_{s} d W_{s} \tag{A.1}
\end{equation*}
$$

Then there exists a probability measure $Q$ such that

$$
y_{t}=E_{Q}\left[\xi e^{\int_{t}^{\infty} a_{s} d s}+\int_{t}^{\infty} f(s) e^{\int_{t}^{s} a_{r} d r} d s / \mathscr{F}_{t}\right]
$$

where

$$
E\left[\frac{d Q}{d P} / \mathscr{F}_{t}\right]:=\exp \left(-\frac{1}{2} \int_{0}^{t} b_{s}^{2} d s+\int_{0}^{t} b_{s} d W_{s}\right), \quad t \geq 0
$$

Proof. This result can be proved in much the same way as in Karoui, Peng and Quenez [8], Peng [22, 23, 25]. Set

$$
Q_{t}:=\exp \left(\int_{0}^{t} b_{s} d W_{s}-\frac{1}{2} \int_{0}^{t}\left|b_{s}\right|^{2} d s\right)
$$

Applying Itô's formula to $Q_{t} y_{t} \exp \left(\int_{0}^{t} a_{s} d s\right)$, we have the result.
The following lemma plays an important role in the proof of Theorem A.2, Theorem A. 3 and Theorem A. 4.

Lemma A.1. Suppose $\xi_{1}, \xi_{2} \in L^{2}(\Omega, \mathscr{F}, P)$ and (H1), (H2) and (H3) hold for $g_{i}$ $(i=1,2)$, let $\left(y_{i}^{i}, z_{t}^{i}\right)$ be the solutions of the BSDE (1.1) corresponding to $g=g_{1}$, $g=g_{2}$ and $\xi=\xi_{i}, \xi=\xi_{2}$, respectively. Then there exist a probability measure $Q$ and an adapted process $\left\{a_{t}\right\}$ which satisfies for any $t \geq 0,\left|a_{t}\right| \leq v(t)$ such that

$$
y_{t}^{1}-y_{t}^{2}=E_{Q}\left[\left(\xi_{1}-\xi\right) e^{\int_{0}^{\infty} a_{s} d s}+\int_{t}^{\infty}\left(g_{1}\left(y_{s}^{2}, z_{s}^{2}, s\right)-g_{2}\left(y_{s}^{2}, z_{s}^{2}, s\right)\right) e^{\int_{t}^{s} a r d r} d s / \mathscr{F}_{t}\right]
$$

Proof. Without loss of generality, we assume that the Brownian motion in BSDE (1.1) is 1 -dimensional, that is, $d=1$. Set

$$
a_{s}:= \begin{cases}\frac{g_{1}\left(y_{s}^{1}, z_{s}^{1}\right)-g_{1}\left(y_{s}^{2}, z_{s}^{1}, s\right)}{y_{s}^{1}-y_{s}^{2}}, & \text { if } y_{s}^{1} \neq y_{s}^{2} \\ 0, & \text { otherwise }\end{cases}
$$

$$
b_{s}:= \begin{cases}\frac{g_{1}\left(y_{s}^{2}, z_{s}^{1}\right)-g_{1}\left(y_{s}^{2}, z_{s}^{2}\right)}{z_{s}^{1}-z_{s}^{2}}, & \text { if } z_{s}^{1} \neq z_{s}^{2} \\ 0, & \text { otherwise }\end{cases}
$$

Thus, $E \int_{0}^{\infty}\left|a_{s}\right| d s \leq \int_{0}^{\infty} v(s) d s<\infty$ and $E \int_{0}^{\infty}\left|b_{s}\right|^{2} d s \leq \int_{0}^{\infty} u^{2}(s) d s<\infty$ since the assumption (H2) and (H3) hold on $g$, where $v$ and $u$ are the Lipschitzian constants of $g$ in (H2) and (H3). In the above notations, the following BSDE

$$
y_{t}^{1}-y_{t}^{2}=\xi_{1}-\xi_{2}+\int_{t}^{\infty}\left(g_{1}\left(y_{s}^{1}, z_{s}^{1}, s\right)-g_{2}\left(y_{s}^{2}, z_{s}^{2}, s\right) d s\right) d s-\int_{t}^{\infty}\left(z_{s}^{1}-z_{s}^{2}\right) d W_{s}
$$

can be rewritten as

$$
\begin{aligned}
y_{t}^{1}-y_{t}^{2}= & \xi_{1}-\xi_{2}+\int_{t}^{\infty}\left[a_{s}\left(y_{s}^{1}-y_{s}^{2}\right)+b_{s}\left(z_{s}^{1}-z_{s}^{2}\right)+\left(g_{1}\left(y_{s}^{2}, z_{s}^{2}, s\right)-g_{2}\left(y_{s}^{2}, z_{s}^{2}, s\right)\right)\right] d s \\
& -\int_{t}^{\infty}\left(z_{s}^{1}-z_{s}^{2}\right) d W_{s}
\end{aligned}
$$

It then follows from Theorem A. 0 that there exists a probability measure $Q$ such that $y_{t}^{1}-y_{t}^{2}=E_{Q}\left[\left(\xi_{1}-\xi_{2}\right) \mathrm{e}^{\int_{t}^{\infty} a_{s} d s}+\int_{t}^{\infty}\left(g_{1}\left(y_{s}^{2}, z_{s}^{2}, s\right)-g_{2}\left(y_{s}^{2}, z_{s}^{2}, s\right)\right) \mathrm{e}^{\int_{t}^{s} a_{r} d r} d s / \mathscr{F} t\right]$, where

$$
E\left[\frac{d Q}{d P} / \mathscr{F}\right]:=\exp \left\{-\frac{1}{2} \int_{0}^{t} b_{s}^{2} d s+\int_{0}^{t} b_{s} d W_{s}\right\}, \quad t \geq 0
$$

Using Lemma A.1, we obtain the following Comparison Theorem.
Theorem A.2. Under the assumptions of Lemma A.1, if $g_{1}(y, z, t) \geq g_{2}(y, z . t)$, for $(y, z, t) \in R \times R^{d} \times R_{+}$and $\xi_{1} \geq \xi_{2}$, we have:
(1) (Comparison Theorem.)

$$
y_{t}^{1} \geq y_{t}^{2}, \quad \text { for } t \geq 0
$$

(2) (Strict Comparison Theorem.) Furthermore, if $P\left(\xi_{1}>\xi_{2}\right)>0$, then

$$
y_{t}^{1}>y_{t}^{2}, \quad \text { for } t \in[0, \infty)
$$

Proof. (1) is obvious. We now prove (2). By Lemma A. 1 and the assumption of the theorem, there exist a probability measure $Q$ and an adapted process $\left\{a_{t}\right\}$ which satisfies $\left|a_{t}\right| \leq v(t)$, for every $t \geq 0$, such that

$$
y_{t}^{1}-y_{t}^{2} \geq E_{Q}\left[\left(\xi_{1}-\xi\right) \mathrm{e}^{\int_{0}^{\infty} a_{s} d s} / \mathscr{F}_{t}\right]
$$

Thus we have

$$
y_{t}^{1}-y_{t}^{2} \geq \mathrm{e}^{-\int_{t}^{\infty} v(s) d s} E_{Q}\left[\left(\xi_{1}-\xi_{2}\right) / \mathscr{F}_{t}\right] \geq \mathrm{e}^{-\int_{t}^{\infty} v(s) d s} E_{Q}\left[\left(\xi_{1}-\xi_{2}\right) 1_{\left[\xi_{1}>\xi_{2}\right]} / \mathscr{F}_{t}\right]>0
$$

The following basic properties of $g$-expectations and conditional $g$-expectations presented by Peng [25] are still true.

THEOREM A.3. (1) Constant preserved: For each constant $c \in \mathbb{R}, \mathscr{E}_{g}[c]=c$.
(2) Monotonicity:
(i) If $\xi_{1}, \xi_{2} \in L^{2}(\Omega, \mathscr{F}, P)$ and $\xi_{1} \geq \xi_{2}$ almost surely, then $\mathscr{E}_{g}\left[\xi_{1}\right] \geq \mathscr{E}_{g}\left[\xi_{2}\right]$. Particularly, if $P\left(\xi_{1}>\xi_{2}\right)$, then $\mathscr{E}_{g}\left(\xi_{1}\right)>\mathscr{E}_{g}\left(\xi_{2}\right)$.
(ii) Let $\xi \in L^{2}(\Omega, \mathscr{F}, P)$, if $g_{1}(y, z, \cdot) \leq g_{2}(y, z, \cdot)$ for all $(y, z) \in \mathbb{R} \times \mathbb{R}^{d}$, then $\mathscr{E}_{g_{1}}[\xi] \leq \mathscr{E}_{g_{2}}[\xi]$. Particularly, $\mathscr{E}_{-\mu}[\xi] \leq \mathscr{E}_{g}[\xi] \leq \mathscr{E}_{\mu}[\xi]$.
(3) If $\xi \in L^{2}(\Omega, \mathscr{F}, P)$, then there exists a constant $C>0$ such that $\left(\mathscr{E}_{g}[|\xi|]\right)^{2} \leq$ $C E|\xi|^{2}$.
(4) Continuity: If $\xi_{n}, \xi \in L^{2}(\Omega, \mathscr{F}, P)$ and $E\left|\xi_{n}-\xi\right|^{2} \rightarrow 0$ as $n \rightarrow \infty$, then $\mathscr{E}_{g}\left(\xi_{n}\right) \rightarrow \mathscr{E}_{g}(\xi)$.

Proof. (1) follows from Lemma 2.3; (2) follows from Lemma A. 1 and Theorem A.2; (3) and (4) follow from Theorem 3.1 and Theorem 1.3.

Similarly, we have

THEOREM A.4. (i) If $\xi$ is $\mathscr{F}_{t}$-measurable, $t \in[0, \infty)$, then $\mathscr{E}_{g}\left[\xi \mid \mathscr{F}_{t}\right] \equiv \xi$.
(ii) Associativity Property: For each $t, r \in[0, \infty)$, then $\mathscr{E}_{g}\left[\mathscr{E}_{g}\left[\xi \mid \mathscr{F}_{t}\right] \mid \mathscr{F}_{r}\right]=$ $\mathscr{E}_{g}\left[\xi \mid \mathscr{F}_{t \wedge r}\right]$. Particularly, $\mathscr{E}_{g}\left[\mathscr{E}\left[\xi / \mathscr{F}_{t}\right]\right]=\mathscr{E}_{g}[\xi]$.
(iii) If $\xi_{1} \geq \xi_{2}$, then $\mathscr{E}_{g}\left[\xi_{1} \mid \mathscr{F}_{t}\right] \geq \mathscr{E}_{g}\left[\xi_{2} \mid \mathscr{F}_{t}\right]$.
(iv) For all $\xi \in L^{2}(\Omega, \mathscr{F}, P), \mathscr{E}_{-\mu}\left[\xi \mid \mathscr{F}_{t}\right] \leq \mathscr{E}_{g}\left[\xi \mid \mathscr{F}_{t}\right] \leq \mathscr{E}_{\mu}\left[\xi \mid \mathscr{F}_{t}\right], t \in[0, \infty)$.
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