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Abstract

In this paper we study the optimal dividend payments for a company of limited liability
whose cash reserves in the absence of dividends follow a Markov-modulated jump-
diffusion process with positive drifts and negative exponential jumps, where parameters
and discount rates are modulated by a finite-state irreducible Markov chain. The main aim
is to maximize the expected cumulative discounted dividend payments until bankruptcy
time when cash reserves are nonpositive for the first time. We extend the results of Jiang
and Pistorius [15] to our setup by proving that it is optimal to adopt a modulated barrier
strategy at certain positive regime-dependent levels and that the value function can be
explicitly characterized as the fixed point of a contraction.
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1. Introduction

A classical research topic in financial and actuarial mathematics is optimal dividend distri-
bution for a company, which can be phrased as the tradeoff between the optimal timing and
the sizes of dividend payments in the presence of bankruptcy risk, when the objective of the
company is to maximize the expected value of the cumulative discounted dividend payments
until bankruptcy. The earliest work in this setting can be traced back to De Finetti [9] under
the binomial model. In continuous time the problem was posed and solved in a Brownian
motion model for the cash reserves by Jeanblanc-Piqué and Shiryaev [14], and Asmussen and
Taksar [1], using optimal control theory. Since then an extensive amount of literature has
appeared on the dividend problem and its various extensions (see, e.g. [2], [5], [6], [8], [16],
[17], and [18]).

Generally speaking, the specific form of the optimal dividend policy has been found to
depend on the expected growth rate and the variability of future revenues, and the discount
rate. These quantities are of great interest to us and will evolve in a time reflecting changing
market and economic conditions, and those changes may happen gradually or occur abruptly
and be more substantial. In this paper we will focus on the changes of the latter type (also called
regime shifts or switches), and model cash reserves or risk reserves in the absence of dividends
as a Markov-modulated jump-diffusion process. The underlying motivations are that premium
per unit of time and discount rate may vary with the state of the economy and interest rate, that
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loss size may follow different probability distributions in different states of the economy, and
that the optimal dividend policy as a Markov-modulated jump-diffusion process has not been
discussed in detail in the literature.

Since Hamilton [11] and [12], a substantial econometric literature has appeared that supports
the use of Markov regime-switching models to describe business cycles, term structure of
interest rates, and other macroeconomic quantities. Such models have been shown to be capable
of capturing occasional simultaneous and substantial changes of the parameters. Regime-
switching models also have the advantage of retaining a degree of analytical tractability, and
models from this class can in principle approximate a given diffusion arbitrarily closely by
taking the state space large enough and specifying the generator matrix appropriately. Such an
application was developed by Zhu and Chen [25]. Different dividend optimization problems, but
still in a regime-switching setting, have been recently treated by Sotomayor and Cadenillas [20],
Wei et al. [21], [22], [23], and Zhu [24].

To the best of the author’s knowledge, Jiang and Pistorius [15] is the earliest paper in
which a fixed point theorem is used to prove the existence of optimal dividend barriers and
the corresponding value function under Markov-regime switching in the cases of not only
positive but also negative drifts. However, the existing literature does not cover optimal
dividend payments in a setting of a Markov-modulated jump-diffusion process with parameters
modulated by a finite state Markov chain and discount rate modelled as a deterministic function
of the current state of the chain, which is our research focus and a natural extension of Belhaj [5]
and Jiang and Pistorius [15].

In this setting, we will consider the problem of the management of the company to find a
dividend policy that maximizes the expected discounted dividend payments until bankruptcy,
which is defined to occur at the first moment when the level of the cash reserves hits or is
below 0. We will restrict ourselves to the case where the management can only control the
timing and the size of the dividend payments. Our main aim is to prove by following the
similar arguments of Jiang and Pistorius [15] that, in the case of positive drifts in all regimes,
it is also optimal to adopt a barrier strategy at certain positive regime-dependent levels and to
provide an explicit characterization of the value function as the fixed point of a contraction. The
remainder of the paper is organized as follows. In Section 2 we provide a problem formulation,
introduce scale functions, and present lower and upper bounds of value function. In Section 3
we present a dynamic programming equation, the corresponding optimal divided strategy, and
related theorems. In Section 4 we construct and prove an iterative algorithm in order to calculate
the value function V and the corresponding optimal dividend barriers in different regimes. In
Section 5 we conclude with a brief summary of this paper.

2. Problem formulation

Let {Wt : t ≥ 0} be a Wiener process, {Nt : t ≥ 0} be an independent Poisson process with
intensity λ > 0, and {Zt : t ≥ 0} be a continuous time irreducible Markov chain with finite state
space E and generator matrix Q = (qij )i,j∈E with

∑
j∈E qij = 0, independent of W and N .

Assume that cash reserves X = {Xt, t ≥ 0} of a financial corporation with limited liability
follow, in the absence of dividend payments, a Markov-modulated jump-diffusion process with
positive drifts and negative exponential jumps, that is, X satisfies the following stochastic
differential equation (SDE)

dXt = μ(Zt ) dt + σ(Zt ) dWt − dJt , X0 = x > 0, Z0 = i, (2.1)
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where Jt is a suitabe regime-switching compound Poisson process and (2.1) is equivalent to
the following stochastic integral representation

Xt = x +
∫ t

0
μ(Zs) ds +

∫ t

0
σ(Zs) dWs −

Nt∑
k=1

Yk(Ztk ), Z0 = i, (2.2)

where Z represents the state of the economy and tk is the time of the kth stochastic positive
jump Yk(j) for Ztk = j ∈ E such that 0 < t1 < t2 < · · · < tNt ≤ t , the jump size Yk(j),
independent of N and W , has exponential distribution with mean 1/δj > 0 for every state
j ∈ E. For every state i in E, both drift parameter μ(i) > 0 and volatility parameter σ(i) > 0
are assumed to be known constants. In case there is no notational confusion possible, we will
write μi and σi for μ(i) and σ(i), respectively. The processes X and Z are defined on some
filtered probability space (�,F ,F ,P), where F = {Ft , t ≥ 0} denotes the right-continuous
completed filtration jointly generated by X and Z. We denote by Px,i and Px the measure P

conditioned on {X0 = x, Z0 = i} and {X0 = x}, respectively, and write Ex,i and Ex for the
corresponding expectations. We assume that the processes X and Z are both fully observable
to the shareholders, and that they decide on the dividend strategies on the basis of the available
information.

A dividend strategy D is a nondecreasing and left-continuous stochastic process D =
{Dt : t ≥ 0} with D0− = 0, where Dt represents the cumulative dividends paid out until
time t . It is also assumed that the dividend payments reduce the reserves but have no effect on
the business and that there are no transaction costs associated with the payment of dividends.
The dynamics of the risk reserve processU = {Ut : t ≥ 0} in the presence of dividend payments
are then represented by

dUt = dXt − dDt (2.3)

for all t until the time τ of bankruptcy and dUt = 0 for t after τ , where

τ = inf{t ≥ 0 : Ut ≤ 0}
is the first time that U hits or is below 0. To avoid degeneracies only those dividend strategies
will be considered that have no lump sum dividend payments larger than the current level of
the reserves: A dividend strategy D is called admissible if D is F -adapted, dDt = 0 for t ≥ τ
and

Ut ≥ Dt −Dt− for all t < τ .

Denote by D the set of admissible dividend strategies and define the objective function of the
shareholders as the following value function V (x, i) in regime i,

V (x, i) = sup
D∈D

VD(x, i), (2.4)

where VD denotes the expected value of the discounted dividends until the time of ruin τ under
the dividend strategy D,

VD(x, i) = Ex,i

[∫ τ

0
exp

(
−

∫ t

0
r(Zs) ds

)
dDt

]
,

with r : E → (0,∞) the Markov-modulated rate of discounting. The problem for the share-
holders is to identify a dividend strategy D∗ ∈ D that attains the supremum in (2.4), that
is, V ≡ VD∗ .

https://doi.org/10.1239/jap/1429282616 Published online by Cambridge University Press

https://doi.org/10.1239/jap/1429282616


212 Z. JIANG

2.1. Scale functions

Scale functions play a crucial role in expressing the value function V (x, i) in (2.4) for the
regime i. In the absence of regime switching, Xt following (2.2) with initial regime i has its
Laplace exponent ψi(θ) given by

ψi(θ) := 1

t
logE[eθ(Xt−X0)] = 1

2
σ 2
i θ

2 + μiθ − λθ
δi + θ .

For q ≥ 0, there exists a q-scale function W(q)
i (x) for x ∈ [0,∞), which is defined to be the

unique solution of ∫ +∞
0

e−θxW(q)
i (x) dx = 1

ψi(θ)− q , θ > 	i(q),

where
	i(q) = sup{s ≥ 0 : ψi(s) = q}, q ≥ 0. (2.5)

The q-scale functions in the special case of q = 0 are called scale functions.
On the other hand, according to Corollary 4.2 of Egami and Yamazaki [10], a q-scale

function W(q)
i (x) corresponding to a jump-diffusion process with negative exponential jumps

has the following explicit expression

W
(q)
i (x) = 2

σ 2
i

∑
k∈{1,2}

(−1)k(δi + θ(q)ik )

(θ
(q)
i2 − θ(q)i1 )(θ

(q)
i3 − θ(q)ik )

(eθ
(q)
i3 x − eθ

(q)
ik x), q ≥ 0, (2.6)

where θ(q)i1 , θ
(q)
i2 , and θ(q)i3 are three different roots of

ψi(θ) = q, (2.7)

which is equivalent to

1

2
θ3 +

(
μi

σ 2
i

+ δi
2

)
θ2 +

(
μi

σ 2
i

δi − q + λ
σ 2
i

)
θ − q

σ 2
i

δi = 0 (2.8)

such that
θ
(q)
i1 < −δi < θ

(q)
i2 < 0 < θ

(q)
i3 . (2.9)

Obviously, the q-scale functionW(q)
i (x) is twice continuously differentiable and an increas-

ing function with W(q)
i (0) = 0. For more smoothness properties of the q-scale function; see

Chan et al. [7]. It is also clear from (2.5)–(2.8) that	i(q) = θ(q)i3 > 0 and thatW(q)
i (x) satisfies

the following ordinary differential equation (ODE):

1

2
σ 2
i W

(q)i ′′(x)+μiW(q)′′
i (x)− (q + λ)W(q)

i (x)+ λδi
∫ x

0
W
(q)
i (x − y)e−δiy dy = 0. (2.10)

2.2. Bounds of the value function

Assume for the moment that there is only a single regime, E = {i}. Then we are back in
the setting of the jump-diffusion process with negative exponential jump that was investigated
by Belhaj [5]. He showed that, if μi > 0, the optimal dividend strategy is a constant barrier
strategy at the level a∗i such that

g
(ri )′′
i (a∗i ) = 0, (2.11)
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where

g
(ri )
i (x) = (γi2 − γi3) exp(θ(ri )i1 x)+ (γi3 − γi1) exp(θ(ri )i2 x)+ (γi1 − γi2) exp(θ(ri )i3 x),

withγik = 1
2σ

2
i (θ

(ri )
ik )

2 + μiθ(ri )ik for k = 1, 2, 3 and θ(ri )i1 , θ
(ri )
i2 , and θ(ri )i3 , are three roots of

ψi(θ) = ri , that is, (2.8) with q replaced by ri such that θ(ri )i1 < −δi < θ
(ri )
i2 < 0 < θ

(ri )
i3 .

Indeed, it is worth mentioning that (2.8) and (2.11) imply that the optimal dividend barrier a∗i
is finite and positive because

g
(ri )′′
i (x)|x=0+ = μi(θ(ri )i1 − θ(ri )i2 )(θ

(ri )
i2 − θ(ri )i3 )(θ

(ri )
i1 − θ(ri )i3 ) < 0,

and

g
(ri )′′
i (x)|x=+∞ = lim

x→+∞(γi1 − γi2)(θ
(ri )
i3 )2 exp (θ(ri )i3 x)

= lim
x→+∞(θ

(ri )
i3 )2(θ

(ri )
i1 − θ(ri )i2 )

[ 1
2σ

2
i (θ

(ri )
i1 + θ(ri )i2 )+ μi

]
exp (θ(ri )i3 x)

= lim
x→+∞

1
2σ

2
i (θ

(ri )
i3 )2(θ

(ri )
i1 − θ(ri )i2 )(−δi − θ(ri )i3 ) exp (θ(ri )i3 x)

= +∞
> 0.

On the other hand, due to the fact that 0 < a∗i <∞, it follows from Proposition 1 of Avram
et al. [2] for the case of a spectrally negative Lévy process that the value functionV ∗i (x) can also
be expressed below in terms of the q-scale functionW(q)

i (x) for the case of the jump-diffusion
process with negative exponential jumps, such that

V ∗i (x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
W
(ri)
i (x)

W
(ri )′
i (a∗i )

, 0 ≤ x ≤ a∗i ,

x − a∗i +
W
(ri)
i (a∗i )

W
(ri )′
i (a∗i )

, x > a∗i .
(2.12)

From (2.11) and (2.12) we see that the value function and optimal dividend level are functions
of not only the drift, jump intensity, and rate of discounting per unit of squared volatility but also
average jump size. This observation leads us to expect that V (x, i) is bounded above and below
by the values V+(x) and V−(x) of firms operating in a more or less favourable environment,
with unit volatility and drift, rate of discounting, jump intensity and average jump size(

μ+
σ 2+
,
r+
σ 2+
,
λ+
σ 2+
, δ+

)
=

(
max
i∈E

(
μi

σ 2
i

)
,min
i∈E

(
ri

σ 2
i

)
,min
i∈E

(
λ

σ 2
i

)
,max
i∈E δi

)
,

and (
μ−
σ 2−
,
r−
σ 2−
,
λ−
σ 2−
, δ−

)
=

(
min
i∈E

(
μi

σ 2
i

)
,max
i∈E

(
ri

σ 2
i

)
,max
i∈E

(
λ

σ 2
i

)
,min
i∈E δi

)
,

respectively.
It is very easy to see from the proofs of Proposition 2.1 and Lemma A.2 of Jiang and

Pistorius [15] that the following two theorems regarding lower and upper bounds and Lipschitz
continuity of the value function V (x, i) also hold in our setting.
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Theorem 2.1. If μ− > 0 then it follows that, for all x ≥ 0 and i ∈ E,

V−(x) ≤ V (x, i) ≤ V+(x). (2.13)

Theorem 2.2. For i ∈ E and x ≥ y ≥ 0, it holds that

x − y ≤ V (x, i)− V (y, i) ≤
(

1− W
(θi)
i (y)

W
(θi )
i (x)

)
V (x, i),

where θi = ri−qii andW(θi)
i (·) is given by (2.6) with q = θi . Particularly, V (x, i) is Lipschitz

continuous in x.

The bounds in (2.13) will be applied in order to construct the optimal value function in
Section 4.

3. Dynamic programming equation and optimal dividend strategy

3.1. Dynamic programming equation

Following the same arguments as in the proof of Proposition 2.2 of Jiang and Pistorius [15],
we have the following dynamic programming equation for the value function V (x, i):

V (x, i) = sup
D∈D

Ex,i

[∫ τ∧ζ

0
e−�t dDt + e−�τ∧ζ V (Uτ∧ζ , Zτ∧ζ )

]
, (3.1)

where ζ denotes the first regime-switching epoch and �t =
∫ t

0 r(Zs) ds.
This dynamic programming equation is associated with the following Hamilton–Jacobi–

Bellman (HJB) equation for the value function:

max{Gw(x, i)− r(i)w(x, i), 1− w′(x, i)} = 0, x > 0, i ∈ E, (3.2)

where ‘ ′ ’ denotes the partial derivative with respect to x and G denotes the infinitesimal gen-
erator of (X,Z) which acts on functions w : [0,∞)×E→ [0,∞) with w(·, i) ∈ C2([0,∞))
for i ∈ E as Gw(x, i), where

Gw(x, i) = 1

2
σ 2
i w
′′(x, i)+ μiw′(x, i)+

∑
j �=i

qij [w(x, j)− w(x, i)]

+ λδi
∫ ∞

0
(w(x − y, i)− w(x, i))e−δiy dy,

which is equivalent to

Gw(x, i) = 1

2
σ 2
i w
′′(x, i)+ μiw′(x, i)− (λ− qii)w(x, i)+

∑
j �=i

qijw(x, j)

+ λδi
∫ x

0
w(x − y, i)e−δiy dy, (3.3)

since our assumption of limited liability leads to V (x − y, i) = 0 for any y > x, which indeed
plays a crucial role in solving our optimal dividend control problem for the value function.

As a matter of fact, the following theorem shows that any sufficiently smooth supersolution
of the HJB equation (3.2) dominates the value function.
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Theorem 3.1. Suppose that there exists a function w = (w(·, i), i ∈ E) such that w(·, i)
for i ∈ E are C1 and piecewise C2 functions on (0,∞) and satisfy the following condition,
for x > 0, {

Gw(x, i)− r(i)w(x, i) ≤ 0 in the distributional sense,

w(0, i) = 0, w′(x, i) ≥ 1.

Then we deduce that (i) w(x, i) ≥ V (x, i) for all x ≥ 0 and i ∈ E and that (ii) if, moreover,
w = VD for some D ∈ D , then D is an optimal strategy such that V ≡ w.

Proof. (i) Fix an arbitrary D ∈ D and let Ut be the corresponding risk process at time t .
Applying a generalised form of Itô’s lemma to the process {e−�T∧τ w(UT∧τ , ZT∧τ ), T ≥ 0}
yields

e−�T∧τ w(UT∧τ , ZT∧τ )− w(U0, Z0)+
∫ T∧τ

0
e−�s dDs

=
∫ T∧τ

0
e−�s (Gw − rw)(Us−, Zs) ds +

∫ T∧τ

0
e−�s [1− w′(Us−, Zs−)] dDcs

+
∑

0≤s≤T∧τ
e−�s [w(Us− −Ds,Zs)− w(Us−, Zs−)+Ds] 1{Ds>0}

+MT∧τ , (3.4)

where Dt = Dct +
∑

0≤s≤t Ds , 1{Ds>0} is an indicator function with value 1 for Ds > 0
and with value 0 otherwise, and MT∧τ is the local martingale with

Mt =
∫ t

0
e−�sσ (Zs−)w′(Us−, Zs−) dWs +

∫
e−�s [w(Us−, j)− w(Us−, Zs−)]π̃(ds, dj).

Here the second integration is over [0, t] × [0, N ] and π̃ = π − ν is a compensated random
measure (see, e.g. Jacod and Shiryaev [13, Section II.1.16] for more details of random measures),
with π(dt, dj) =∑

s≥0 1{Zs(ω) �=0} δ(s,Zs(ω))(dt, dj), where δ(s,z) denotes the Dirac measure
at point (s, z), and the compensator ν given by

ν(dt, dj) = pZt−(j)[−qZt−,Zt−]δ(dj) dt = qZt−,j δ(dj) dt, j ∈ E,

where pZt−(j) = (qZt−,j )/(−qZt−,Zt−) = P(Zt = j | Zt−, Zt �= 0). Note that, from (3.4),
since M is bounded below and M0 = 0, M is a supermartingale with E[MT∧τ ] ≤ 0.
In view of (3.2), E[MT∧τ ] ≤ 0, and the nonpositivity of the right-hand side of (3.4) excluding
term MT∧τ , taking expectations yields

w(x, i) ≥ Ex,i[e−�T∧τ w(UT∧τ , ZT∧τ )] + Ex,i

[∫ T∧τ

0
e−�s dDs

]
.

By letting T → ∞ and using the monotone convergence theorem and the fact that w is
nonnegative, we obtain w(x, i) ≥ VD(x, i) and, hence, w(x, i) ≥ V (x, i).
(ii) The equality follows from the fact that VD ≤ V by the definition of V and that VD ≥ V
according to part (i).
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3.2. Optimal dividend strategy

The next step is to construct a candidate optimal solution by following the classical approach
to solving optimal control problems. Due to the fact that (U,Z) is a Markov process, we consider
a modulated barrier strategyDb ∈ D at level b = (b(i), i ∈ E), as Definition 3.1 of Jiang and
Pistorius [15], that pays out the overflow of the cash reserves above a regime-dependent level
b = (b(i), i ∈ E) such that∫ ∞

0
1{Ubt <b(Zt )} dDbt = 0 and Ubt ≤ b(Zt ) for any t ≥ 0,

where Ub is the risk process (2.3) corresponding to Db.
According to this strategy, dividends are only paid out when Ub is at the barrier b, which

indicates that the stochastic process Db is a local time at b. It is easy to verify that Db can be
expressed in terms of a running supremum in the following explicit form

Dbt = 0 ∨ sup
0≤s≤t

{
x +

∫ s

0
μ(Zu) du+

∫ s

0
σ(Zu) dWu −

Ns∑
k=1

Yk(Zsk )− b(Zs)
}
,

where 0 ≤ s1 < s2 < · · · < sNs ≤ s ≤ t . Using the heuristic ‘principle of C2 fit’ of singular
control enables us to define candidate optimal levels as the solution to the system of equations

V b′′i (bi) = 0, i ∈ E, (3.5)

where V bi (x) denotes the value function V (x, i) with barrier strategy b = (bi, i ∈ E), if such
a solution exists. As a matter of fact, (3.5) follows from Lemma 4.1 and Theorem 4.1 as will
be seen later. If the drift is positive for all regimes, this candidate solution is indeed optimal as
is shown later.

Theorem 3.2. Assume that μi > 0 for all i ∈ E. Then there exist levels b∗ = (b∗i , i ∈ E) that
solve the system (3.5), with 0 < b∗i <∞, and the following two assertions hold.

(i) The optimal value function V is a classical solution of the HJB equation (3.2). Particu-
larly, V equals the unique solution w = {w(x, i), i ∈ E} with w(·, i) ∈ C2([0,∞)) of
the following system ⎧⎪⎨⎪⎩

Gw(x, i)− r(i)w(x, i) = 0, 0 < x < b∗i ,
wi(x) = x − b∗i + wi(b∗i ), x ≥ b∗i ,
wi(0) = 0, w′i (b∗i ) = 1,

(3.6)

for i ∈ E, where wi(x) = w(x, i) and Gw(x, i) is given by (3.3).

(ii) The modulated barrier strategy at b∗ is indeed an optimal policy in (2.4).

In the following section we will present an iterative construction of the optimal value function
in order to prove Theorem 3.2.

4. An algorithm to calculate the value function

To begin with, note that the value function V b corresponding to a modulated barrier strategy
at dividend barrier b = (bi, i ∈ E) solves the following fixed point equation V b = Tb(V b) in
terms of the q-scale function W(q)

i given by (2.6).
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Theorem 4.1. For i ∈ E, it is true that V b = Tb(V b), where

Tb(f )(x, i) =

⎧⎪⎨⎪⎩
W
(θi)
i (x)A

f
i (bi)−

∑
j �=i

qij

∫ x

0
W
(θi)
i (x − z)f (z, j) dz, 0 ≤ x ≤ bi,

x − bi + Tb(f )(bi, i), x ≥ bi,
(4.1)

for any f : [0,∞)× E→ [0,∞), where θi = ri − qii and Afi (·) is given by

A
f
i (y) =

1

W
(θi)′
i (y)

+
∑
j �=i

qij

W
(θi )′
i (y)

∫ y

0
W
(θi)′
i (y − z)f (z, j) dz. (4.2)

The above result can be used to compute the value function V b of the modulated barrier
strategy at b by iterating the mapping Tb : v → Tbv. Let B denote the set

B =
{
f : fi(x) := f (x, i) ∈ C([0,∞)), f (0, i) = 0,

f (x, i)

1+ |x| is bounded

}
,

and let ‖f ‖ = maxi∈E supx≥0 |f (x, i)|/(1+ |x|) for f ∈ B.

Corollary 4.1. The mapping Tb is a contraction on B with respect to the norm ‖ · ‖ and

V b(x, i) = lim
n→∞ T

n
b (f )(x, i)

for f ∈ B, where the convergence is in the sense of norm ‖ · ‖ and T nb (f ) = Tb(T n−1
b (f )) for

n > 1 with T 1
b = Tb.

Proof of Theorem 4.1. Denote by Uit = Xit − Dit the risk process with dividends Dit paid
according to a constant barrier strategy at bi , with Xit = μit + σiWt −∑Nt

k=1 Yk(i). Let τb =
inf{t ≥ 0 : Ubt ≤ 0} and τ i = inf{t ≥ 0 : Uit ≤ 0} be the ruin times ofUbt andUit , respectively.
Denote by η(a) an independent exponential random time with parameter a and by ζ the first
regime-switching epoch. Then (Uit , t < τ i ∧ η(−qii)) is equal to (Ut , Z0 = i, t < τb ∧ ζ )
in distribution. Thus, the expectation z1(x, i) of the cumulative discounted dividends received
before ζ is given by

z1(x, i) = Ex,i

[∫ τb∧ζ

0
e−�s dDbs

]
= Ex

[∫ τ i

0
e−ri s 1{s<η(−qii )} dDis

]
= Ex

[∫ τ i

0
e−(ri−qii )s dDis

]
= W

(θi)
i (x)

W
(θi )′
i (bi)

,

where θi = ri − qii and in the last line we use (2.12).
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On the other hand, the expectation z2(x, i) of the cumulative discounted dividends received
after ζ has the following expression by the Markov property:

z2(x, i) = Ex,i[e−�ζ∧τ i V b(Ubζ∧τ i , Zζ∧τ i )]
= −qii

θi
Ex[V b(Uiη(θi ), Zη(θi )) 1{η(θi )<τ i }]

=
∑
j �=i

qij

θi

∫ bi

0
V bj (y)Px(U

i
η(θi )
∈ dy, η(θi) < τ i).

Meanwhile, we have

Px(U
i
η(θi )
∈ dy, η(θi) < τ i)

= Px−bi (bi − Ŷ iη(θi ) ∈ dy, η(θi) < τbi )

= θi
[
W
(θi)
i (x)W

(θi )′
i (bi − y)

W
(θi)′
i (bi)

− 1{x≥y}W(θi)
i (x − y)

]
dy, (4.3)

where Ŷ iη(θi ) = sups≤η(θi )(X
i
s − bi)∨ 0− (Xiη(θi ) − bi) started from bi − x under Px−bi is the

reflected process ofXiη(θi ) − bi at the supremum, τbi = inf{t ≥ 0 : Ŷ it ≥ bi}, the first equality is
obtained by the fact that τbi = τ i andDiη(θi ) = sups≤η(θi )(X

i
s − bi) ∨ 0, and the second equality

is derived from Theorem 1 of Pistorius [19]. Due to the fact that V b(x, i) = z1(x, i)+z2(x, i),
we find the desired result.

The proof of Corollary 4.1 is omitted since it is the same as that of Corollary 4.1 of Jiang
and Pistorius [15] except that the θi-scale function in the case of Brownian motion with drift
is replaced with the θi-scale function given by (2.6) in the case of the jump-diffusion process
with exponential jumps for θi = ri − qii .
4.1. Iteration

Our next step is to consider the following auxiliary control problem with payoff function v,
which is to be received at the the first regime-switching epoch ζ :

(Uv)(x, i) = sup
D∈D

Ex,i

[∫ τ∧ζ

0
e−�t dDt + 1{ζ<τ } e−�ζ v(Uζ , Zζ )

]
. (4.4)

We can explicitly solve this singular control problem if v is in the following set C of smooth
and concave payoff functions,

C = {v ∈ B : vi is concave and increasing, i ∈ E}.

Theorem 4.2. Suppose that v ∈ C. Then Uv(·, i) ∈ C and Uv(·, i) ∈ C2[0,∞) for i ∈ E
and the optimal strategy in (4.4) is a regime-switching barrier strategy at the dividend levels
bv = (bvi , i ∈ E), 0 < bvi <∞, given by

bvi = inf{b ≥ 0 : Avi (x) ≤ Avi (b) for all x ≥ 0}, (4.5)

where Av is defined by (4.2) with f = v. Moreover, Uv(·, i) = Tbv (v)(·, i) ∈ C.
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Since V±(x) in the absence of regime switching are in the set C ⊂ B and the mapping
U : v → Uv preserves both concavity and smoothness, we can invoke Theorem 4.2 to find
the optimal dividend barrier bv in the iterative algorithm as given by Jiang and Pistorius [15].
Begin with n = 0 and v = v0 by taking v0 = V− ∈ C or v0 = V+ ∈ C in Theorem 2.1 and
then iteratively use the following two steps until certain accuracy is reached:

(1) solve bv = (bvi , i ∈ E) in (4.5);

(2) set v← Tbv (v), n← n+ 1, and vn← v, and then return to step (1).

Simultaneously, the above iteration also produces the value function with enough accuracy
as long as the following theorem is true, that is, the sequence (vn) generated by this way
approaches value function V as n→∞.

Theorem 4.3. Let v±0 ∈ C and v±n = Uv±n−1 for n ≥ 1. If v−0 ≤ V ≤ v+0 then we deduce that
v−n ≤ V ≤ v+n and that

V (x, i) = lim
n→∞ v

+
n (x, i) = lim

n→∞ v
−
n (x, i),

where the convergence is with respect to norm ‖ · ‖. Particularly, V is concave.

As a matter of fact, we will show in the following subsection that U is a contraction on C.
It is now obvious that Theorem 3.2(i) is a direct consequence of the dynamic programming
equation (3.1) and Theorem 4.2.

4.2. Proofs

Along the lines of Jiang and Pistorius [15], we split the proofs of Theorems 4.2 and 4.3 into
several steps. The first step is to verify the following lemma about the existence of optimal
barrier levels that thebvi defined above are positive and finite, which is a matter of straightforward
calculations using the closed-form expression (2.6) for W(θi)

i (x).

Lemma 4.1. Suppose that v ∈ C. Then b → Avi (b) reaches its maximum at some bi ∈ (0,∞),
satisfying Tb(v)′′i (bi) := (∂2/∂x2)Tb(v)(x, i)|x=bi = 0, i ∈ E. Particularly, Tbv (x, i) is C2

in x ∈ [0,∞) for i ∈ E.

Proof. Due to the continuity of Avi (b), A
v
i (b) reaches its maximum at some b ∈ [0,∞] and

its derivative is given by

W
(θi)′
i (b)Av′i (b) = −

W
(θi)′′
i (b)

W
(θi )′
i (b)

+
∑
j �=i

∫ b

0
qij v

′
j (y)ki(b − y, b) dy,

where ki(y, b) = W(θi)′
i (y)−W(θi)

i (y)W
(θi )′′
i (b)/W

(θi)′
i (b). From (2.6) and (2.9), it is easy

to show that W(θi)′′
i (b)/W

(θi)′
i (b) tends to θ(q)i3 > 0 with q = θi as b → ∞, and, hence, the

following estimate holds:

lim
b→∞ ki(y, b) =

2

σ 2
i

∑
k∈{1,2}

(−1)k(δi + θ(q)ik )

(θ
(q)
i2 − θ(q)i1 )(θ

(q)
i3 − θ(q)ik )

((θ
(q)
i3 − θ(q)ik )e

θ
(q)
ik y) ≤ 2σ−2

i eθ
(q)
i2 y

for q = θi . From the dominated convergence theorem, it then follows that W(θi)′
i (b)Av′i (b)

approaches −θ(q)i3 < 0 with q = θi as b → ∞. Because Av′i (0+) = μi > 0 as a result
of W(θi)′

i (0+) = 2/σ 2
i and W(θi)′′

i (0+) = −4μi/σ 4
i , Avi (b) reaches its maximum on (0,∞).
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Therefore,Av′i (bi) = 0, implying that (Tbv)′′i (bi) = 0 by the definition of Tbv and (Tbv)′′i (bi) =
W
(θi)′
i (b)Av′i (b). Due to the fact that Tbv′′(x, i) = 0 for x > bi , it follows that Tbv (·, i) ∈

C2[0,∞) for i ∈ E.

The next step is to verify the preservation of concavity in the following lemma that the value
function, which corresponds to a barrier strategy at bv with a concave payoff function v(·, i),
is also concave.

Lemma 4.2. If v ∈ C, it is then true that Tbv (v) ∈ C.

Proof. We first assume that v ∈ C ∩ C2[0,∞), and write b instead of bv to simplify the
notation. Because of the smoothness of v and the definition of wi(x) := (Tbvv)(x, i), it is
derived from (2.6) and (4.1) that for, x ∈ (0, bi),

w′i (x) = W(θi)′
i (x)Avi (bi)−

∑
j �=i

qij

∫ x

0
W
(θi)′
i (x − y)v(y, j) dy, (4.6)

w′′i (x) = W(θi)′′
i (x)Avi (bi)

−
∑
j �=i

qij

[
W
(θi)′
i (0+)v(x, j)+

∫ x

0
W
(θi)′′
i (x − y)v(y, j) dy

]
. (4.7)

From the above two expressions, (2.6), and v ∈ C2[0,∞), we obtain thatwi |(0,bi ) ∈ C4(0, bi).
Moreover, we havew′i (bi) = 1 in view of the above expressions and (4.1), and havew′′i (bi) = 0
according to Lemma 4.1. Therefore, wi is C2[0,∞).

Therefore, in view of W(θi)′
i (0+) = 2/σ 2

i and the fact that W(θi)′
i (x) satisfies (2.10) with

q = θi , multiplying (4.1), (4.6), and (4.7) by−(λ+ θi), μi , and σ 2
i /2, respectively, and adding

them leads to

f vi (x) :=
σ 2
i

2
w′′i (x)+ μiw′i (x)− (λ+ ri − qii)wi(x)+ λδi

∫ x

0
wi(x − y)e−δiy dy

+
∑
j �=i

qij vj (x)

= 0, x ∈ (0, bi), (4.8)

with boundary conditions wi(0) = 0, w′i (bi) = 1, and w′′i (bi) = 0. Because wi(x) ≥ 0 for
x > 0 and wi(0) = 0, it follows that w′i (0+) ≥ 0. Moreover, the continuity of wi , wi(0) = 0,
and vi(0) = 0 indicate that

σ 2
i w
′′
i (0+)+ 2μiw

′
i (0+) = 0,

so that w′′i (0+) < 0 as a result of μi > 0.
Write ξi(x) = w′′i (x) for x > 0 and ξi(0) = w′′i (0+). Sincewi(x) ∈ C4(0, bi) as a result of

the assumptions, differentiating twice the first equation of the original system (3.6), it follows
that ξi(x) satisfies the following ODE:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

σ 2
i

2
ξ ′′i (x)+ μiξ ′i (x)− (λ+ ri − qii)ξi(x)
+

∑
j �=i

qij v
′′
j (x)+ λδi

∫ x

0
ξi(x − y)e−δiy dy = 0, x ∈ (0, bi),

ξi(0) < 0, ξi(bi) = 0, ξi(x) = 0, x > bi.
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Applying Itô’s lemma to e−θi t ξi(Xt ) from 0 to T i yields the stochastic representation for ξ ,

ξi(x) = Ex[e−θiT i ξi(XT i )] +
∑
j �=i

qijEx

[∫ T i

0
e−θi t v′′j (Xt ) dt

]
,

where θi = (ri − qii) and T i = inf{t ≥ 0 : Xit /∈ (0, bi)}. Thus, from the fact that ξi(XT i ) ≤ 0
and v′′j (x) ≤ 0, it readily follows that ξi(x) is nonpositive for all x ∈ (0, bi) and i ∈ E. As a
result, it follows that x → wi(x) is increasing and concave on [0,∞).

Now assume that v ∈ C and denote by vn ∈ C ∩ C2[0,∞) a sequence that increases to v
pointwise. Then Tbv (v)(x, i) = limn→∞ Tbv (vn)(x, i), and the concavity of Tbv (v) is deduced
from the fact that the pointwise limit of concave functions is concave.

We then verify the following lemma which concerns the optimality of barrier strategies that
the modulated barrier strategy at bv is optimal for the problem (4.4).

Lemma 4.3. For v ∈ C, it holds that Tbv (v)(x, i) = Uv(x, i) for x > 0, i ∈ E.

Proof. Let wi(x) = Tbv (v)(x, i) and define f vi (x) as in (4.8). In order to verify that
f vi (x) ≤ 0 for x > bi , we first prove the following claim that

f v′i (bi+) ≤ 0, i ∈ E. (4.9)

From the fact that w′′i (bi) = 0 as a consequence of Lemma 4.1 and that w′′i (x) ≤ 0 for x < bi
as a result of the concavity of the wi , it follows that w′′′i (bi−) ≥ 0. Because w′i (x) and w′′i (x)
are both continuous at x = bi and w′′′i (bi+) = 0, it follows that f v′i (bi−) ≥ f v′i (bi+) as a
consequence of the concavity of vj (x) for any j ∈ E. Finally, differentiating the two sides of
f vi (x) ≡ 0 in (4.8) for x ∈ (0, bi) indicates that f v′i (bi−) = 0 and, hence, (4.9) follows.

Observe that

f v′i (x) = −(λ+ ri − qii)+ λδi
∫ x

0
w′i (x − y)e−δiy dy +

∑
j �=i

qij v
′
j (x), x > bi.

In view of (4.9), the concavity of both v and wi yields f v′i (x) ≤ f v′i (bi+) ≤ 0 for x > bi ,
indicating that f vi (x) ≤ 0 for x ≥ bi by the fact that f vi (bi) = 0.

Since wi are concave and twice continuously differentiable, and satisfy (4.8), the assertion
of the lemma follows from an argument similar to that used in the proof of Theorem 3.1. Fix an
arbitraryD ∈ D and denote by Ut the corresponding risk process at t . Applying a generalised
form of Itô’s lemma to the stochastic process {e−�T∧τ w(UT∧τ , ZT∧τ ), T ≥ 0}, taking expec-
tations, and using the proved result that f vi (x) ≤ 0 as in the proof of Theorem 3.1, we have

w(x, i) ≥ Ex,i

[
e−�T∧τ w(UT∧τ , ZT∧τ )+ 1{ζ<T∧τ } e−�ζ v(Uζ , Zζ )+

∫ T∧τ∧ζ

0
e−�s dDs

]
.

By letting T →∞ and using the monotone convergence theorem and the fact that v and w are
nonnegative and that f vi (x) ≤ 0, we deduce thatw(x, i) ≥ Uv(x, i). Since the barrier strategy
at level bv is in set D , it holds that Uv(x, i) ≥ w(x, i) and, hence, w(x, i) = Uv(x, i).

The convergence of the iteration procedure shown above is a direct result of the following
contraction property of Uv.
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Lemma 4.4. The mapping v → Uv is a contraction on C with respect to norm ‖ · ‖.
Proof. Since, according to Lemmas 4.2 and 4.3,Uv(x, i) = supb Tb(v)(x, i) = (Tbvv)(x, i)

and Uv ∈ C for v ∈ C, we have, for v,w ∈ C,

‖Uv − Uw‖ ≤ sup
b

‖Tbv − Tbw‖ ≤ C‖v − w‖,

where C = maxi
∑
j �=i (qij /θi) ∈ (0, 1) and the second inequality follows from

‖Tbv − Tbw‖ ≤ max
i∈E,x∈[0,bi ]

∑
j �=i

qij

θi
(1− Ex,i(e

−θiτ i ))‖v − w‖ ≤ C‖v − w‖,

where we use (4.3) and the facts that η(θi) is an exponential random time with parameter θi
and that Uiη(θi ) ∈ (0, bi] for η(θi) < τ i to obtain

∫ bi

0
θi

[
W
(θi)
i (x)W

(θi )′
i (bi − y)

W
(θi)′
i (bi)

− 1{x≥y}W(θi)
i (x − y)

]
dy = 1− Ex,i(e

−θiτ i ) ≤ 1

for τ i = inf{t ≥ 0 : Uit ≤ 0}, as defined in the proof of Theorem 4.1. Thus, U is a contraction
on C.

Theorem 4.2 directly follows from Lemma 4.1 and Lemma 4.3. From the dynamic program-
ming equation and the definition of U , it readily follows that Uv ≤ V ≤ Uw if v ≤ V ≤ w.
In particular, taking v = v−0 and w = v+0 and then applying the former inequality repeatedly
yields the inequality v−n ≤ V ≤ v+n . It follows from Lemma 4.4 that both v+n and v−n converge
to the unique fixed point of U , which is, thus, equal to the value function V . Note that, in view
of Lemma 4.2 and the fact that v±0 ∈ C, v±n are concave. As a result, V , a pointwise limit of
concave functions, is also concave. This completes the proof of Theorem 4.3.

5. Conclusions

In this paper we have used the fixed point theorem and stochastic control theory to show
that, in the setting of a Markov-modulated jump-diffusion process followed by cash reserves
of a financial corporation with limited liability, the optimal dividend policy is a modulated
barrier strategy at a dividend level as a function of the current regime. That is to say, the
optimal dividend policy, which maximises the expectation of the cumulative present value of
the dividends paid until the moment of bankruptcy, is to pay out as dividends the overflow of
cash reserves above a certain optimal threshold, where this threshold may jump up or down
exactly at the moment of regime shifts. In addition, we have also presented a contraction
algorithm, an extension to that of Jiang and Pistorius [15], to calculate both the value function
and optimal threshold levels in different regimes. However, we do not consider the case of
negative drifts. The problem of optimal dividend policy in the case of negative drifts in some
regimes and positive drifts in other regimes is challenging and worthy of further research. It is
also noteworthy that the optimality of a barrier strategy in the dividend distribution problems
is not clear in general and is in fact not true in the case of general jump-distributions, as shown,
for example, by Avram et al. [3] and Azcue and Muler [4]. So, the inclusion of more general
jump structures may be another further research topic.
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