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Abstract. In this paper, we establish two results assuring that � ¼ 0 is a bifur-
cation point in L1ð�Þ for the Hammerstein integral equation

uðxÞ ¼ �

Z
�

kðx; yÞfðy; uðyÞÞdy:

We also present an application to the two-point boundary value problem

�u00 ¼ �fðx; uÞ a.e. in [0,1]
uð0Þ ¼ uð1Þ ¼ 0

�

2000 Mathematics Subject Classification. 45G10, 47H30.

1. Introduction. Here and in the sequel, � � RN is a compact set,
k : ��� ! R is a measurable function, f : �� R ! R is a Caratheódory function,
with fðx; 0Þ ¼ 0 for all x 2 �, � is a real number.

Consider the Hammerstein integral equation

uðxÞ ¼ �

Z
�

kðx; yÞfðy; uðyÞÞdy ð1Þ

in the space L1ð�Þ.
As usual, a �0 2 R is said to be a bifurcation point for (1) in L1ð�Þ if ð0; �0Þ

belongs to the closure in L1ð�Þ � R of the set

fðu; �Þ 2 L1ð�Þ � R : u solves ð1Þ a:e: in �; u 6¼ 0g:

The most classical bifurcation result for (1) is certainly that due to M. A.
Krasnosel’skii ([4], p. 342). In the case when the derivative f 0yðx; 0Þ exists, it is finite
and one has

lim
h!0

fðx; hÞ � hf 0yðx; 0Þ

h
¼ 0

uniformly with respect to x 2 �, such a result ensures (under further mild assump-
tions) that, for each nonzero eigenvalue � of the linear integral operator

Glasgow Math. J. 44 (2002) 471–481. # 2002 Glasgow Mathematical Journal Trust.
DOI: 10.1017/S00170895020210201 Printed in the United Kingdom

https://doi.org/10.1017/S0017089502030124 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089502030124


u !
R
� kð�; yÞf 0yðy; 0ÞuðyÞdy; � ¼ 1

� is a bifurcation point for (1) in L1ð�Þ. Note that
this result, on one hand, says nothing on the fact that also � ¼ 0 can be a bifurcation
point for (1), and, on the other hand, it has no sense in the case when the derivative
f 0yðx; 0Þ does not exist or it is not finite.

More generally, although many other bifurcation theorems for (1) appeared
after [4] (see, for instance, [1], [2], [3] and the references therein), it seems that there is
no known result ensuring that � ¼ 0 is a bifurcation point for (1) in L1ð�Þ.

The aim of the present paper is just to fill this gap by establishing Theorems 2.1
and 2.2, in the next section. It is worth noticing that our main assumption on the
function f, when it does not depend on x, is

lim
�!0

R �
0 fðyÞdy

�2
¼ þ1:

Clearly this condition and the existence of finite f 0ð0Þ exclude each other.
Note that a sufficient condition for the validity of the above equality is that

f 0ð0Þ ¼ þ1.
Our approach is variational. In particular, we use a local minimum principle

recently pointed out by B. Ricceri ([5]). We also present an application to a two-
point boundary value problem.

2. Results. Our first result is as follows:

Theorem 2.1. Assume that k 2 L1ð���Þ, that it is symmetric and thatZ
���

kðx; yÞ’ðxÞ’ðyÞdxdy > 0

for all ’ 2 L2ð�Þ n f0g. Further suppose that:
1. there are two numbers � > 0 and q > 1, and a function  2 Lqð�Þ such that

sup
jyj��

j fðx; yÞ j�  ðxÞ;

inf
j�j��

Z �

0

fðx; yÞdy � 0

for almost every x 2 �;
2. one has

max lim
�!0þ

infx2�
R �
0 fðx; yÞdy

�2
; lim
�!0�

infx2�
R �
0 fðx; yÞdy

�2

( )
¼ þ1:

Then, there exists a �? > 0 such that, for every � 2 �0; �?½, equation (1) has a solution
u� 2 L1ð�Þ n f0g satisfying

lim sup
�!0þ

k u� kL1ð�Þ

�
�k k kL1ð���Þk  kL1ð�Þ :
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Proof. First, consider the function ~ff : �� R ! R, defined by

~ffðx; yÞ ¼
fðx;��Þ if y < ��
fðx; yÞ if j y j� �
fðx; �Þ if y > �

8<
:

Of course, ~ff is a Carathéodory function and it satisfies the following inequality:

sup
y2R

j ~ffðx; yÞ j�  ðxÞ

for almost every x 2 �. If we put

Fðx; �Þ ¼

Z �

0

~ffðx; yÞdy

we have

j Fðx; �Þ j�  ðxÞ j � j ð2Þ

for all � 2 R, for almost every x 2 �:
It is no restriction to suppose that 1 < q < 2. Let p ¼

q
q�1 : For each u 2 L2ð�Þ,

x 2 �, put

KðuÞðxÞ ¼

Z
�

kðx; yÞuðyÞdy:

Then, K is a self-adjoint, completely continuous, positive definite linear operator
from L2ð�Þ into Lpð�Þ, and there exists a completely continuous linear operator
H : L2ð�Þ ! Lpð�Þ such that

KðuÞ ¼ HðH?ðuÞÞ

for all u 2 L2ð�Þ, where H? : Lqð�Þ ! L2ð�Þ is the adjoint of H (see [4], I, §4,
Theorem 4.4).

Instead of (1) let us consider the integral equation

uðxÞ ¼ �

Z
�

kðx; yÞ ~ff ðy; uðyÞÞdy;

that is, in operator form,

u ¼ �Kð~ffðuÞÞ; ð3Þ

where ~ffðuÞðxÞ ¼ ~ffðx; uðxÞÞ. Since ~ff acts from Lpð�Þ into Lqð�Þ, equation (3) is
equivalent to

v ¼ �H?ð~ffðHðvÞÞÞ ð4Þ

in the space L2ð�Þ, in the sense that to each solution v 2 L2ð�Þ of (4) there corre-
sponds a solution u ¼ HðvÞ 2 Lpð�Þ of (3), and conversely, to each solution
u 2 Lpð�Þ of (3) we can associate a solution v ¼ H?ð~ffðuÞÞ 2 L2ð�Þ of (4).
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Let us introduce some further notations. For each u 2 L2ð�Þ, put

�ðuÞ ¼
1

2
k u k2L2ð�Þ

and

�ðuÞ ¼ �

Z
�

Fðx;HðuÞðxÞÞdx:

By assumption on ~ff, it follows that the functional

u ! �ðuÞ þ ��ðuÞ

is differentiable (see [4], I, §5), the solutions of equation (4) being precisely the
critical points of this functional.

We claim that � is sequentially weakly continuous in L2ð�Þ. Let fvng � L2ð�Þ be
weakly convergent to v0. Since H is completely continuous, we can assume without
loss of generality that fHðvnÞg converges strongly to Hðv0Þ in Lpð�Þ, otherwise we
should pass to a subsequence. Thus, there exist a function h 2 Lpð�Þ and a sub-
sequence fHðvnkÞg such that

j HðvnkÞðxÞ j� hðxÞ

and fHðvnk ÞðxÞg converges to Hðv0ÞðxÞ for almost all x 2 �. Hence, we have that

lim
k!þ1

Fðx;HðvnkÞðxÞÞ ¼ Fðx;Hðv0ÞðxÞÞ;

and by (2),

j Fðx;HðvnkÞðxÞÞ j�  ðxÞhðxÞ

for almost all x 2 �, for all k 2 N. Since  h 2 L1ð�Þ, the Lebesgue dominated
convergence theorem assures that

�ðv0Þ ¼ lim
k!þ1

�ðvnkÞ;

as we claimed.
Then, we readily see that it is possible to apply Theorem 2.1 of [5] to the func-

tionals � and � defined above, endowing L2ð�Þ with the weak topology. So, by that
result, there exists a suitable constant c > 0 such that for each � > c the restriction
of the functional �þ �� to the unit open ball in L2ð�Þ has a global minimum, say
v�. Fix � > c. We claim that v� 6¼ 0.

Since k is bounded,

ess supx2� j Hð’ÞðxÞ j�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k k kL1ð���Þ

p
k ’ kL2ð�Þ

for all ’ 2 L2ð�Þ, (see [4], p. 64).
Suppose

lim
�!0þ

infx2�
R �
0 fðx; yÞdy

�2
¼ þ1:
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Now, we choose a function v 2 L2ð�Þ, such that the set

A ¼ fx 2 � : HðvÞðxÞ > 0g

has a positive measure.
By our assumption, if

� >
1

2

� k v k2L2ð�ÞR
A j HðvÞðxÞ j2 dx

;

there exists a 0 < ��� < � such that

inf
x2�

Fðx; �Þ � ��2

for all 0 < � < ���.
Fix ? satisfying

0 < ? <
���ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k k kL1ð���Þ

p
k v kL2ð�Þ

:

If x 2 A, and 0 <  < minf?; 1
kvk

L2 ð�Þ

g, we readily have

Fðx;HðvÞðxÞÞ � �2 j HðvÞðxÞ j2

and so, by 1.,Z
�

Fðx;HðvÞðxÞÞdx �

Z
A

Fðx;HðvÞðxÞÞdx � �2
Z
A

j HðvÞðxÞ j2 dx:

Finally,

�ðvÞ

�ðvÞ
� �2

�
R
A j HðvÞðxÞ j2 dx

k v kL2ð�Þ

< ��:

So, k v kL2ð�Þ< 1 and �ðvÞ þ ��ðvÞ < 0. Since �ð0Þ þ ��ð0Þ ¼ 0, then
necessarily, v� 6¼ 0.

In particular v� is a critical point for the functional �þ ��.
Let � 2 �0; 1c ½.
Hence, there is a function v1

�
6¼ 0, that is a solution of (4). Put

u� ¼ Hðv1
�
Þ:

Then,

u�ðxÞ ¼ �

Z
�

kðx; yÞ ~ffðy; u�ðyÞÞdy

almost everywhere in �.
We have

k u� kL1ð�Þ� � k k kL1ð���Þk  kL1ð�Þ;
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so, if we put

�? ¼ min
1

c
;

�

k k kL1ð���Þk  kL1ð�Þ

� �
;

then, for all � 2 �0; �?½ there is a solution u� 2 L1ð�Þ n f0g of equation (1), satisfying

k u� kL1ð�Þ

�
�k k kL1ð���Þk  kL1ð�Þ;

from which

lim sup
�!0þ

k u� kL1ð�Þ

�
�k k kL1ð���Þk  kL1ð�Þ :

Analogously, if

lim
�!0�

infx2�
R �
0 fðx; yÞdy

�2
¼ þ1

holds, then choose a function u such that the set

fx 2 � : HðuÞðxÞ < 0g

has a positive measure, and work with  < 0.

Remark 2.1. In particular 0 is a bifurcation point for equation (1).

Theorem 2.2. Assume that k 2 L1ð���Þ, that it is symmetric, that k � 0 and
that Z

���

kðx; yÞ’ðxÞ’ðyÞdxdy > 0

for all ’ 2 L2ð�Þ n f0g. Further suppose that:
1. there are two numbers � > 0 and q > 1, and a function  2 Lqð�Þ such that

sup
jyj��

j fðx; yÞ j�  ðxÞ;

inf
jyj��

fðx; yÞy � 0

for almost every x 2 �;
2. there is a set D � � of positive measure such that

lim
�!0

infx2D
R �
0 fðx; yÞdy

�2
¼ þ1:

Then, there exists a �? > 0 such that, for every � 2 �0; �?½, equation (1) has two solu-
tions u�; w� 2 L1ð�Þ n f0g, with u� � 0; w� � 0, satisfying
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lim sup
�!0þ

maxfk u� kL1ð�Þ; k w� kL1ð�Þg

�
�k k kL1ð���Þk  kL1ð�Þ :

Proof. Let us introduce some notations.
Let f1 : �� R ! R be defined by

f1ðx; yÞ ¼
0 if y < 0
fðx; yÞ if 0 � y � �
fðx; �Þ if y > �

8<
:

and set

F1ðx; �Þ ¼

Z �

0

f1ðx; yÞdy

and

�1ðuÞ ¼ �

Z
�

F1ðx;HðuÞðxÞÞdx:

We proceed as in the proof of Theorem 2.1, working with the functionals � and �1,
both sequentially weakly lower semicontinuous in L2ð�Þ.

So, there exists a positive constant c1 such that for every � > c1, the restriction
of the functional �1 þ �� to the unit open ball in L2ð�Þ has a global minimum, say
v�.

Fix � > c1. We claim that v� 6¼ 0.
Let

A ¼ fx 2 � :

Z
�

kðx; yÞdy ¼ 0g:

Note that A has measure zero.
Indeed, if A has a positive measure, the function defined by

�AðxÞ ¼
1 if x 2 A
0 if x 2 � n A

�

belongs to L2ð�Þ n f0g.
Since k � 0 and

R
� kðx; yÞdy ¼ 0, for every x 2 A, we haveZ

�

�AðxÞ

Z
�

kðx; yÞ�AðyÞdy

� 
dx ¼

Z
A

Z
A

kðx; yÞÞdy

� 
dx ¼ 0;

against the hypothesis.
So, the function Kð1Þ is positive almost everywhere in �.
Consequently, if we put v ¼ H?ð1Þ, the set

B ¼ fx 2 � : HðvÞðxÞ > 0g

has the same measure as �, and so the set B \D has a positive measure.
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By Assumption 2, it follows that

lim
�!0þ

infx2D
R �
0 fðx; yÞdy

�2
¼ þ1;

and then, if

� >
1

2

� k v k2L2ð�ÞR
B\D j HðvÞðxÞ j2 dx

;

there exists a 0 < �1 < � such that

inf
x2D

F1ðx; �Þ � ��2

for all 0 < � < �1.
Let  > 0 be sufficiently small. We have

F1ðx;HðvÞðxÞÞ � �2 j HðvÞðxÞ j2

for all x 2 B \D, and soZ
�

F1ðx;HðvÞðxÞÞdx �

Z
B\D

F1ðx;HðvÞðxÞÞdx � �2
Z
B\D

j HðvÞðxÞ j2 dx:

This proves that for a suitable  > 0, k v k< 1 and �1ðvÞ þ ��ðvÞ < 0; that is
v� 6¼ 0. As in Theorem 2.1, for all � 2 �0; 1

c1
½ there exists a function u� 6¼ 0 such that

u� 2 L2ð�Þ and

u�ðxÞ ¼ �

Z
�

kðx; yÞf1ðy; u�ðyÞÞdy

for almost all x 2 �.
Let

C ¼ fx 2 � : u�ðxÞ < 0g:

By the definition of f1,

u�ðxÞ ¼ �

Z
�nC

kðx; yÞf1ðy; u�ðyÞÞdy;

so C can not have positive measure. Hence, u� is a non negative function.
If we choose

0 < � < min
1

c1
;

�

k k kL1ð���Þk  kL1ð�Þ

� �
;

then u� is a non negative solution of equation (1), in L1ð�Þ n f0g, satisfying

k u� kL1ð�Þ� � k k kL1ð���Þk  kL1ð�Þ :
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In the same way we deduce the existence of a non positive solution of (1): let
f2 : �� R ! R be defined by

f2ðx; yÞ ¼
fðx;��Þ if y < ��
fðx; yÞ if �� � y � 0
0 if y � 0

8<
:

and notice that 2. implies that

lim
�!0�

infx2D
R �
0 fðx; yÞdy

�2
¼ þ1:

There is a suitable constant c2 such that for every

0 < � < min
1

c2
;

�

k k kL1ð���Þk  kL1ð�Þ

� �
;

there exists a non positive solution w� 2 L1ð�Þ n f0g of equation (1), satisfying

k w� kL1ð�Þ� � k k kL1ð���Þk  kL1ð�Þ :

Consequently, our conclusion follows with

�? ¼ min
1

c1
;
1

c2
;

�

k k kL1ð���Þk  kL1ð�Þ

� �
:

By the proofs of the theorems above, one also obtains the following.

Theorem 2.3. Assume that k 2 L1ð���Þ, that it is symmetric, that k � 0 and
that Z

���

kðx; yÞ’ðxÞ’ðyÞdxdy > 0

for all ’ 2 L2ð�Þ n f0g. Further suppose that:
1. there are two numbers � > 0 and q > 1, and a function  2 Lqð�Þ such that

sup
0�y��

j fðx; yÞ j�  ðxÞ resp: sup
���y�0

j fðx; yÞ j�  ðxÞ

 !
;

inf
0����

Z �

0

fðx; yÞdy � 0 resp: inf
�����0

Z �

0

fðx; yÞdy � 0

� 

for almost every x 2 �;
2. there is a set D � � of positive measure such that

lim
�!0þ

infx2D
R �
0 fðx; yÞdy

�2
¼ þ1 resp: lim

�!0�

infx2D
R �
0 fðx; yÞdy

�2
¼ þ1

 !
:
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Then, there exists a �? > 0 such that, for every � 2 �0; �?½, equation (1) has a solution
u� 2 L1ð�Þ n f0g, satisfying

lim sup
�!0þ

k u� kL1ð�Þ

�
�k k kL1ð���Þk  kL1ð�Þ :

3. An application. We conclude this paper giving an application of the Theorem
2.3 to the Dirichlet problem

�u00 ¼ �fðx; uÞ a.e. in [0,1]
uð0Þ ¼ uð1Þ ¼ 0

�
ð5Þ

Theorem 3.1. Let f : ½0; 1� � R ! R be a Caratheódory function, with fðx; 0Þ ¼ 0
for all x 2 ½0; 1�. Further suppose that:

1. there are two numbers � > 0 and q > 1, and a function  2 Lqð½0; 1�Þ such
that

sup
0�y��

j fðx; yÞ j�  ðxÞ;

inf
0����

Z �

0

fðx; yÞdy � 0

for almost every x 2 ½0; 1�;
2. there is a set D � ½0; 1� of positive measure such that

lim
�!0þ

infx2D
R �
0 fðx; yÞdy

�2
¼ þ1:

Then, there exists a �? > 0 such that, for every � 2 �0; �?½, there exists a solution
u� 2 W2; qð �0; 1½ Þ n f0g of (5), with u� � 0, satisfying

lim sup
�!0þ

k u� kL1ð½0;1�Þ

�
�k  kL1ð½0;1�Þ :

Proof. Put k : ½0; 1� � ½0; 1� ! R

kðx; yÞ ¼
ð1� yÞx if 0 � x � y � 1
ð1� xÞy if 0 � y � x � 1:

�

Let us introduce

f1ðx; yÞ ¼
0 if y < 0
fðx; yÞ if 0 � y � �
fðx; �Þ if y > �

8<
:

It is easy to verify that the Dirichlet problem

�u00 ¼ �f1ðx; uÞ a.e. in ½0; 1�
uð0Þ ¼ uð1Þ ¼ 0

�
ð6Þ
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is equivalent to the following Hammerstein equation, whose kernel is the Green
function k:

uðxÞ ¼ �

Z 1

0

kðx; yÞf1ðy; uðyÞÞdy

in the sense that u is a solution of (6) if and only if it is a solution of the integral
equation above (see ([6]), pages 47–49, 54–56).

By a classical result, the operator K is positive definite, so the hypotheses on k
are all fulfilled. We can apply Theorem 2.3 to f1, obtaining that there exists a posi-
tive number �? such that for every � 2 �0; �?½ there is a function u� 6¼ 0, which solves
the Dirichlet problem (6). By the hypothesis we have also that u� 2 W2; qð �0; 1½ Þ. It
is obvious that u� � 0, and so u� solves the Dirichlet problem (5).

Remark 3.1. It is clear that if fðx; yÞ � 0 for all 0 � y � � then, by the strong
maximum principle, we have that u� > 0.
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