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Quantitative Siegel’s theorem for Galois coverings
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Abstract. It is known that Siegel’s theorem on integral points is effective for Galois coverings of
the projective line. In this paper we obtain a quantitative version of this result, giving an explicit
upper bound for the heights of S-integral K-rational points in terms of the number field K, the set of
places S and the defining equation of the curve. Our main tools are Baker’s theory of linear forms in
logarithms and the quantitative Eisenstein theorem due to Schmidt, Dwork and van der Poorten.
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1. Introduction

1.1. THE MAIN RESULT

Let C be a projective curve defined over a number field K and x 2 K(C) non-
constant. For any finite set S of places of K containing the set S1 of archimedean
places define the set of S-integral points of the curve C (with respect to x) as
follows:

C(x;K; S) = fP 2 C(K):x(P ) 2 OK;Sg;

whereOK;S is the ring of S-integers of the field K. The classical theorem of Siegel
[38, 26] states that jC(x;K; S)j < 1 as soon as the genus g(C) > 1. For curves
of genus 2 or more this is covered by a result of Faltings [19], who proved that
jC(K)j <1 when g(C) > 2, as was originally conjectured by Mordell.

Both the theorems of Siegel and Faltings are, in general, non-effective. However,
Siegel’s theorem is effective in some particular cases, for instance, for curves of
genus 1 (Baker and Coates [5]). See [24, 34, 8] for quantitative improvements of
the result of Baker and Coates.

One more general case of effectivity of Siegel’s theorem is when x:C!P1 is a
geometrically Galois covering of the projective line (that is Q(C)=Q(x) is a Galois
extension, where Q is the algebraic closure of Q). This was proved by the author
[7, Sect. 7], and, independently, by Dvornicich and Zannier [16]. Partial results
were obtained by H. Kleiman [23, Cor. (3) of Thm 3] and Poulakis [31, Sect. 2].

In all cases the method of Gelfond–Baker [20, 2] was used, so far the single
general effective method in Diophantine analysis. In [42, 37, 36, 8, 10] one can
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find further information on the effective study of Diophantine equations by Baker’s
method, including extensive bibliography.

Here we obtain a quantitative version of the effective Siegel’s theorem for Galois
coverings. Introduce some notation. Given a projective vector� = (�0: : : : :�k) 2
Pk(Q), we denote by h(�) its absolute logarithmic height (further height, we recall
the definition in Subsection 1.4). The height of a polynomial is the height of the
projective vector composed from its coefficient. Also, we define the height function
hx:C(Q)!R>0 by hx(P ) = hP1(x(P )), where hP1 : P1(Q)!R>0 is the height on
P1.

Let y 2 K(C) be such that K(C) = K(x; y) and f(X;Y ) 2 K[X;Y ] a nonzero
separable polynomial such that f(x; y) = 0. (We use lowercase letters x; y; : : : ;
for rational functions on C and uppercase letters X; Y; : : : ; for indeterminants.)
For some flexibility, we do not assume f(x; Y ) to be the minimal polynomial of y
over the ring K[x]; in particular, it can be reducible.

Put

m = degX f(X;Y ); n = degY f(X;Y ); N = max(m;n; 3); s = jSj;
d = dK = [K: Q]; D = DK – the discriminant of K over Q:

(1)

We denote byN = NK: K!Q the norm map. The norm of a fractional ideal is
well-defined as a non-negative rational number. For any place v of the field K we
define Nv as the norm of the corresponding prime ideal if v is non-archimedean,
and put Nv = 1 if v is archimedean. Also, we denote by p(v) the underlying
rational prime (which is assumed to be 1 for archimedean v), and put

bp(v) =
(
p(v); p(v) <1;

1; p(v) =1;
bp(S) = max

v2S
bp(v): (2)

Finally, throughout the paper the symbols O(: : :), � and � imply absolute
effective constants.

THEOREM 1.1. Suppose that g(C) > 1 and x:C!P1 is a Galois covering. Then
for any P 2 C(x;K; S) we have

hx(P ) 6 bp(S)dN1

 
D
Y
v2S

Nv
!4N2

exp(	); (3)

where 	 is 400sN2(log(Ns) + O(1)) + 600dN3(h(f) + O(N)), N1 is
max(n5; 16n2m2; 256m3); N2 is max(n4; 10m2n), N3 is max(mn7; 500m2n4):

1.2. AN APPLICATION: THE SUPERELLIPTIC DIOPHANTINE EQUATION

The Diophantine equation

yn = F (x) (4)
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is called superelliptic if the pair (n; F ) satisfies the following ‘LeVeque condition’:
write F (x) = a(x � �1)

r1 � � � (x � �k)
rk with pairwise distinct �1; : : : ; �k; then

k > 2 and the k-tuple ( n
(n;r1)

; : : : ; n
(n;rk)

) is not a permutation of (�; 1; : : : ; 1) or
(2; 2; 1; : : : ; 1). An equivalent condition: the (non-singular model of the) plain
curve (4) has positive genus.

As follows from Siegel’s theorem (see also [27]), the equation (4) has finitely
many S-integral solutions (x; y) in the field K. A. Baker [4] was the first to obtain
an effective bound for the size of the solutions. Though he considered only the
case K = Q and S = f1g, and his condition on (n; F ) was stronger than stated
above, it was clear that his method, suitably modified, can be applied in the general
situation. Indeed, Baker’s result was sharpened and extended to arbitrary number
fields and/or S-integral solutions in [41, 43, 11, 30].

Recently P. Voutier [44] obtained a new effective bound for the integral solutions
of (4), having considerably improved the previous results (in the case S = S1).
He proved that any solution (x; y) 2 OK �K of (4) satisfies

h(x) 6 c(N; d)(D exp(dh(f)))n
8m2=3(h(f) + logD + 1)n

6m2d; (5)

the constant c(N; d) being effective. Here f(X;Y ) = F (X) � Y n and we use
the notation (1). (The reader should be warned that we express Voutier’s result in
our notation, which is different from his. He uses the relative exponential height
HK(: : :) (instead of the absolute logarithmic height h(: : :), as in the present paper),
and his m and n correspond to our n and m, respectively.)

Since the curve (4) has positive genus and Q(x; n
p
F (x)) is a Galois extension

of Q(x), Theorem 1.1 is applicable to the superelliptic equation. Therefore we can
evaluate the quality of the estimate (3), looking at what it gives for the superelliptic
equation in comparison with the result of Voutier. For any solution (x; y) 2 OK�K
we have

max(h(x); h(y)) 6 c(N; d)D4N2 exp(600dN3h(f));

which is better than (5) when n is sufficiently large.
Of course, the superelliptic equation is a very particular case of Theorem 1.1.

Thus, we obtain an asymptotically better result in a more general setting.

1.3. RAMIFICATION INDICES

We identify set-theoretically P1(Q) and Q [ f1g in the obvious way. For any
� 2 Q [ f1g we denote by e1 = e1(�); : : : ; e� = e�(�)(�) the ramification
indices of the covering x:C!P1 over the point �. Put

e� = gcd(e1; : : : ; e�): (6)

(Sometimes we write e�(x), when several coverings of the projective line are
considered.)

Actually, we shall prove a more general result.
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THEOREM 1.2. Suppose thatX
�2�Q

(1� e�1
� ) > 1: (7)

Then any P 2 C(x;K; S) satisfies (3).

When g > 1 and the covering is Galois, the relation (7) holds. Indeed, in this
case all ramification indices over a point � are equal to e�, and we write Hurwitz
formula as

2g� 2 + 2n =
X

�2�Q[f1g

n

e�
(e� � 1) :

ThenX
�2�Q

�
1� e�1

�

�
= 1 +

2g� 2
n

+ e�1
1 > 1;

which is (7). Thus, Theorem 1.1 follows from Theorem 1.2.
Condition (7) first appeared in [6], where it was expressed in a slightly different

(but equivalent) form. The simple argument above deducing Theorem 1.1 from
Theorem 1.2 goes back to [7]. See also [8, 10].

After having submitted this paper I received a preprint of Poulakis [32] where
he also estimates heights of integral points on curves subject to condition (7). He
considers only the case S = S1, and obtains an estimate

hx(P ) 6 d�1N 105d2N35D9N13
exp(16 � 103d2N35h(f)):

As one can see, our estimate is considerably sharper.
The approach of Poulakis is different from ours and from the approach of

Dvornicich and Zannier [16]. In the last section of his paper Poulakis gives several
concrete examples of curves satisfying the condition (7).

1.4. ADDITIONAL NOTATION AND CONVENTIONS

For any place v of the field K (and any number field to occur) the corresponding
(multiplicative) valuation j : : : jv is normalized so that its restriction to Q is a
standard infinite or p-adic valuation. In addition, for a non-archimedean v we shall
use an additive valuation Ordv: K�!Z normalizing it so that 1 belongs to the image
of Ordv . In explicit terms Ordv(�) = dv log j�jv= logNv, where dv = dv(K) =
[Kv: Qp(v)] is the local degree of v.

Recall the definition of the absolute logarithmic height of a projective vector
� = (�0: : : : :�k) 2 Pk(Q):

h(�) = d�1
L

X
v

max
06i6k

dv(L) log j�ijv; (8)
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the sum being over all places of the field L = Q(�0; : : : ; �k) (by the product
formula, it does not depend on the choice of the homogeneous coordinates).

With an abuse of notation, for � 2 Q we write h(�) instead of h(1:�). By the
definition of the absolute logarithmic height, for any � 2 Z and�1; : : : ; �k; � 2 Q
we have

h(�1 + � � � + �k) 6 h(�1) + � � � + h(�k) + log k; (9)

h(�1 � � ��k) 6 h(�1) + � � � + h(�k); (10)

h(��) = j�jh(�): (11)

We write

f(X;Y ) = g0(X)Y
n + terms of lower degree in Y : (12)

Denote by R(X) the resultant of f(X;Y ) and @f
@Y (X;Y ) with respect to Y and by

D(X) the discriminant of f(X;Y ) with respect to Y . Then we have

R(X) = g0(X)D(X); (13)

degR(X) 6 (2n� 1)m; (14)

h(R) 6 (2n� 1)h(f) +O(n logN); (15)

degD(X) 6 (2n� 2)m; (16)

h(D) 6 (2n� 2)h(f) +O(n logN); (17)

as follows from the standard determinant representations of the resultant
and discriminant. (Of course, the constants in (15) and (17) can be easily
made explicit. For example, the O(: : :)-term in (15) can be replaced by
(2n� 1) log((m+ 1)(n+ 1)

p
n), as shown by Schmidt [33, Lemma 4].)

For � 2 Q put

u� = Ord�g0(X); �� = Ord�D(X); f�(X;Y ) = f(�+X;Y ); (18)

where Ord� is the order of vanishing at �. Then f0(X;Y ) = f(X;Y ), and we
similarly write u and � instead of u0 and �0, respectively. We have trivially

h(f�) 6 h(f) +mh(�) +O(logN): (19)

The relation (7) is false when m = 1 or n = 1. Therefore we suppose further
that

n; m > 2: (20)
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This, together with (9)–(17) and (19) will be frequently used in our estimates,
mostly without special referring.

We also need the following well-known fact (see, for example, [33, Lemma 3]).

PROPOSITION 1.4.1. Let F (X) be a polynomial of degree � with algebraic
coefficients and �1; : : : ; �� its roots counted with multiplicities. Then

h(�1) + � � �+ h(��) 6 h(F ) + log(�+ 1):

Warning The letter e is reserved here exclusively for ramification indices; it is
never used for 2:718 : : : (for the latter we write exp(1)).

1.5. PLAN OF THE PAPER

In Section 2 we summarize the necessary properties of algebraic power series, in
particular, the quantitative Eisenstein theorem due to Schmidt [33] and Dwork–
van der Poorten [18].

In Section 3 we prove that, given P 2 C(x;K; S) and � 2 K, the principal
ideal (x(P )��) is ‘almost a e�th power’. The qualitative part (Proposition 3.2) is
self-contained, while the quantitative part (how ‘almost’?) depends on the estimates
of Section 2.

Section 4 is a summary of the auxiliary material needed for the proof of
Theorem 1.2, in particular, Siegel’s construction of convenient units [39, 12, 8]
and Baker’s theory [45, 46].

In Section 5 we give a detailed proof of a particular case of Theorem 1.2. The
argument is based on the results obtained or quoted in Sections 3 and 4. In Section 6
we prove Theorem 1.2 in its full generality, reducing it to the result of Section 5.

2. Eisenstein theorem and further properties of algebraic power series

2.1. PRELIMINARIES

Let y =
P1
k=�k0

akx
k=e be an algebraic power series, where we always assume

k0 > 0 and a�k0 6= 0 when k0 > 0. Also, we suppose that y cannot be presented
as a power series in x1=e0 with e0 < e.

Let y satisfy an algebraic equation f(x; y) = 0 with f(X;Y ) 2 K(X;Y ). We
use the notation m; n; u; �;, etc., introduced in Subsections 1.1 and 1.4. Clearly,
k0=e 6 u 6m.

Let L be the extension of K generated by all the coefficients ak of the series y.
It is well-known that [L: K] 6 n.

THEOREM 2.1. For any place v of the field K there exist real numbersAv; A0
v > 1

such that Av = A0
v = 1 for all but finitely many v,

d�1
X
v

dv logAv 6 (2n� 1)h(f) +O(n(n+ logN)); (21)
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d�1
X
v

dv logA0
v 6 h(f) +O(logn); (22)

and for any place wjv of the field L we have

jakjw 6 A0
vA

u+k=e
v (k > �k0): (23)

Furthermore, for any non-archimedean place v we have dv logA0v
logNv 2 Z and

d�1
X

dv logAv
logNv

62Z

logNv 6 (2n� 1)h(f) +O(n logN): (24)

This theorem is a combination of results of Schmidt [33] and Dwork–van der Poor-
ten [18]. Formally, they considered only the case e = 1. Though the general case
requires no new ideas, it cannot be reduced to the case e = 1 just by the substitu-
tion x = xe1. Therefore we include some details for the sake of completeness (see
Subsections 2.2 and 2.3).

In Subsection 2.4 we obtain additional auxiliary properties of algebraic power
series.

2.2. EISENSTEIN THEOREM: THE UNRAMIFIED CASE

In this subsection we assume that e = 1. Then y =
P1
k=�k0

akx
k. We need one

more definition. Let F (X) be a polynomial with coefficients in the number field
K and �1; : : : ; �t its roots. For any place v of the field K fix a prolongation to
K(�1; : : : ; �t) and put

�v(F ) = min(1; j�1jv; : : : ; j�tjv):
Clearly, �v(F ) does not depend on the fixed prolongation.

Recall that R(X) is the resultant of f(X;Y ) and @f
@Y (X;Y ) with respect to Y .

We write R(X) = Axu+�R�(X) where R�(0) = 1.
Normalize the polynomial f(X;Y ) = g0(X)Y

n+: : : so that g0(X) = Xug�0(X)
with g�0(0) = 1. As usual, denote by jf jv the maximum of j�jv over all the coeffi-
cients � of f(X;Y ).

THEOREM 2.2 (Dwork–Robba–Schmidt–van der Poorten). For a given place v
of the field K put

A0
v =

8<
:

2njf jv; p(v) =1;

jf jv; p(v) <1:

(25)

Av =

8>><
>>:

2=�v(R�); p(v) =1;

1=�v(R�); n < p(v) <1;

c(v; n)=�v(R
�); p(v) 6 n;

(26)
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where c(v; n) = np(v)
1

p(v)�1 . Then for any place wjv of the field L we have

jakjw 6 A0
vA

u+k
v (k > �k0): (27)

We indicate the main steps of the proof. Until the end of this subsection we
write �v = �v(R

�). Given a place w of the field L, denote by rw the w-adic radius
of convergence of the series y =

P1
k=�k0

akx
k.

The heart of the proof is the following

LEMMA 2.2.1. If wjv with n < p(v) 61 then

rw > �v (28)

If wjv with p(v) 6 n then

rw > c(v; n)�1�v: (29)

Proof. For the case n < p(v) 61 see Schmidt [33]. (As indicated by Schmidt,
the case n < p(v) < 1 is a direct consequence of a result of Dwork and Robba
[17].)

The case p(v) 6 n is due to Dwork and van der Poorten [18]. Let � be a
root of R�(X) with the property j�jv = �v . Then by [18, Thm 3], the seriesby = P1

k=�k0
ak�

�kxk =
P1
k=�k0

bakxk converges for jxjv < c(v; n), whence the
result.

It should be mentioned that in [33, 18] only the case k0 = 0 is treated. However,
the general case can be easily reduced to the case k0 = 0. Indeed, put

ey = xk0y =
X
k=0

eakxk; eak = ak�k0:

Clearly, the radii rw and erw ofw-adic convergence of respectively y and ey are equal.
Further, ey satisfies the equation ef(x; ey) = 0, where ef(X;Y ) = Xk0nf(X;X�k0Y ).
Defining eR and eR� for ef as R and R� were defined for f , we see that eR� = R�.
Thus, erw = rw and e�v = �v . This reduces the case of arbitrary k0 > 0 to the case
k0 = 0.

Put �v = min(�v; minwjv rw).

LEMMA 2.2.2. The inequality (27) holds with

Av =

(
2=�v; p(v) =1;

1=�v; p(v) <1;
(30)

and A0
v defined as in (25).

Proof. This is a result of Schmidt [33, Lemma 2]. Though he considers only the
case k0 = 0, his argument plainly works for arbitrary k0 > 0. Also, what he proves
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is exactly the inequality (27), but he formulates his result in a slightly weaker form,
with m instead of u in (27).

Now Theorem 2.2 follows as a direct consequence of Lemmas 2.2.1 and 2.2.2.

2.3. EISENSTEIN THEOREM: THE GENERAL CASE

Put

ef(X;Y ) = f(Xe; Y ); ey = 1X
k=�k0

akx
k; (31)

so that ef(x; ey) = 0. Define eR, eR� and eu for ef as R, R� and u were defined for f .
Then

eR�(X) = R�(Xe); (32)

eu = eu: (33)

As follows from (32),

�v( eR�) = �v(R
�)1=e: (34)

Now put

Av =

8><
>:

2n=�v(R�); p(v) =1;

1=�v(R�); n < p(v) <1;

c(v; n)n=�v(R
�); p(v) 6 n;

(35)

and define A0
v as in (25) (provided f(X;Y ) is normalized as described above).

By (33), (34) and Theorem 2.2, applied to the series ey, we have (23). Further,
Schmidt [33, Lemma 5] showed that

d�1
X
v

dv log(1=�v) 6 (2n� 1)h(f) +O(n logN): (36)

Therefore

d�1
X
v

dv logAv 6 d�1
X
v

dv log��1
v + nd�1

X
p(v)6n

log c(v; n) +O(n)

6 (2n� 1)h(f) +O(n(n+ logN));

which is (21).
The inequality (22) is obvious and, as follows from (25), for any non-archimedean

place v the quotient dv logA0
v

logNv is an integer. It remains to establish (24). In view of

(35), for a non-archimedean v, the quotient dv logAv
logNv can be not an integer only in

one of the following cases:
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(a) p(v) 6 n;
(b) there is a root � of R�(X) such that dv log j�jw

logNv 62 Z for some place w of K(�)
lying above v.

We estimate separately d�1P logNv over non-archimedean v belonging to the
cases (a) and (b) above. For (a) the estimate is straightforward:

d�1
X
(a)

logNv =
X
p6n

log p� n: (37)

For (b), let �1; : : : ; �s be a maximal selection of roots of R�(X) pairwise non-
conjugate over K. Put �i = [K(�i): K]. If w is a prolongation of v to K(�), then
the denominator of the rational number dv log j�ijw

logNv is at most �i. Therefore

d�1
X
(b)

logNv 6
sX
i=1

�ih(�i)

6 h(R�) + log(1 + degR�)

6 (2n� 1)h(f) +O(n logN);

where the second inequality is by Proposition 1.4. Together with (37) this proves
(24). Theorem 2.1 is proved.

Remark 2.3.1. Given a polynomial f(X;Y ), separable in Y , there exist
n(= degYf) distinct power series yi =

P1
k=�k0(i)

aikx
k=ei such that f(x; yi) = 0.

As follows from definitions (35) and (25), the values of Av andA0
v depend only on

the polynomial f(X;Y ) and are common for all the series yi. This observation will
not help us to improve the final result, but will simplify our notation in Section 3.

2.4. FIELD GENERATED BY THE COEFFICIENTS, ETC.

Let K1 be the subfield of constants of the field K1 = K((x))(y). We begin with
the following standard fact.

PROPOSITION 2.4.1. The field L is an extension of K1 of degree at most e.
Proof. Since K1 � L = L((x1=e)), the field K1 is a subfield of L. It remains to

prove that [L: K] 6 e.
By [25, Prop. 2.12], there exists a primitive element t of the field K1, such that

te is a primitive element of K1((x)). Write

te = �1x+ �2x
2 + � � � ;

where �1; �2; : : : 2 K1 and �1 6= 0. By Hensel’s lemma, there exists t1 2 K1 such
that te1 = �1x. Since t1 is a primitive element of K1, we have

y =
1X

k=�k0

bkt
k
1 =

1X
k=�k0

bk(�
1=e
1 )kxk=e
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with bk 2 K1. Therefore L � K1(�
1=e
1 ). The proof is complete.

Put

� =

�
�

[K1: K]

�
6

e�

[L: K]
; (38)

where bc is the maximal integer not exceeding  2 R.

LEMMA 2.4.2. The field L is generated over K by a�k0 ; : : : ; a�. The relative
discriminantDL=K satisfies

d�1 logN (DL=K)

6 2(2n�(�+ u�) + �2)h(f) +

+O(n�(�+ u�)(n+ logN) + � log �); (39)

where � = [L: K].
Proof. Put

L0 = K(a�k0 ; : : : ; a�); L0 = L0((x
1=e));

� = [L: L0] = [L:L0]: (40)

Clearly, L0(y) = L. Let '(Y ) = '0Y
� + � � � be a minimal polynomial of y over

the ring R = L0[[x
1=e]] (at least one of its coefficients is invertible in R). By the

Gauss Lemma, the polynomial

NL0=K((x))('(Y )) 2 K[[x]](Y )

divides f(x; Y )[L: K1] in the ring K[[x]](Y ).
Denote by �(x) the discriminant of '(Y ). Then

NL0=K((x))�(x) j D(x)[L: K1] (41)

in the ring K[[x]]. Obviously,

Ordx�(x) > � (� � 1) (�+ 1)=e:

Comparing Ordx of the both sides of (41), we obtain

e [L0: K] � (� � 1) (�+ 1)=e 6 [L: K1]�: (42)

Since � = [L: L0], we can rewrite (42) as

� � 1 6
�

[K1: K]

�
(�+ 1) < 1:

Thus, � = 1. This proves the first assertion. (See [13, Lemma 3] for a similar
result.)
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For the second assertion we need a result of Silverman [40, Thm 2].

PROPOSITION 2.4.3 (Silverman). Let � = (�0: : : : :�k) be a point in Pk(Q),
and [K(�) : K] = �. Then

d�1 logN (DK(�)=K) 6 2�(� � 1)h(�) + � log �: (43)

In our case � = (1: a�k0 : : : : : a�). We obtain an upper estimate for h(�) from
Theorem 2.1:

h(�) 6 h(f) + ((2n� 1)h(f) +O(n(n+ logN)))(u+ �=e)

6

�
2n
�
�

�
+ u

�
+ 1

�
h(f) +O

�
n(n+ logN)

�
�

�
+ u

��
:

Together with (43) this gives the desired estimate for the relative discriminant. The
lemma is proved.

Recall that y cannot be written as a power series in x1=e0 with e0 < e. Hence
for any prime qje there exists k 6� 0 mod q such that ak 6= 0. Denote by k(q) the
minimal among such k.

LEMMA 2.4.4. For any prime qje we have

k(q) 6 �=(q � 1)� 1: (44)

Proof. It is very similar to the proof of the fist part of Lemma 2.4, with the field
L0 replaced by L1 = L((x1=e1)), where e1 = e=q.

Clearly, L1(y) = L. Let '(Y ) = '0Y
q + � � � be a minimal polynomial of y

over the ring R = L[[x1=e1 ]]. Then

NL1=K((x))('(Y ))jf(x; Y )[L: K1]

in the ring K[[x]](Y ).
Denote by �(x) the discriminant of '(Y ). Then

NL1=K((x))�(x) jD(x)[L : K1] (45)

in the ring K[[x]]. Since

Ordx�(x) > q (q � 1) (k(q) + 1)=e;

we have

e1 [L: K] q (q � 1) (k(q) + 1)=e 6 [L: K1]�; (46)

which yields (44) at once.
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3. Study of a fixed �

In this section we consider only non-archimedean places, unless the contrary is
stated explicitly.

Until the end of this section we fix � 2 K and P 2 C(x; K; S). Recall that

e� = gcd(e1; : : : ; e�); (47)

where e1; : : : ; e� are the ramification indices of the covering x:C!P1 over the
point �. We say that a (non-archimedean) place v is regular if e�jOrdv(x(P )��),
and irregular otherwise.

In this section we prove

LEMMA 3.1. We have

d�1
X
v is ir-
regular,
v 62S

logNv 6 12n2(�� + nu�)

� (h(f) +mh(�) +O(n+ logN)): (48)

If e� = 1, the lemma is trivial. Therefore we may suppose that e� > 2. In this
case all the ramification indices e1; : : : ; e� over � are greater or equal to 2, whence
� 6 n=2. Consequently

�� > (e1 � 1) + � � �+ (e� � 1) = n� � > n=2; (49)

which will be used in our estimates.
Let

yi =
1X

k=�k0(i)

aik(x� �)k=ei ; (1 6 i 6 �) (50)

be the Puiseux expansions of y at �. Actually, for any i we have ei equivalent
expansions

yij =
1X

k=�k0(i)

aik�
jk
i (x� �)k=ei ; (0 6 j 6 ei � 1); (51)

where �i is a fixed primitive root of unity of degree ei. We have

f(x; Y ) = g0(x)

�Y
i=1

ei�1Y
j=0

(Y � yij):

We denote by Li the field generated by all the coefficients aik of the series yi. Put
�i = [Li: K]. Further, for any prime qjei let ki(q) be the minimal k 6� 0 mod q such
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that aik 6= 0. By Theorem 2.1 together with Remark 2.3, for any (archimedean and
non-archimedean) place v of the field K there exist Av; A0

v > 1 such that

jaikjv 6 A0
vA

k=ei
v (52)

and satisfying (21), (22) and (24) with h(f), u and � replaced by h(f�), u� and
�� respectively.

Let M be a finite set of non-archimedean places of the fieldK defined as follows:

M = M1 [M2 [M3 [M4 [M5;

where

M1 = fv: p(v) 6 ng;
M2 = fv: j�jv > 1g;
M3 = fv: v is ramified in one of the fields L1; : : : ; L�g;
M4 = fv: jaiki(q)jv < 1 for some i 2 fi; : : : ; �g and prime qjeig;
M5 = fv:AvA

0
v > 1g:

PROPOSITION 3.2. Any v 62 S [M is regular.

In view of this proposition, Lemma 3.1 is a direct consequence of the following
estimates (we put �i = d�1P

v2Mi
logNv):

�1 � n; (53)

�2 6 h(�); (54)

�3 6 5n2(�� + u�n)(h(f�) +O(n+ logN)); (55)

�4 6 4n2(�� + u� log2 n)(h(f�) +O(n+ logN)); (56)

�5 6 4n(h(f�) +O(n+ logN)): (57)

Here (53) and (54) are obvious. It remains to establish (55)–(57) and to prove
Proposition 3.2.

Proof of (55). We may suppose that for some r 6 s the fields L1; : : : ; Lr are
pairwise non-conjugate over K and any Li is conjugate to one of L1; : : : ; Lr. Then

�i + � � �+ �r 6 n; (58)

which yields

�2
i + � � �+ �2

r 6 n
2: (59)
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We estimate the relative discriminant DLi=K by Lemma 2.4:

d�1 logNDLi=K 6 2(2n�i(�� + u��i) + �2
i )h(f�)

+O(n�i(�� + u��i)(n+ logN) + �i log �i):

Using (58) and (59), we obtain

�3 6 d�1
rX
i=1

logN (DLi=K)

6 2(2n2(�� + u�n) + n2)h(f�)

+O(n2(�� + u�n)(n+ logN) + n logn);

which proves (55) (recall that �� > n=2 > 1).

Proof of (56). Let M0
4(i; q) be the set of all non-archimedean places w of the

field Li such that jaiki(q)jw < 1, and M4(i; q) the set of all points K below M0
4(i; q).

Then

M4 =
r[
i=1

[
qjei

M4(i; q):

By Lemma 2.4 we have ki(q) 6 ei��=�i. Using Theorem 2.1, we obtain

�0

4(i; q) := [dLi
]�1

X
w2M0

4(i;q)

logNLi
(w)

6 h(aiki(q))

6 h(f�) + ((2n� 1)h(f�) +O(n(n+ logN)))(u� + ki(q)=ei)

6 4n(u� + ��=�i)(h(f�) +O(n+ logN))

(we again use �� > n=2). Further,

�4(i; q) := d�1
X

v2M4(i;q)

logNv

6 �i�
0
4(i; q)

6 4n(�iu� + ��)(h(f�) +O(n+ logN)):

There are at most log2 ei distinct prime divisors of ei. Since

log2 e1 + � � �+ log2 er 6 e1 + � � �+ er 6 n;

�1 log2 e1 + � � �+ �r log2 er 6 (�1 + � � �+ �r) log2 n 6 n log2 n;

we have

�4 6

rX
i=1

X
qjei

�4(i; q)

6 4n(u�n log2 n+ ��n)(h(f�) +O(n+ logN));
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which is (56).

Proof of (57). We write M5 = M0
5 [ M00

5 , where M0
5 consists of those v 2 M5

for which dv logAv
logNv 2 Z, and M00

5 = M5 n M0
5. In accordance with this partition of

the set M5, we write �5 = �05 +�005 . Recall that dv logA0v
logNv is always in Z.

The sum �05 is estimated using (21):

�05 6 d�1
X
v2M0

5

dv(logAv + logA0
v)

6 d�1
X
v

dv(logAv + logA0
v)

6 2n(h(f�) +O(n+ logN)):

The sum �005 is estimated using (24):

�005 6 2nh(f�) +O(logN):

This proves (57).

The proof of Proposition 3.2 is based on the following almost trivial fact.

PROPOSITION 3.3. Let K be a field of characteristic 0, complete with respect
to a discrete valuation with residue field of characteristic p. Let � be a primitive
element of K and � 2 K . For any e 2 Z not divisible by p and for any choice of
the root �1=e, the ramification index of K(�1=e) over K is e= gcd(e;Ord�(�)).

Proof. Write � = ���, where � = Ord�(�) and � is a unit ofK . Fix a root �1=e.
Since p is not a divisor of e, the field K(�1=e) is unramified over K . Replacing K
by K(�1=e) and � by �(�1=e)�1, we may suppose that � = �� .

Put e0 = e= gcd(e; �) and � 0 = �= gcd(e; �) Then �1=e = (�1=e0)�
0

for some
choice of the root �1=e0 . Therefore K(�1=e) � K(�1=e0). On the other hand,
gcd(e0; � 0) = 1, therefore exists a 2 Z such that � 0a � 1 mod e0. Then K(�1=e) �
K((�1=e)a) = K(�1=e0). Thus,K(�1=e) = K(�1=e0), the latter field being a totally
ramified extension of K of degree e0. The proposition is proved.

Proof of Proposition 3.2. Put x0 = x(P ) � � and fix v 62 M [ S. Then
� = Ordv(x0) > 0, because v 62 M2 [ S. If � = 0 then there is nothing to prove.
Thus, assume that � > 0. Fix a prolongation of v to Q. Then all the series

yi(P ) =
1X

k=�k0(i)

aik(x
1=ei
0 )k (1 6 i 6 s)

converge in v-metric, because jx0jv < 1 and v 62 M5. For some i and some choice

of the root x1=ei
0 we have yi(P ) = y(P ). Fix this i and this choice of the root until

the end of the proof, and omit the index i in the further reasoning.
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Since v 62 M3, it is not ramified in the field L = Li.
Denote by Kv and Lv the completions with respect to (the fixed prolongation

of) v. If e = ei divides � , the proof is finished. Therefore we may suppose that e
does not divide � , that is e0 = e= gcd(e; �) > 1.

Let q be a prime divisor of e0. Then q cannot divide � 0 = �= gcd(e; �). Put

! =
1X

k=k(q)

ak(x
1=e
0 )k:

Since v 62 M4 [M5, we have

Ordv(!) = Ordv((x
1=e
0 )k(q)) =

� 0k(q)

e0

(there is a unique prolongation of Ordv to the algebraic closure of Lv).
On the other hand

! =

k(q)�1X
k=�k0

ak(x
1=e
0 )k 2 eLv := Lv(x

1=e00

0 );

where e00 = e=q. Since v 62 M1, we may apply Proposition 3.3. It implies that the
ramification index of eLv over Lv is e00= gcd(e00; �) = e0=q. Therefore Ordv(!) is
q=e0 times an integer (recall that Lv is unramified over Kv). Thus, q divides the
product � 0k(q), a contradiction. The proposition is proved, which completes the
proof of Lemma 3.1.

4. Auxiliary material

4.1. SIEGEL’S CONSTRUCTION OF CONVENIENT UNITS IN NUMBER FIELDS

Propositions 4.1.1 and 4.1.3 of this subsection go back to Siegel [39].
Let S = (v0; : : : ; vs�1) be a finite set of places of the number field K and

�1; : : : ; �s�1 a fundamental system of S-units. The S-regulatorR(S) = RK(S) is,
by definition, the absolute value of the determinant of the matrix

[dvi log j�j jvi ]16i;j6s�1: (60)

It is well-defined and equal to the usual regulator R = RK when S = S1.

PROPOSITION 4.1.1. There exists a fundamental system of S-units �1; : : : ; �s�1

satisfying

h(�1) � � � h(�s�1) 6 s2s�2d1�sR(S); (61)

h�(�1) � � � h�(�s�1) 6 s2s�2�s�1R(S); (62)

(�d)�1
6 h(�i) 6 s2s�2�s�2R(S): (63)
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Here h�(�) = max(1; h(�)) and � = 1201( log d0

log log d0 )
3 with d0 = max(d; 3). Fur-

thermore, let [aij ]16i;j6s�1 be the matrix inverse to (60). Then

jaij j 6 s2s�2� (1 6 i; j 6 s� 1): (64)

Proof. See Bugeaud and Győry [12, Lemma 1]. Note that the left-hand inequality
in (63) is a well-known result of Dobrowolski [15].

COROLLARY 4.1.2. Suppose that

� = �b1
1 � � � �

bs�1
s�1 ;

where �1; : : : ; �s�1 are from Proposition 4.1. Then

h(�) 6 s2s�1�s�2R(S)B; (65)

B 6 s2s�h(�); (66)

whereB = max(jb1j; : : : ; jbs�1j).
Proof. Straightforward from (63) and (64).

PROPOSITION 4.1.3. For any � 2 K there exists an S-unit � such that � = ���1

satisfies

d�1
X
v2S

v 6=v0

dv jlog j�jv j 6 s2s�1�s�2R(S):

Proof. Put � = �b1
1 � � � �

bs�1
s�1 , where bi is the nearest integer to

�i =
s�1X
j=1

aijdvj log j�jvj :

Then � = ���1 satisfies

d�1
X
v2S

v 6=v0

dv jlog j�jv j = d�1
X
v2S

v 6=v0

dv

�����
s�1X
i=1

(�i � bi) log j�ijv
�����

6 d�1
s�1X
i=1

X
v2S

j�i � bijdv jlog j�ijv j

6 (2d)�1
s�1X
i=1

X
v2S

dv jlog j�ijvj

= h(�1) + � � �+ h(�s�1)

6 s2s�1�s�2R(S);

as desired.
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Let h = hK be the class number of the field K. (The letter h will denote the
class number only in the remaining part of this subsection, and nowhere more in
this paper. Therefore there is no danger of confusing it with h used for heights.)
The following result was obtained independently by Bugeaud and Győry [12,
Lemma 3] and by the author [8, Prop. 1.4.8]. (See Pethő [29] and Hajdu [21] for
similar results.)

LEMMA 4.1.4. Assume that S � S1. Then

R(S) 6 hR
Y

v2SnS1

logNv:

COROLLARY 4.1.5. Suppose that K 6= Q. Then

R(S)� d�d
p
D(logD)d�1

Y
v2SnS1

logNv � D0:51

 Y
v2S

Nv
!0:01

: (67)

Proof. The first inequality follows from Siegel’s estimate [39, Satz 1]

hR� d�d
p
D(logD)d�1:

Further, note that logD 6 c1D0:01 and logNv 6 c1(Nv)0:01, where c1; c2; : : : are
absolute effective constants. Also, logNv 6 (Nv)0:01 as soon as Nv > c2, and
there exist at most c2d non-archimedean places v with Nv 6 c2. We obtain

(logD)d�1
Y

v2SnS1

logNv 6 cd3
 
D
Y
v2S

Nv
!0:01

with c3 = c1+c2
1 . Since cd3d

�d � 1, this proves the second inequality.

4.2. ONE MORE ESTIMATE FOR THE RELATIVE DISCRIMINANT

In Subsection 2.4 we quoted Silverman’s estimate for the relative discriminant in
terms of generating elements. We also need an estimate of a different type, in terms
of ramified places. We obtain it as a consequence of Hensel’s inequality (69).

PROPOSITION 4.2.1. Let L=K be a finite extension of number fields and � =
[L: K]. Then

d�1 logN (DL=K) 6 d�1(� � 1)
X

v is ramified in L

logNv +O(�2) : (68)

Proof. Given a non-archimedean place w of L, we denote by ew = ew(L=K);
the relative ramification index, and by fw = fw(L=K) the relative degree of the
residue fields. We put sw = Ordw(ew).
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By Proposition 6.3 from [28], for any non-archimedean place v of K

Ordv(DL=K) 6
X
wjv

(ew � 1 + sw)fw: (69)

(This goes back to Hensel [22], who confirmed a conjecture of Dedekind [14].
See [14, p. 397] and [28] for historical comments and further references.) SinceP
wjv ewfw = �, we have

P
wjv(ew � 1)fw 6 � � 1. Further,

sw logNv = ewdvOrdp(ew) log p 6 ewdv log ew 6 ewdv log �;

where p = p(v). Therefore

logNv
X
wjv

swfw 6 dv log �
X
wjv

ewfw = dv� log �:

When p(v) > � we have sw = 0 for all wjv. We obtain:

Ordv(DL=K) logNv 6
(
(� � 1) logNv; p(v) > �;

(� � 1) logNv+ = dv� log �; p(v) 6 �:

Therefore

d�1 logN (DL=K) 6 d�1(� � 1)
X
v

Ordv(DL=K) logNv

6 d�1(� � 1)
X

v is ramified in L

logNv

+ d�1� log �
X

p(v)6�

dv:

For the last sum we have
P
p(v)6� dv = d

P
p6� 1 � d�= log �, which completes

the proof.

Remark 4.2.2. A similar estimate was obtained by Serre [35, Prop. 4]. However,
(68) is more suitable for our purposes.

4.3. BAKER’S THEORY

We summarize necessary facts from Baker’s theory of linear forms in the logarithms
in the following proposition.

PROPOSITION 4.3.1 (Waldschmidt, Yu). Let K be a number field of degree d
and �0; : : : ; �r nonzero elements of K. Also, let v be a place of K and 0 < " 6 1.
Suppose that

0 < j�0�
b1
1 � � ��brr � 1jv 6 exp(�"B); (70)
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where b1; : : : ; br 2 Z and B = max(b1; : : : ; br; 3). Then

B 6 c(r; d)"�1bp(v)d�0:5h�(�0) � � � h�(�r)(log h0) log("�1h0); (71)

where

h0 = max(h(�1); : : : ; h(�r); 3);

c(r; d) = exp(3r log(rd) +O(r + log d)):

and h�(: : :) is defined as in Proposition 4.1. (In the archimedean case the factor
logh0 can be skipped.)

Proof. The archimedean case is due to Waldschmidt [45]. Define the parameters
in [45, p. 215] as follows:

n = r + 1; Ai = exp(h�(�i)) (0 6 i 6 r);

E = exp(1); f = exp(�1); Z0 = 7 + 3 log(r + 1) + log d:

Applying Corollary 10.2 from [45] in this set-up, we obtain

"B 6 c(r; d)h�(�0) � � � h�(�r) log
�

3 +
B

h�(�0)

�
;

which yields (71) (without the factor logh0) after obvious calculations.
The non-archimedean case is due to Yu [46]. Define the parameters in [46,

p. 241–242] as follows:

n = r + 1; � = min
�

1;
ev"

2 log p

�
; hi = 2h�(�i) log p (0 6 i 6 r);

where ev is the ramification index of v over Q (in particular, ev 6 d). In this set-up
the third displayed formula on [46, p. 242] would turn into

"evB

log p
6 c(r; d)bp(v)d�1h�(�1) � � � h�(�r)(log h0) log("�1h0p);

which yields (71) at once.

5. The main argument

In this section we suppose that one of the following conditions holds:

(A) There exist distinct �; � 2 Q such that e� and e� have a common divisor
e > 3.

(B) There exist distinct �; �;  2 Q such that e�, e� and e have a common divisor
e = 2.
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Put

�� = [K(�): K]; �� = n2(�� + nu�)(h(f) +mh(�) +O(n+ logN));

and define ��; � ; ��; � similarly. Also, put

� =

(
e���� in the case (A),

e�� max(��; �) in the case (B),

� =

(
de2���� in the case (A),

de2����� in the case (B),
� = s�(log(Ns) +O(1));


 = 130�+ ed(22����(�� + ��) + 15���(� + ��)):

THEOREM 5.1. Suppose that either (A) or (B) holds. Then for anyP 2 C(x; K; S)
we have

hx(P ) 6 bp(S)�(DY
v2S

Nv)2:1� exp(
); (72)

where in the case (A) the terms � and � should be replaced by �� and ��.

Proof. In a few words, the proof is organized as follows. For a given P 2
C(x; K; S) we construct algebraic numbers ' and '0 with the following three
properties:

(i) the heights of ' and '0 are of the same magnitude as hx(P );
(ii) each of ' and '0 is ‘almost an S-unit’ (an S-unit times an algebraic number

of bounded height);
(iii) for some place v0 the ratio '='0 (slightly modified) is ‘very close to 1’ with

respect to the v0-metric.

Using (ii), (iii) and Baker’s theory, we estimate the heights of ' and '0. In view of
(i), this would give a bound for hx(P ).

1. The choice of v0

Fix P 2 C(x; K; S) and put x0 = x(P ). We have

hx(P ) = d�1
X
v2S

dv log jx0jv;

whence

hx(P ) = h(x0) 6 s log jx0jv0 (73)

for some v0 2 S. Somehow extend v0 to Q and fix this prolongation until the end
of the proof.
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We put

�0 =

(
max(j�jv0 ; j�jv0 ; 1) in the case (A),

max(j�jv0 ; j�jv0 ; jjv0 ; 1) in the case (B),

eh =

(
max(h(�); h(�); 1) in the case (A),

max(h(�); h(�); h(); 1) in the case (B).

2. Definition of ' and field L

If jx0jv0 6 10e�0 then (73) implies an upper bound for hx(P ) much better
than (72). Hence we may suppose that jx0jv0 > 10e�0, whence the series 1 +P1
k=1(

1=e
k )(

���
x0��

)k converges in v0-metric, and its sum, denoted by e

q
x0��
x0��

, satis-
fies ����� e

s
x0 � �

x0 � �
� 1

�����
v0

� e�0

jx0jv0

: (74)

Fix a primitive eth root of unity � (in particular � = �1 in the case (B)) and put

� = � e

s
x0 � �

x0 � �
; L = K(�; �; �); ' = (x0 � �)(� � 1)e:

If jx0jv0 > ce6�2
0, where c is a sufficiently large absolute effective constant, then

' 6= 0 and

j(� � 1)�e(x0 � �)�1'� 1jv0 � e3�0jx0j�1
v0
� jx0j�1=2

v0
(75)

as follows immediately from (74) and the trivial estimate j� � 1jv0 � e�1.
It is worth mentioning that

' = ( e
p
x0 � �� e

p
x0 � �)e (76)

when the roots e
p
x0 � � and e

p
x0 � � are appropriately defined.

3. Estimating h(') and DL

We have either

h(')� h(x0)� eh(') (77)

or h(x0)� e(eh + e), which is much better than (72). Indeed, by the definition of
' we have h(')� h(x0) + eh+ e whence either h(x0) 6 eh+ e or h(')� h(x0).
Further, rewrite (76) as te0+��� = ( e

p
'+t0)

e, where t0 = e
p
x0 � �. Thus, t0 is a

root of a polynomial of degree e�1 and heightO(h(')+eh+e). By Proposition 1.4
we have h(t0)� h(') + eh+ e, whence h(x0)� eh(t0) + eh� e(h(') + eh+ e).
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If h(') > eh + e then h(x0) � eh('), and if h(') 6 eh + e then we have
h(x0)� e(eh + e).

We also have to estimate the discriminant DL. By Proposition 2.4

d�1 logN (DK(�)=K) 6 2�2
�h(�) + �� log �� 6 2����; (78)

(d��)
�1 logNK(�)(DK(�;�)=K(�)) 6 2�2

�h(�) + �� log �� 6 2����: (79)

Indeed, �� > n=2, as we have seen in Section 3, and on the other hand ���� 6
degD(X) 6 (2n�2)m. Therefore �� 6 4m, whence ��h(�)+ log �� 6 ��. This
proves (78); in the same manner one obtains (79).

Further, if a non-archimedean place v of the field L0 = K(�; �) is ramified in
L then either p(v) 6 n, or e does not divide one of the numbers Ordv(x0 ��) and
Ordv(x0 � �). By Lemma 3.1

�(�) := d�1
L0

X
v 62 S and e does not

divide Ordv(x0 � �)

logNL0v 6 12e��;

and similarly one defines and estimates�(�). Denote by S0 the set of places of L0

above S. By Proposition 4.2

d�1
L0

logNL0(DL=L0
) 6 (e� 1)d�1

L0

X
v is ramified in L

logNL0v +O(e2)

6 e(d�1
L0

X
v2S0

logNL0v +�(�) + �(�)) +O(e2)

6 e(d�1
X
v2S

logNv + 12�� + 12��):

Finally

DL 6 De����N (DK(�)=K)
e��NK(�)(DL0=K(�))

eNL0(DL=L0
)

6

 
D
 Y
v2S

Nv
!

exp(14d(�� + ��))

!e����
: (80)

4. ' is almost a unit

For any place v of the field L put

�v = max(1; j�jv ; j�jv); %v = j�� �jv :
Let S1 be the set of places of L above S. Then s1 := jS1j 6 se���� and for any
v 62 S1 we have

%ev�
1�e
v 6 j'jv 6 �v:
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Indeed, j'jv 6 �v by (76). Further, we have '0 � � �'e�1 = (� � �)e, where
'k = (x0 � �)(�k� � 1)e. Since ' = '0 and for any k we have j'kjv 6 �v , we
obtain j'jv > %ev�

1�e
v .

Let �1; : : : ; �s1�1 be a fundamental system ofS1-units of the field L constructed
in Proposition 4.1. Then

h�(�1) � � � h�(�s1�1) 6 s2:1s1
1 R(S1): (81)

By Proposition 4.1 there exists a unit � = �b1
1 � � � �

bs1�1

s1�1 such that

d�1
L

X
v2S1
v 6=v0

dv(L) jlog j jv j � s
2:1s1
1 R(S1);

where  = '��1. We shall show that  has a bounded height.
Obviously, j jv = j'jv for any v 62 S1. Therefore

h( ) = (2dL)
�1
X
v

dv(L)j log j jv j

6 d�1
L

X
v 6=v0

dv(L)j log j jv j

6 d�1
L

X
v2S1
v 6=v0

dv(L) jlog j jv j+ d�1
L

X
v 62S1

dv(L)j log j'jv j

� s2:1s1
1 R(S1) + d�1

L

X
v

e(log �v + j log %vj)

� s2:1s1
1 R(S1) + eeh: (82)

In addition, estimate R(S1). Corollary 4.1 and (80) yield

R(S1)�
0
@D0:51

 Y
v2S

Nv
!0:52

exp(7:2d(�� + ��))

1
A
e����

: (83)

5. Definition of '0 and L0

In the case (A) let �0 be a primitive eth root of unity distinct from � (here we use
the assumption e > 3). In the case (B) put �0 = �1. Put

�0 =

8><
>:
�0 e
q

x0��
x0��

in the case (A),

�0 e
q

x0�
x0��

in the case (B),

L0 =

(
K(�; �; �0) in the case (A),

K(; �; �0) in the case (B),
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where the root e

q
x0�
x0��

is defined as the sum of the series

1 +
1X
k=1

�
1=e
k

��
� � 

x0 � �

�k
:

Defining in the obvious manner '0,  0, �0, etc., we refer to the analogues of (75)–
(83) as (750)–(830). For example, in the case (B)

DL0 6

 
D
 Y
v2S

Nv
!

exp(14d(� + ��))

!e���
(800)

and in the case (A) � and � should be replaced here (and everywhere below) by
�� and ��.

6. Estimating B

Put B = max(3; b1; : : : ; bs1�1; b
0
1; : : : ; b

0
s01�1). We shall see that either h(x0) can

be estimated much better than in (72) or

h(x0) 6 c1R(S1)B; (84)

B 6 c1 log jx0jv0 ; (85)

where c1 = exp(6:7�). Indeed, h(') 6 h( ) + h(�) + O(1), where h(�) �
s2:1s1

1 R(S1)B by Corollary 4.1. Combining this with (77) and (82), we obtain
h(x0)� c1R(S1)B + e2eh. We may assume c1R(S1)B > e2eh (otherwise it would
be h(x0)� e2eh, better than (72)). Therefore h(x0) 6 c1R(S1)B.

Remark 5.2. Here and below we may write 6 instead of� because the implicit
constant is absorbed by the O(1)-term of �.

Further, by Corollary 4.1

max(b1; : : : ; bs1�1)� s2:1s1
1 h(�) 6 s2:1s1

1 (h(') + h( ) +O(1))

and similarly for max(b01; : : : ; b
0
s01�1). Combining this with (73), (82), (820), (77)

and (770), we obtainB 6 c1(log jx0jv0 + c2), where c2 = eh+ c1(R(S1) +R(S01)).
If log jx0jv0 > c2 thenB 6 c1 log jx0jv0 , as desired. If log jx0jv0 6 c2 then h(x0) 6
sd�1c2; using (83) and (830), we estimate h(x0) better than in (72).

7. Use of Baker’s theory

In the sequel we can assume the inequality '='0 6= (�� 1)e=(�0� 1)e. Indeed, the
equality '='0 = (�� 1)e=(�0� 1)e is a non-trivial algebraic relation involving x0,
which yields an estimate for hx(P ) much better than (72).
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Put �0 = ( �
0�1
��1 )

e  
 0

. Using (75) and (85), we obtain

0 <

�����
�
�0 � 1
� � 1

�e
'

'0
� 1

�����
v0

=

�����0
�

�0
� 1

����
v0

� jx0j�1=2
v0

6 exp(�c�1
1 B): (86)

Put r = s1+s
0
1�2 6 2se��(��+�) and write �s1 ; : : : ; �r and bs1 ; : : : ; br instead

of �01; : : : ; �
0
s01�1 and �b01; : : : ; � b0s01�1, respectively. Then

0 < j�0�
b1
1 � � � �brr � 1jv0 6 exp(�c�1

1 B);

[Q(�0; �1; : : : ; �r): Q] 6 � � sN 5;

h�(�0) 6 c1
eR+O(eeh);

h�(�1) � � � h�(�r) 6 c2
1R(S1)R(S

0
1);

h0 := max(h(�1); : : : ; h(�r); 3) 6 c1
eR;

where eR = max(R(S1); R(S
0
1); 3) and h�(: : :) is defined in Proposition 4.1. By

Proposition 4.3

B 6 c1bp(v0)
��0:5h�(�0)h

�(�1) � � � h�(�r)(log h0) log(c1h
0)

� exp(3r log(r�) +O(r + log �))

6 bp(S)��0:3( eR + eh)R(S1)R(S
0
1)(log2 eR) exp(123�:

By (84), (83) and (830)

h(x0) 6 bp(S)��0:3( eR+ eh)R(S1)
2R(S01)(log2 eR) exp(130�)

6 bp(S)�
 
D
Y
v2S

Nv
!2:1�

exp(
):

Theorem 5.1 is proved.

6. Proof of Theorem 1.2

The relation (7) implies that one of the following conditions holds:

(a) there exist �; � 2 Q such that e� > 3 and e� > 2;
(b) there exist �; �;  2 Q such that e� = e� = e = 2.

The case (a) is contained in (b) and the following three cases:

(a1) there exist �; � 2 Q such that e� = e� > 3;
(a2) there exist �; � 2 K such that e� > 3 and e� > 2;
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(a3) there exist � 2 K and � 2 Q such that [K(�): K] 6 2 and e� > 3, e� = 2.

Indeed, suppose that � 62 K and �1 = �; �2; : : : ; �� are the conjugates of � over
K. Then we redefine �, putting � = �2, and obtain the case (a1). In a similar
manner the case

� 62 K; e� > 3

can be reduced to (a1), and the case

[K(�): K] > 3; e� = 2

can be reduced to (b).

6.1. CASES (a1) AND (b)

Let �1 = �; �2; : : : ; ��� be the conjugates of � over K. All them are roots of
D(X) of order ��. Therefore

���� 6 degD(X) 6 2mn;

��u� 6 deg g0(X) 6 m:
(87)

Since �� > n=2, as we have seen in Section 3, we obtain �� 6 4m. (We have
already used this in the previous section.) Similarly, ��; � 6 4m. Furthermore,
h(�1) = : : : = h(���). Hence, by Proposition 1.4

����h(�) 6 h(D) + log(2mn) 6 2nh(f) +O(n logN);

��u�h(�) 6 h(g0) + log(m+ 1) 6 h(f) +O(logN):
(88)

Combining (87)–(88), we obtain

���� 6 6n3m(h(f) +O(n+ logN)): (89)

In the same manner one estimates ���� and �� . Hence

����(�� + ��) 6 4m(���� + ����)

6 48n3m2(h(f) +O(n+ logN)); (90)

and similarly one estimates ���(� + ��). Further,

� 6 16m2n; (91)

� 6

(
16dm2n2 in the case (A),

256dm3 in the case (B),
(92)

� 6 16m2ns(log(Ns) +O(1)): (93)
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Substituting the estimates (90)–(92) to (72), we obtain

hx(P ) 6

0
@bp(S)dmax(n2;8m)

 
D
Y
v2S

Nv
!2:1n

exp(130
1)

1
A

16m2

; (94)

where 
1 = sn log(Ns) + O(sn) + 3dn4(h(f) + O(n + logN)). As one can
easily see, (94) is better than (3). This completes the proof in cases (a1) and (b).

6.2. CASE (a2)

Put e = e� and t = e
p
x� �. Let eC '! C be the covering corresponding to the

embedding Q(C) ,! Q(C)(t). The curve eC is defined over K and K( eC) = K(y; t).
We have ef(t; y) = 0, where ef(T; Y ) = f(� + T e; Y ). In particular,

em := degT
ef = me; en := degY

ef = n; h( ef) 6 h(f) +mh(�):

The coverings eC '! C
x! P1 and eC t! P1 have the following two properties.

(i) For any P 2 C(x; K; S) and eP 2 '�1(P ) there exists an extension eK of K
such that [eK: K] 6 e,

DeK 6
 
D
 Y
v2S

Nv
!

exp(72dn3m(h(f) +O(n+ logN)))

!e
; (95)

and eP 2 eC(t; eK; eS) , where eS is the set of places of eK above S.
(ii) Put

e� = e
p
�� �; e� = �e�; ee = e�(x)

where � is a primitive eeth root of unity. Then ee�(t) and ee�(t) are divisible byee.
Proof of (i). We have eP 2 eC(t; eK; eS) with eK = K( e

p
x(P )� �) for an

appropriate definition of the root. By Proposition 4.2, Lemma 3.1 and (89) we have

d�1 logN (DeK) 6 ed�1
X

v is ramified in eK
logNv +O(e2)

6 ed�1

0
BBB@
X
v2S

+
X
p(v)6e

+
X

v 62 S and e
does not divide

Ordv(x(P )� �)

1
CCCA logNv +O(e2)

6 e

 
d�1

X
v2S

logNv + 12��

!
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6 e

 
d�1

X
v2S

logNv + 72n3m(h(f) +O(n+ logN))

!
;

which yields (95).

Proof of (ii). Below divisor means divisor on eC . We have te� = x��, where
 = � � �. Write the principal divisor (te � ) as the difference of two positive
divisors with disjoint supports:

(te � ) = (te � )0 � (te � )1:

Then (te � )0 = (x � �)0, the latter divisor being divisible by ee. (We say that a
divisorD is divisible by an integer l ifD = lD0 for some divisorD0.) On the other
hand,

(te � )0 = (t� e�)0 + (t� �e�)0 + � � � + (t� �e�1e�)0: (96)

The divisor in the left-hand side of (96) is divisible by ee. Since the divisors in the
right-hand side have pairwise disjoint supports, each of them is divisible by ee. In
particular, ee divides ee�(t) and ee�(t), as desired.

We have

h(e�) 6 e�1(h(�) + h(�) +O(1)) 6 4e�1n(h(f) +O(logN));

e�e� := [eK(e�): eK] 6 e;
and similarly one estimates h(e�) and e�e� . Also,

e� := eee�e�e�e� 6 e2ee;
e� := deKee2e�e�e�e� 6 de3ee2;

es := j eSj 6 se;

e� := ese�(log( eNes) +O(1)) 6 3se3ee(log(NS) +O(1)):

Furthermore, defining eue�, e�e�, eue� and e�e� in the obvious manner, one easily finds
that

eue� = eue� = u�; e�e� = e�e� = ��: (97)

The rest of the argument splits into two cases: e� > 3 and e� = 2. In the first
case we may suppose that

�� + nu� 6 �� + nu�; (98)
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interchanging � and � if necessary. Defining in the obvious manner e�e� and using
(87), (88) and (98), we obtain

e�e� = e�e�en2(e�e� + eneue�)(h( ef) + emh(e�) +O(en+ logN))

6 n2(�� + nu�)(h(f) +m(h(�) + 2h(�)) +O(N)) (99)

6 n2m(3nh(f) + (�� + nu�)h(�)

+2(�� + nu�)h(�) +O(nN)) (100)

6 12n3m(h(f) +O(N)): (101)

In the similar way one defines and estimates e�e� . By Theorem 5.1

hx(P ) 6 e(ht( eP ) + h(�) +O(1))

6 bp( eS)e�
0
@DeK Y

v2eS
NeKv

1
A

2:1e�
exp(130e�+ 37eedeKe�e�e�e�(e�e� + e�e�))

6 (bp(S)deeD2:1
�Y

Nv
�3:1

exp(400
2))
e3ee (102)

6 (bp(S)dnD2:1
�Y

Nv
�3:1

exp(400
2))
n4

(103)

with 
2 = s log(NS) +O(s) + 1:5dn3m(h(f) +O(N)). This is better than (3).
Now suppose that e = e� = 2. Then we cannot assume (98) any more. Instead,

we shall use the estimates

�� + nu� 6 3mn; h(�); h(�) 6 4h(f) +O(logN);

which can be deduced from (87), (88) and (49).
We still have (99), but instead of (100) we obtain

e�e� 6 40n3m(mh(f) +O(n+m logN)):

Therefore instead of (102) we have

hx(P ) 6

�bp(S)deeD2:1
�Y

Nv
�3:1

exp(399
3)

�e3ee

6

�bp(S)dnD2:1
�Y

Nv
�3:1

exp(399
3)

�8n

(104)

with 
3 = s log(NS) + O(s) + 4dn3m(mh(f) + O(n +m logN)). Again we
obtain an estimate better than (3).
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6.3. CASE (a3)

We have

DK(�) 6 D2 exp(2d(h(�) +O(1)) 6 D2 exp(8d(h(f) +O(1)):

Applying (104) with the field K(�) instead of K, we obtain

hx(P ) 6

�bp(S)dnD2:1
�Y

Nv
�3:1

exp(400
3)

�16n

;

again better than (3).

Theorem 1.2 is proved.
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