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Earlier this year Professor W. L. Edge drew my attention to the paper (1).
Since Black probably wrote his paper about 1890, the integral he considered
must have been one of the earliest n-variate integrals to be evaluated. The
present paper generalizes Black's result from a column vector as variate to a
rectangular matrix—his integral is the case p = m = k = \oi the integral J
below.

According to M. J. M. Hill, Black's integral was part of an unpublished
manuscript on the theory of evolution. His paper was of a mathematical-
statistical nature and the generalized integral J is the conditional mean value
of the quantity raised to the power p, with the function defined by the integral
of the lemma as the marginal probability density function (2, page 269).

The integral to be evaluated is

J =

(p n'\

where Xand Y are real matrices of orders mxk and nxk respectively; [ u ^1 I

r> V j are real symmetric matrices with R1 and R positive definite and

Pu Qu Rt of orders mxm, nxm, nxn respectively as also are P, Q, R; a(M)
is the trace of the matrix M and etr (M) = eff(M); dY = Ildy^, 1 g i g n,
1 ^j^k; <3/ is the set of all real nxk matrices and p is a non-negative integer.

First we consider the special case p = 0 as a

Lemma

definite, then

( A H'\ (p O'\

' be partitioned like I ' „ I and let B be positive
n, B J \Q, K J

| etr \-{X', Y')(A' H iP ll dY ^-r-TT. etr {-X'{A-H'B-'H)X}.J^ 1 '\H,B )\YJ\ \ B \ i k X

Proof. Let Y = U—B~1HX and the integral becomes

etT{-X'(A-H'B-1H)X} j etr ( - U'BU)dU.
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One of the ways of reducing a quadratic form to a sum of squares (3, page
136) is equivalent to the statement that if B is positive definite then there is a
triangular matrix T such that B = T'T. Put W = TU and the Jacobian of

this change of variable is (4, page 87) ̂ ^ = | T \k = | B \ik, so
3(U)

i<y
etr (-U'BU)dl! = —!—[ etr ( - W'W)dW.

I B I J
This completes the proof since the integral on the right is the product of

nk integrals each of the type e~w2dw.
J — oo

To evaluate the integral J, we notice that its value is the pth derivative
w.r.t. X, evaluated at A = 0, of

where X is in a sufficiently small neighbourhood of zero, in order that the matrix
R — XRi be positive definite.

To justify differentiating under the integral sign one remarks that the
integrand of the differentiated integral is a polynomial times an exponential
term and that the exponential term is dominant. As in the proof of the lemma
above, the part of the exponential depending on the new variable of integration
U, is etr {— U'(R-XR^U). Since both R and Rt are positive definite they can
be reduced simultaneously to diagonal form (6, page 106). This done,

etr {-[/'(R-XRJU}

is the product of nk terms each of the type exp{ — (r — Xr{)u
2} with r>0, rt>0,

and for X :g \rjrl this is bounded above by exp { — iru2}. Thus if X is less than
the smallest root of ^RR^1, the differentiated integral is uniformly convergent
and so the differentiation is valid.

Using the lemma, we have

and it remains to find the pth derivative of this expression.
To do this let />,-, 1 g i g n, be the roots of 7?"1/?! then (6, page 160) for

X | <min I —

where Lr = (R~lRl)
rR~l. For r ^ 0 let

r = 0

\ / V

Lr, - L r _ ,
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with L_! = O = Z-_2 and we have

(G'-aQiXK-W^G-aQi)
= Q'R-1Q + l(Q'R-1R1R-1Q-Q'lR-1Q-Q'R-1Ql)+ f) \'Mr.

2r = 2

Now let S = K~1G--Rr16i a n d K = RiW^iY and it follows that

= (p-e'^-1G)-A(p1-eiJ?r1ei+s'iv15)- f; rs'Nrs.
r = 2

Since | i?-A/?, r*fc = | U r**rf(A), where d(A) = f[ (1 — Ap,)~**, we have
i = 1

for the same choice of A, being inside the circle of convergence of the logarithmic
series,

Iogd(A)=-ifc t log(l-Ap,.) = ±fc £ t— = ikl—,
i = 1 r = l i = i r r = i r

where i r is the power sum p\ + pr
2 +... + p'n.

Thus finally,
-ink

l

where fll = <r{A"(-P1-GiKr16i + S'JV1S).X-}+i/cs1 and for r ^ 2,

ar = ff{A:'S'NPSX}+— ksr.

f CO )

Now the /?th derivative at A = 0 of exp < J] a,Ar ? is the same as the
(.r = 1 J

derivative at A = 0 of exp (a,A + a2A +...+apAp) and so is/?! times the coeffi-
cient of Ap in the product

11 ̂ r){J
that is, the required derivative is

the sum being taken over all sets of non-negative integers a 1 ; <x2, ..., ap such
that <*! + 2a2 + . . . +pap = p-

Although the formula for the pth derivative Ap is quite explicit, the Ap

could be calculated in terms of the au a2, •••, ap by using an operator A which
acts on the au a2, a2, • ••, ap. The required properties of A are that

Aor = ( r + l K + i . ^ 1

and Ap = (al + A)Ap-l for p ^ 2 with At = av\ this operator is similar to
one considered by the author in (5, page 11).
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To see this let/(/l) = £ ark
r and g(X) = e?w. Then differentiating w.r.t. X,

r = 1

we have g'(X) = g(X)f'(X) = g(A) (/'(A) + — ) (1). It is now easy to prove by

V dXJ
induction that g(p\X) = g(X)l / /(!)+ — I (1). Now put A = 0 and since

V ' dXl
= Ap and/'(0) = ax this last equation may be written as

Since/(r)(0) = r\ar and/(r+1)(O) = (r+l)!a r + 1 , it follows that

as is required.
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