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Abstract. For a class of second order nonlinear differential equations, sufficient conditions are presented to ensure that some, respectively all solutions are asymptotic to lines.
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1. Introduction. The asymptotic properties of the solutions to the second order nonlinear differential equation

\[ u'' = f(t, u), \quad t \geq 1, \]  

where \( f \in C([1, \infty) \times \mathbb{R}, \mathbb{R}) \) have been widely investigated by Cohen [1], Constantin [2], Dannan [5], Fan Wei Meng [6], S. Rogovchenko and Y. Rogovchenko [12], Tong [13], and Trench [14]. Using integral inequalities, these papers were concerned with sufficient conditions which ensure that all solutions of (1) will approach those of \( u'' = 0 \). More precisely, sufficient conditions were given such that the solutions of (1) satisfy

\[ u(t) = at + o(t) \quad \text{as} \quad t \to \infty, \]

i.e.

\[ \frac{u(t)}{t} \to a \quad \text{as} \quad t \to \infty, \quad \text{for some} \quad a \in \mathbb{R}. \]

In this paper we also investigate conditions ensuring that solutions of (1) behave asymptotically like linear functions. In Theorem 1 we give sufficient conditions guaranteeing that for all \( a, b \in \mathbb{R} \), there is a solution to (1) with

\[ u(t) = at + b + o(1) \quad \text{as} \quad t \to \infty. \]

Theorem 2 provides a setup in which all solutions to (1) have this property. In our approach a key role is played by the fixed point technique and we will also rely on some results from the papers cited above. Examples are provided to illustrate the applicability of our results, e.g. to sublinear Emden-Fowler equations.

2. Main results.

THEOREM 1. Consider equation (1) with \( f \in C([1, \infty) \times \mathbb{R}, \mathbb{R}) \) satisfying

\[ |f(t, u)| \leq h_1(t) \cdot g\left(\frac{|u|}{t}\right) + h_2(t), \quad t \geq 1, u \in \mathbb{R}, \]

where \( h_1, h_2, g \) are continuous functions. Then for all \( a, b \in \mathbb{R} \), there is a solution to (1) with

\[ u(t) = at + b + o(1) \quad \text{as} \quad t \to \infty. \]
where \( g \in C(\mathbb{R}_+, \mathbb{R}_+) \), \( h_1, h_2 \in C([1, \infty), \mathbb{R}_+) \) and

\[
\int_1^\infty sh_i(s) \, ds < \infty, \quad i = 1, 2.
\]  

(3)

Then, for every \( a, b \in \mathbb{R} \) equation (1) has a solution \( u(t) \) defined on an interval \([T, \infty)\) \((T = T(a, b))\), such that \( u(t) \) is asymptotic to the line \( at + b \) for \( t \to \infty \), i.e.

\[
u(t) \to (at + b) \quad \text{for} \quad t \to \infty.\]

Proof. Let us first observe that

\[
\int_1^\infty sh_i(s) \, ds < \infty \quad \text{forces} \quad \int_1^\infty \int_i^\infty h_i(s) \, ds \, dt < \infty \quad \text{for} \quad i = 1, 2.
\]

(4)

Take \( a \in \mathbb{R} \) and denote

\[
y(t) = u(t) - at, \quad t \geq 1.
\]

Then (1) becomes

\[
y''(t) = f(t, y(t) + at).
\]

(5)

We notice that if for every \( b \in \mathbb{R} \), equation (5) has a solution \( y(t) \) such that

\[
y(t) \to b \quad \text{as} \quad t \to \infty,
\]

our theorem is proved.

Let

\[
M = \sup_{0 \leq r \leq |a| + |b| + 1} |g(r)|
\]

and choose \( T \geq 1 \) sufficiently large such that

\[
\int_T^\infty \left[ \int_s^\infty h_1(r) \, dr \right] ds < \frac{1}{2M} \quad \text{and} \quad \int_T^\infty \left[ \int_s^\infty h_2(r) \, dr \right] ds < \frac{1}{2}.
\]

Consider now the Banach space

\[
X = \{ x \in C([T, \infty), \mathbb{R}) : x(t) \text{ is bounded} \}
\]

with the supremum norm.

Let \( K \subset X \) be the closed, convex and bounded set

\[
K = \{ x \in X : |x(t) - b| \leq 1 \quad \text{for} \quad t \geq T \},
\]

and define the map \( F : K \to X \),

\[
(Fx)(t) = b + \int_t^\infty \left( \int_s^\infty f(r, x(r) + ar) \, dr \right) ds, \quad t \geq T.
\]
As a consequence of hypothesis (2) and the relations (4) we infer the continuity of $F : K \to X$ from the Lebesgue dominated convergence theorem.

Let us show that $F$ is compact and $F(K) \subset K$. Taking $x \in K$, we have that

$$|(Fx)(t) - b| \leq \int_t^\infty \left( \int_s^\infty |f(r, x(r) + ar)| \ dr \right) \ ds$$

$$\leq \int_t^\infty \int_s^\infty \left[ h_1(r)g\left(\frac{|x(r)|}{r} + a\right) + h_2(r)\right] \ dr \ ds$$

$$\leq M \cdot \int_t^\infty \left( \int_s^\infty h_1(r) \ dr \right) \ ds + \int_t^\infty \left( \int_s^\infty h_2(r) \ dr \right) \ ds$$

$$\leq \frac{1}{2} + \frac{1}{2} = 1, \quad t \geq T,$$

and the last relation shows that $F(K) \subset K$.

In order to show that $F$ is compact, let $\{x_n\}_{n \geq 1}$ be a sequence in $K$ and denote

$$f_n(s) = \int_s^\infty f(r, x_n(r) + ar) \ dr, \quad n \geq 1, s \geq T.$$ 

Then the sequence $\{f_n\}_{n \geq 1}$ is bounded in $L^1([T, \infty), \mathbb{R})$ and

$$\lim_{p \to \infty} \int_p^\infty |f_n(s)| \ ds = 0 \quad (6)$$

uniformly in $n \geq 1$.

Indeed,

$$\int_p^\infty |f_n(s)| \ ds \leq \int_p^\infty \left( \int_s^\infty |f(r, x_n(r) + ar)| \ dr \right) \ ds$$

$$\leq \int_p^\infty \int_s^\infty \left[ h_1(r) \cdot g\left(\frac{|x_n(r)|}{r} + a\right) + h_2(r)\right] \ dr \ ds$$

$$\leq M \cdot \int_p^\infty \left( \int_s^\infty h_1(r) \ dr \right) \ ds + \int_p^\infty \left( \int_s^\infty h_2(r) \ dr \right) \ ds,$$

so that the boundedness of $\{f_n\}_{n \geq 1}$ and relation (6) are ensured by (4).

We want to show that

$$\|\tau_\delta(f_n) - f_n\|_{L^1([T, \infty), \mathbb{R})} \xrightarrow{\delta \to 0} 0 \quad (7)$$

uniformly in $n \geq 1$, where $\tau_\delta$ is the translation by $\delta$ to the left:

$$(\tau_\delta f)(t) = f(t + \delta), \quad t \geq 1, \ \delta > 0.$$
We have the following estimate
\[
\int_T^{\infty} |f_n(s + \delta) - f_n(s)| ds \leq \int_T^{\infty} \left( \int_s^{s + \delta} |f(r, x_n(r) + ar)| dr \right) ds \\
\leq \int_T^{\infty} \int_s^{s + \delta} \left[ h_1(r) \cdot g \left( \frac{x_n(r)}{r} + a \right) + h_2(r) \right] dr ds \\
\leq M \cdot \int_T^{\infty} \left( \int_s^{s + \delta} h_1(r) dr \right) ds + \int_T^{\infty} \left( \int_s^{s + \delta} h_2(r) dr \right) ds.
\]

The above expression does not depend on \( n \geq 1 \) and, as
\[
\int_s^{s + \delta} h_i(r) dr \leq \int_s^{\infty} h_i(r) dr \quad \text{for} \quad s \geq T \quad \text{and} \quad i = 1, 2,
\]
by (4) and the Lebesgue dominated convergence theorem we deduce that (7) is verified. 

Using (6)–(7) and the boundedness of \( \{f_n\}_{n \geq 1} \) in \( L^1([T, \infty), \mathbb{R}) \), we apply Riesz’s theorem (see [10]) to conclude that \( \{f_n\}_{n \geq 1} \) is relatively compact in \( L^1([T, \infty), \mathbb{R}) \).

In view of the relation
\[
(Fx_n)(t) = b + \int_t^{\infty} f_n(s) ds, \quad t \geq T, \quad n \geq 1,
\]
we can easily see that \( \{Fx_n\}_{n \geq 1} \) is relatively compact in \( K \). This proves that \( F \) is a compact map.

We can apply Schauder’s fixed point theorem [8] to deduce that \( F \) has a fixed point \( y \in K \). Therefore
\[
y(t) = b + \int_t^{\infty} \left( \int_s^{\infty} f(r, y(r) + ar) dr \right) ds, \quad t \geq T,
\]
which shows that \( y(t) \) is a solution to (5) and
\[
\lim_{t \to \infty} y(t) = b.
\]

The proof is completed. \( \square \)

The following example illustrates the dependence of the initial point \( T(a, b) \) on the constants \( a, b \) in Theorem 1.

**Example 1.** Consider the equation (1) with
\[
f(t, x) = \begin{cases} 
0, & t \geq 3, \\
2(3 - t)(x + t^2)((x + t^2)^2 + (x + t^2) + 1), & 1 \leq t < 3, \quad x \geq -t^2, \\
0, & 1 \leq t < 3, \quad x < -t^2.
\end{cases}
\]
satisfying the hypotheses of Theorem 1. Note that \( x(t) = -10, \ t \geq 1 \) is a solution to the equation, thus for \( a = 0, \ b = -10 \), we have \( T(0, -10) = 1 \).

On the other hand, taking \( a = -7, \ b = 13 \), we get that \( x^*(t) = \begin{cases} \frac{1}{t^2} - t^2, & t \in (2, 3], \\ -7t + 13, & t \in (3, \infty), \end{cases} \)
is a solution to (1) for which \( T(a, b) > 2 \). Indeed, since \( f \) is locally Lipschitz in the spatial variable throughout the region

\[ \{(t, x) : t \geq 3 \ \text{or} \ x \geq -t^2 \text{ if } t \in [1, 3]\}, \]

and all solutions are affine for \( t \geq 3 \), it is clear that \( x^* \) is the only solution asymptotic to the line \( 13 - 7t \) as \( t \to \infty \).

The statement of Theorem 1 raises another question: are lines the only possible asymptotes for the solutions? The trivial example \( u'' = 0 \) shows that this is possible, though it is not always the case (see the example below).

**Example 2.** Let us consider the nonlinear differential equation

\[ u'' = \frac{3}{t^2} u^2, \quad t \geq 1. \]

By Theorem 1 we have that for each pair \((a, b) \in \mathbb{R}^2\) we can find a solution of the above equation which is asymptotic to \( at + b \) as \( t \to \infty \). On the other hand, we observe that \( u(t) = 2t^3 \) is a solution of the equation which is not asymptotic to a line as \( t \to \infty \).

Now we will analyse under which additional conditions all solutions of (1) are asymptotic to lines. For this to hold, it is first of all necessary that all solutions of (1) are global. By standard extension theorems (see [4] or [8]), all solutions of (1) are global if there exists \( M_0 > 0 \) such that \( g(r) > 0 \) for \( r \geq M_0 \), and \( g \) is nondecreasing on \([M_0, \infty)\) with

\[ \int_{M_0}^{\infty} \frac{ds}{g(s)} = \infty. \quad (8) \]

It turns out that adding the condition (8) for a nondecreasing function \( g : [M_0, \infty) \to (0, \infty) \) to the hypotheses of Theorem 1, not only all solutions of (1) are globally defined, but they are all asymptotic to lines. To see this we will rely partly on previous investigations towards the asymptotic behaviour of the solutions for second order nonlinear differential equations.

**Theorem A.** [12]. Suppose that \( f \in C([1, \infty) \times \mathbb{R}, \mathbb{R}) \) and there exist continuous functions \( h_1, h_2 : [1, \infty) \to \mathbb{R}^+ \), \( g : \mathbb{R}^+ \to \mathbb{R}^+ \), such that

\[ |f(t, u)| \leq h_1(t) \cdot g\left( \frac{|u|}{t} \right) + h_2(t), \quad t \geq 1, \ u \in \mathbb{R}, \]
where for $s > 0$ the function $g(s)$ is nondecreasing,

$$\int_1^\infty h_i(s) \, ds < +\infty, \quad i = 1, 2,$$

and if we denote

$$G(x) = \int_1^x \frac{ds}{g(s)},$$

then $G(+\infty) = +\infty$.

Then, any solution of equation (1) is of the form

$$u(t) = at + o(t) \quad \text{for} \quad t \to \infty,$$

where $a \in \mathbb{R}$.

Theorem A generalizes results obtained in [1], [2], [5], [6], [13], [14], and, though it does not ensure that all solutions are asymptotic to lines (see Example 3), it represents a starting point for our approach.

**EXAMPLE 3.** The equation

$$u'' = -\frac{1}{t^2}, \quad t \geq 1,$$

satisfies the hypotheses of Theorem A and has the general solution $u(t) = \ln t + at + b$, $t \geq 1, (a, b \in \mathbb{R})$. All solutions are of the form $at + o(t)$ for $t \to \infty$, but none is asymptotic to a line.

Let us now prove the following result.

**THEOREM 2.** Consider equation (1), where the function $f \in C([1, \infty) \times \mathbb{R}, \mathbb{R})$ satisfies the hypotheses of Theorem 1, with the additional assumption: $g : \mathbb{R}_+ \to (0, \infty)$ is nondecreasing with $\int_1^\infty \frac{ds}{g(s)} = \infty$.

Then, every solution $u(t)$ of (1) is asymptotic to a line for $t \to \infty$, i.e. $u(t) = at + b + o(1)$ for $t \to \infty$.

**Proof.** Let $x(t), t \geq 1$ be a fixed solution to (1). Then

$$x(t) = x(1) + x'(1)(t - 1) + \int_1^t \left[ \int_1^s f(r, x(r)) \, dr \right] ds, \quad t \geq 1.$$

From Theorem A we know that for some $a \in \mathbb{R},$

$$\frac{x(t)}{t} \to a \quad \text{for} \quad t \to \infty.$$
We have

\[ \int_1^{\infty} f(r, x(r)) \, dr < \infty, \]

since

\[ |f(r, x(r))| \leq h_1(r) \cdot g \left( \frac{|x(r)|}{r} \right) + h_2(r), \quad r \geq 1, \]

and \( \frac{x(t)}{r} \) is bounded on \([1, \infty)\).

We analyse the expression

\[ \int_{1}^{t} \left[ \int_{1}^{s} f(r, x(r)) \, dr \right] ds = \int_{1}^{t} \left( \int_{1}^{\infty} f(r, x(r)) \, dr - \int_{s}^{\infty} f(r, x(r)) \, dr \right) ds \]

\[ = \int_{1}^{t} \int_{1}^{\infty} f(r, x(r)) \, dr \, ds - \int_{1}^{t} \int_{s}^{\infty} f(r, x(r)) \, dr \, ds \]

\[ = (t - 1) \cdot \int_{1}^{\infty} f(r, x(r)) \, dr - \int_{1}^{t} \int_{s}^{\infty} f(r, x(r)) \, dr \, ds. \]

Letting \( \chi_{[1,t]}(s) \) be the characteristic function of the interval \([1, t]\), we have that for all \( t \geq 1 \),

\[ \chi_{[1,t]}(s) \cdot \left| \int_{s}^{\infty} f(r, x(r)) \, dr \right| \leq \int_{s}^{\infty} |f(r, x(r))| \, dr \]

\[ \leq \int_{s}^{\infty} h_1(r) \cdot g \left( \frac{|x(r)|}{r} \right) \, dr + \int_{s}^{\infty} h_2(r) \, dr \]

\[ \leq \sup_{r \geq 1} \left( \frac{|x(r)|}{r} \right) \cdot \int_{s}^{\infty} h_1(r) \, dr + \int_{s}^{\infty} h_2(r) \, dr. \]

By the Lebesgue dominated convergence theorem we obtain that the following limit exists and is finite

\[ \lim_{t \to \infty} \int_{1}^{t} \left( \int_{s}^{\infty} f(r, x(r)) \, dr \right) ds = \int_{1}^{\infty} f(r, x(r)) \, dr. \]

Hence, with

\[ K_0 = x(1) - x'(1) - \int_{1}^{\infty} f(r, x(r)) \, dr, \]
we get
\[
x(t) = \left[ x'(1) + \int_1^{\infty} f(r, x(r)) \, dr \right] \cdot t
= x(1) - x'(1) - \int_1^{\infty} f(r, x(r)) \, dr - \int_1^{t} \left( \int_1^{\infty} f(r, x(r)) \, dr \right) \, ds
= K_0 - \int_1^{t} \left( \int_1^{\infty} f(r, x(r)) \, dr \right) \, ds \xrightarrow{t \to \infty} K_0 - l,
\]
and therefore \( x(t) = at + b + o(1) \) as \( t \to \infty \). \qedhere

With respect to the sharpness of Theorem 2, the following examples are relevant.

**Example 4.** Consider the equation
\[
u'' + t^\sigma \text{sgn}(u) \ln(1 + |u|) = 0, \quad t \geq 1,
\] (9)
where \( \sigma \in \mathbb{R} \). For every \( \epsilon \in (0, 1) \), we have
\[
\ln(1 + |x|) \leq \frac{1}{\epsilon}(1 + |x|)^\epsilon, \quad x \in \mathbb{R},
\]
so that
\[
t^\sigma \ln(1 + |u|) \leq \frac{1}{\epsilon} t^{\sigma + \epsilon} \left( 1 + \frac{|u|}{t} \right)^\epsilon, \quad t \geq 1, u \in \mathbb{R}.
\]

Since the function \( g(r) = (1 + r)^\epsilon, r \geq 0 \) is nondecreasing with
\[
\int_1^{\infty} \frac{ds}{g(s)} = \infty,
\]
we can apply Theorem 2, if \( \sigma + \epsilon < -2 \). Due to the arbitrariness of \( \epsilon \in (0, 1) \), we conclude that if \( \sigma < -2 \), then for any \( b \in \mathbb{R} \) there exists a solution to (9) with
\[
u(t) = b + o(1) \quad \text{as} \quad t \to \infty.
\] (10)
Interestingly, the necessary and sufficient condition for (9) to fulfill (10) is \( \sigma < -2 \), cf. [9], despite the fact that all solutions of (9) are bounded if \( \sigma = 0 \) (see [3], [11]).

**Example 5.** Let us consider the sublinear Emden-Fowler equation
\[
u'' = t^\sigma \cdot |u|^{\lambda-1} u, \quad t \geq 1,
\] (11)
with \( \lambda \in (0, 1) \) and \( \sigma < 0 \). If
\[
\sigma + \lambda + 2 < 0,
\] (12)
then, as a consequence of Theorem 1 (with $g(r) = r^\lambda$, $r \geq 0$, and $h(s) = s^{\lambda+\sigma}$, $s \geq 1$) we have that for every real pair $(a, b)$, there is a solution of (11) of the form

$$u(t) = at + b + o(1) \quad \text{as} \quad t \to \infty.$$ 

Moreover, Theorem 2 guarantees that every solution of (11) is of the above form for some $a, b \in \mathbb{R}$, provided (12) holds.

It is of interest to note that under the same assumption (12), the recent results in [7] are less accurate: they show only that every positive solution of (11) has one of the asymptotic forms

$$u(t) = at + o(t) \quad \text{as} \quad t \to \infty$$

or

$$u(t) = b + o(1) \quad \text{as} \quad t \to \infty,$$

where $a, b$ are some positive constants.
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