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Quasi-free states

Suppose that we have a state ψ on the polynomial algebra generated by the
fields φ(y) satisfying the CCR or CAR relations. For simplicity, assume that ψ

is even, that is, vanishes on odd polynomials. Clearly, this state determines a
bilinear form on Y given by the “2-point function”

Y × Y � (y1 , y2) �→ ψ
(
φ(y1)φ(y2)

)
. (17.1)

We say that a state ψ is quasi-free if all expectation values

ψ
(
φ(y1) · · ·φ(ym )

)
, y1 , . . . , ym ∈ Y, (17.2)

can be expressed in terms of (17.1) by the sum over all pairings.
This chapter is devoted to a study of (even) quasi-free states, both bosonic and

fermionic. This is an important class of states, often used in physical applications.
Fock vacuum states belong to this class. It also includes Gibbs states of quadratic
Hamiltonians.

Representations obtained by the GNS construction from quasi-free states will
be called quasi-free representations. They are usually reducible. Many interesting
concepts from the theory of von Neumann algebras can be nicely illustrated in
terms of quasi-free representations.

Quasi-free states can be easily realized on Fock spaces, using the so-called
Araki–Woods, resp. Araki–Wyss representations in the bosonic, resp. fermionic
case. Under some additional assumptions, in particular in the case of a finite
number of degrees of freedom, these representations can be obtained as follows.
First we consider a Fock space equipped with a quadratic Hamiltonian. Then we
perform the GNS construction with respect to the corresponding Gibbs state.
Finally, we apply an appropriate Bogoliubov rotation.

The last section of this chapter is devoted to a lattice of von Neumann alge-
bras generated by fields based on real subspaces of the one-particle space. The
most interesting result of this section gives a description of the commutant of
such an algebra. The proof of this result uses Araki–Woods, resp. Araki–Wyss
representations together with the modular theory of von Neumann algebras.

We will extensively use the terminology of the theory of operator algebras, in
particular the modular theory of W ∗-algebras; see Chap. 6.
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424 Quasi-free states

17.1 Bosonic quasi-free states

In this section we discuss bosonic quasi-free states. They can be introduced in
two different ways: by demanding that n-point functions can be expressed by the
2-point function, or by demanding that their value on Weyl operators is given
by a Gaussian function. We choose the latter approach as the basic definition,
since it does not involve unbounded operators.

In the literature, in the bosonic case, the name “quasi-free states” is often
used to designate a wider class of states, which do not need to be even. For such
states the “1-point function”

Y � y �→ ψ
(
φ(y)
)
, y ∈ Y, (17.3)

may be non-zero and fixes a linear functional on Y. Quasi-free states are then
determined by both (17.1) and (17.3). Gaussian coherent states considered in
Subsects. 9.1.4 and 11.5.1 are examples of non-even quasi-free states. It is easy
to see that an appropriate translation of the fields (see Subsect. 8.1.9) reduces
a non-even quasi-free state to an even quasi-free state. Therefore, we will not
consider non-even quasi-free states.

17.1.1 Definitions of bosonic quasi-free states

Let (Y, ω) be a pre-symplectic space, that is, a real vector space Y equipped with
an anti-symmetric form ω. Recall that CCRWeyl(Y) denotes the Weyl CCR alge-
bra, that is, the C∗-algebra generated by operators W (y) satisfying the (Weyl)
CCR commutation relations; see Subsect. 8.3.5.

Definition 17.1 (1) A state ψ on CCRWeyl(Y) is a quasi-free state if there
exists η ∈ Ls(Y,Y# ) (a symmetric form on Y) such that

ψ
(
W (y)

)
= e−

1
2 y ·ηy , y ∈ Y. (17.4)

(2) If Y � y �→Wπ (y) ∈ U(H) is a CCR representation, a normalized vector
Ψ ∈ H is called a quasi-free vector if

ψ
(
W (y)

)
:=
(
Ψ|Wπ (y)Ψ

)
, y ∈ Y,

defines a quasi-free state on CCRWeyl(Y).
(3) A representation Y � y �→Wπ (y) ∈ U(H) is quasi-free if there exists a cyclic

quasi-free vector in H.
(4) The form η is called the covariance of the quasi-free state ψ, and of the

quasi-free vector Ψ.

For a quasi-free state ψ on CCRWeyl(Y), let (Hψ , πψ ,Ωψ ) be the corresponding
GNS representation. Then, clearly, Ωψ ∈ Hψ is a quasi-free vector for the CCR
representation Y � y �→ πψ

(
W (y)

) ∈ U(Hψ ).
The covariance defines the representation uniquely:
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17.1 Bosonic quasi-free states 425

Proposition 17.2 Let Y � y �→Wi(y) ∈ U(Hi), i = 1, 2, be quasi-free CCR rep-
resentations with cyclic quasi-free vectors Ψi ∈ Hi, both of covariance η. Then
there exists a unique U ∈ U(H1 ,H2) intertwining W 1 with W 2 and satisfying
UΨ1 = Ψ2 .

Let us note the following important special subclasses of quasi-free represen-
tations:

(1) If the pair (2η, ω) is Kähler, the corresponding quasi-free representation is
Fock; see Thm. 17.13.

(2) Let ω = 0. Then η can be an arbitrary positive definite form (see Prop. 17.5
below). Without loss of generality we can assume that Y is complete w.r.t.
the scalar product given by η. Let V := Y# , so that V is a real Hilbert space
with the scalar product η−1 and the generic variable v. Then the Hilbert
space H can be identified with the Gaussian L2 space L2(V, e−

1
2 v ·η−1 vdv),

W (y) are the operators of multiplication by eiy ·v , and the function 1 is the
corresponding quasi-free vector.

The following proposition follows from Prop. 8.11:

Proposition 17.3 Every quasi-free representation is regular.

We recall that the space H∞,π associated with a CCR representation Wπ is
defined in Subsect. 8.2.2. (It is the intersection of domains of products of field
operators.)

Proposition 17.4 A quasi-free vector Ψ for a CCR representation Wπ belongs
to the subspace H∞,π . Moreover,(

Ψ|φπ (y1)φπ (y2)Ψ
)

= y1 ·ηy2 +
i
2
y1 ·ωy2 , y1 , y2 ∈ Y. (17.5)

Proof We remove the superscript π to simplify notation. For any y ∈ Y,(
Ψ|eitφ(y )Ψ

)
= e−

t 2
2 y ·ηy . (17.6)

Hence, Ψ is an analytic vector for φ(y). It follows that, for any n, Ψ ∈ Dom φ(y)n ,
hence Ψ ∈ H∞.

To prove the second statement, we differentiate (17.6) w.r.t. t to get(
Ψ|φ(y)2Ψ

)
= y·ηy,

which, using linearity and the CCR, implies (17.5). �

Proposition 17.5 Let η ∈ Ls(Y,Y# ). Then the following are equivalent:

(1) Y � y �→ e−
1
2 y ·ηy is a characteristic function in the sense of Def. 8.10, and

hence there exists a quasi-free state satisfying (17.4).
(2) ηC + i

2 ωC ≥ 0 on CY, where ηC, ωC ∈ L
(
CY, (CY)∗

)
are the canonical

sesquilinear extensions of η, ω.
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426 Quasi-free states

(3) |y1 ·ωy2 | ≤ 2(y1 ·ηy1)
1
2 (y2 ·ηy2)

1
2 , y1 , y2 ∈ Y.

For the proof we will need the following fact:

Proposition 17.6 Let A = [ajk ], B = [bjk ] ∈ B(Cn ), with A, B ≥ 0. Then
[ajk bjk ] =: C ≥ 0.

Proof Writing A and B as sums of positive rank one matrices, it suffices to
prove the lemma if A and B are positive of rank one. In this case C is also
positive of rank one. �

Corollary 17.7 Let B = [bjk ] ∈ B(Cn ) with B ≥ 0. Then [ebj k ] ≥ 0.

Proof of Prop. 17.5. We work in the GNS representation and denote by Ψ the
corresponding quasi-free vector.

(1) ⇒ (2). Using linearity, we deduce from (17.5) that(
Ψ|φ(w)∗φ(w)Ψ

)
= w·ηCw +

i
2
w·ωCw, w ∈ CY. (17.7)

It follows that the Hermitian form ηC + i
2 ωC is positive semi-definite on CY,

which proves (2).
Conversely, let y1 , . . . , yn ∈ Y. Set

bjk = yj ·ηyk +
i
2
yj ·ωyk , j, k = 1, . . . , n.

Then, for λ1 , . . . , λn ∈ C,∑
1≤j,k≤n

λj bjkλk = w·ηCw + i
2 w·ωCw, w =

n∑
j=1

λjyj ∈ CY.

By (2), the matrix [bjk ] is positive. By Corollary 17.7, the matrix [ebj k ] is positive,
and hence the matrix [e−

1
2 yj ·ηyj bjke−

1
2 yk ·ηyk ] is positive. Thus

n∑
j,k=1

e−
1
2 (yk −yj )·η (yk −yj )e

i
2 yj ·ωyk λjλk

=
n∑

j,k=1

e−
1
2 yj ·ηyj ebj k e−

1
2 yj ·ηyj λjλk ≥ 0.

Hence, by Def. 8.10, Y � y �→ e−
1
2 y ·ηy is a characteristic function.

(2) ⇔ (3). We note that taking complex conjugates (2) implies that

± i
2
ωC ≤ ηC, on CY,

or equivalently

|w1 ·ωCw2 | ≤ 2(w1 ·ηCw1)
1
2 (w2 ·ηCw2)

1
2 , w1 , w2 ∈ CY.

For wi = yi ∈ Y, this implies (3).
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17.1 Bosonic quasi-free states 427

Conversely, if (3) holds, then

2y1 ·ωy2 ≤ y1 ·ηy1 + y2 ·ηy2 ,

which, setting w = y1 + iy2 , implies that w·ηCw + i
2 w·ωCw ≥ 0. �

Let ψ be a quasi-free state on CCRWeyl(Y), η its covariance and Ycpl be the
completion of Y w.r.t. η. Clearly, we can uniquely extend the pre-symplectic form
ω to Ycpl so that it still satisfies the condition of Prop. 17.5 (3). We can also
extend the state ψ uniquely to a quasi-free state on CCRWeyl(Ycpl). Similarly, if
Wπ is a quasi-free CCR representation over Y satisfying (17.4), we can extend
it uniquely to a quasi-free CCR representation over Ycpl. Therefore, it will not
restrict the generality to consider only quasi-free states and representations over
Y complete w.r.t. η. Note, however, that ω may be degenerate on Ycpl, even if
it is non-degenerate on Y.

Proposition 17.8 Let Y � y �→ Wπ (y) ∈ U(H) be a CCR representation. Let
Ψ ∈ H be a unit vector. Then the following are equivalent:

(1) Ψ is a cyclic quasi-free vector.
(2) Wπ is regular, Ψ ∈ H∞,π and, for y1 , y2 , . . . ∈ Y,(

Ψ|φπ (y1) · · ·φπ (y2m−1)Ψ
)

= 0,(
Ψ|φπ (y1) · · ·φπ (y2m )Ψ

)
=

∑
σ∈Pair2 m

m

Π
j=1

(
Ψ|φπ (yσ (2j−1))φπ (yσ (2j ))Ψ

)
.

Proof (2) ⇒ (1). Let y ∈ Y. Since the number of elements of Pair2m equals
1

2m
2m !
m ! , we have

(
Ψ|φ(y)2m+1Ψ

)
= 0,

(
Ψ|φ(y)2m Ψ

)
=

1
2m

2m!
m!

(y·ηy)m ,

for

y·ηy =
(
Ψ|φ2(y)Ψ

)
. (17.8)

Using the CCR, we see that the symmetric form η satisfies condition (2) of Prop.
17.5. Moreover, Ψ is an entire vector for φ(y), and

(
Ψ|eiφ(y )Ψ

)
=

∞∑
m=0

(−1)m

2m

1
m!

(y·ηy)m = e−
1
2 y ·ηy .

Hence, Ψ is a quasi-free vector.
(1) ⇒ (2). Let Ψ be a quasi-free vector. For y1 , . . . , yn ∈ Y, t1 , . . . , tn ∈ R, we

have, using the CCR,

n

Π
j=1

eitj φ(yj ) = exp
(
− i

2

∑
1≤j<k≤n

tj tk yj ·ωyk

)
exp
(
i

n∑
j=1

tjφ(yj )
)
.
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428 Quasi-free states

Hence,(
Ψ
∣∣∣ n

Π
j=1

eitj φ(yj )Ψ
)

= exp
(
− i

2

∑
1≤j<k≤n

tj tk yj ·ωyk

)
exp
(
−1

2

∑
1≤j,k≤n

tj tkyj ·ηyk

)
= exp

(
−

∑
1≤j<k≤n

tj tk (yj ·ηyk +
i
2
yj ·ωyk )

)
exp
(
−1

2

n∑
j=1

t2j yj ·ηyj

)
. (17.9)

From (17.7), we have(
Ψ|φ(yj )φ(yk )Ψ

)
= yj ·ηyk +

i
2
yj ·ωyk =: rjk .

Expanding the r.h.s. of (17.9), it follows that in
(
Ψ| n

Π
j=1

φ(yj )Ψ
)

is the coefficient

of t1 · · · tn in the product of the two formal power series

∑
p∈N

1
p!

(−1)p

2p

(∑
j<k

tj tk rjk

)p

×
∑
p∈N

1
p!

(−1)p

2p

( n∑
j=1

t2j yj ·ηyj

)p

,

or equivalently in the formal power series∑
p∈N

1
p!

(−1)p

2p

(∑
j<k

tj tk rjk

)p

.

If n is odd, this coefficient vanishes. If n = 2m, the only contributing term is

1
m!

(−1)m

2m

(∑
j<k

tj tk rjk

)m

,

which yields the coefficient

(−1)m
∑

σ∈Pair2 m

m

Π
j=1

rσ (2j−1)σ (2j ) ,

as claimed. �

One could alternatively use the polynomial CCR algebra to describe bosonic
quasi-free states. If we want to do this, there is a minor conceptual problem: these
algebras are not C∗-algebras, hence strictly speaking the standard definition of
a state is no longer valid. Fortunately, it is easy to extend the notion of a state
to an arbitrary ∗-algebra by introducing the definition given below.

Definition 17.9 Let A be a unital ∗-algebra. A linear map ψ : A→ C is called
a state if for any A ∈ A we have ψ(A∗A) ≥ 0 and ψ(1l) = 1.

Note that, given a state on an arbitrary ∗-algebra, the GNS construction can
be repeated verbatim from the C∗-algebraic theory.

The following definition is parallel to Def. 17.1 (1):
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17.1 Bosonic quasi-free states 429

Definition 17.10 A state ψ on CCRpol(Y) is quasi-free if

ψ
(
φ(y1) · · ·φ(y2m−1)

)
= 0,

ψ
(
φ(y1) · · ·φ(y2m )

)
=

∑
σ∈Pair2 m

m∏
j=1

ψ
(
φ(yσ (2j−1))φ(yσ (2j )

)
.

Clearly, there is an obvious one-to-one correspondence between quasi-free
states on CCRpol(Y) and quasi-free states on CCRWeyl(Y).

17.1.2 Gauge-invariant bosonic quasi-free states

Let (Y, ω) be a symplectic space equipped with a pseudo-Kähler anti-involution
j. The algebra CCRWeyl(Y) is then equipped with the one-parameter group of
charge automorphisms, denoted U(1) � θ �→ ûθ , defined by

ûθ

(
W (y)

)
= W (ejθ y).

Definition 17.11 A state ψ on CCRWeyl(Y) is called gauge-invariant if it is
invariant w.r.t. ûθ , that is,

ψ
(
W (y)

)
= ψ
(
W (ejθ y)

)
, y ∈ Y, θ ∈ U(1). (17.10)

In what follows we consider a gauge-invariant quasi-free state ψ with covari-
ance η. Clearly, its gauge-invariance is equivalent to (η, j) being Kähler. (See
Prop. 1.95 for a similar statement).

Let us stress that the fact that the two pairs (ω, j) and (η, j) are pseudo-Kähler
does not imply that the triple (ω, η, j) is pseudo-Kähler.

Let us introduce the holomorphic space Z associated with the anti-involution
j. Recall that CY = Z ⊕ Z. The sesquilinear forms ωC and ηC can be reduced
w.r.t. the direct sum Z ⊕ Z. Thus we can write

ωC =
[

ωZ 0
0 ωZ

]
, ηC =

[
ηZ 0
0 ηZ

]
, (17.11)

where ηZ is Hermitian and ωZ anti-Hermitian. Note that the condition ηC +
i
2 ωC ≥ 0, which by Prop. 17.5 is necessary and sufficient for η to be the covariance
of a quasi-free state, is equivalent to

ηZ ± i
2
ωZ ≥ 0. (17.12)

If the pair (ω, j) is Kähler or, equivalently, iωZ ≥ 0, then (17.12) is equivalent to
ηZ ≥ i

2 ωZ .
Until the end of the subsection we assume that (Y, ω) is a pre-symplectic space

and ψ is a quasi-free state on CCRWeyl(Y) with covariance η. As explained in
Subsect. 17.1.1, without loss of generality we can suppose that Y is complete for
the metric given by η. We will see that under very general conditions there exists
a Kähler anti-involution on Y that makes ψ gauge-invariant.
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430 Quasi-free states

Theorem 17.12 (1) Assume that dim Kerω is even or infinite. Then there
exists an anti-involution j such that ψ is gauge-invariant for the charge sym-
metry given by j.

(2) If ω is symplectic, then the anti-involution j described in (1) is unique if we
demand in addition that it is Kähler on the symplectic space (Y, ω).

Proof By Prop. 17.5, we see that ω is a bilinear form on the real Hilbert space
(Y, η) with norm less than 2. Hence, there exists b ∈ Ba(Y) (a bounded anti-
symmetric operator on Y) with ‖b‖ ≤ 1 such that

y1 ·ωy2 = 2y1 ·ηby2 . (17.13)

Set Ysg := Ker b and Yreg := Y⊥
sg . Since b = −b# , b preserves Yreg and we can set

breg := b
∣∣
Yr e g

. From (17.13) we see that Yreg and Ysg are orthogonal for ω, and
that (Yreg , ω) is symplectic. Consider the polar decomposition breg =: −jreg |breg |
of breg . Then both (η

∣∣
Yr e g

, jreg ) and (ω
∣∣
Yr e g

, jreg ) are Kähler. Since dimYsg is
even or infinite, there exists an orthogonal anti-involution jsg on Ysg . We now
set j := jreg ⊕ jsg , which has the required properties. �

In the proof of the following theorem we will use the material developed in a
later part of this section.

Theorem 17.13 The GNS representation associated with ψ is

(1) factorial iff ω is non-degenerate on Y,
(2) irreducible iff (2η, ω) is Kähler.

Proof Set M = πψ (CCRWeyl(Y))′′. We easily see that πψ

(
W (y)

)
is not propor-

tional to the identity for y ∈ Y\{0}. If y ∈ Ker ω, then πψ

(
W (y)

) ∈ M ∩M′.
Therefore, if M is a factor, then ω is non-degenerate. This proves (1) ⇒.

Let us now discuss the GNS representation πψ when ω is non-degenerate. Let
b and j be the operators constructed in the proof of Thm. 17.12. Recall that
b := (2η)−1ω ∈ Ba(Y) and b = −j|b|. Let Z be the corresponding holomorphic
subspace. We have

ηZ − i
2
ωZ = ηZ − 1

2
ωZ jZ = ηZ(1l− |bZ |). (17.14)

If we treat our CCR representation as a charged representation in the terminol-
ogy of the next subsection, then (17.14) can be interpreted as the density ρ; see
Def. 17.15.

We split Y as Y1 ⊕ Y2 , where

Y1 := 1l{1}(|b|)Y, Y2 := 1lR\{1}(|b|)Y,

and note that Y1 and Y2 are orthogonal for η and ω. For i = 1, 2 we set ωi = ω
∣∣
Yi

,
ηi = η

∣∣
Yi

, ji = j
∣∣
Yi

. We denote by ψi the quasi-free state on CCRWeyl(Yi) with
covariance ηi , and by Zi ⊂ Z the holomorphic subspace associated with ji . We
set ρi := ρ

∣∣
Zi

.
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17.1 Bosonic quasi-free states 431

Note that ωi are non-degenerate, and that the state ψ on CCRWeyl(Y) can
be identified to ψ1 ⊗ ψ2 on CCRWeyl(Y1)⊗ CCRWeyl(Y2). Therefore, the GNS
representation associated with ψ is unitarily equivalent to the tensor product of
the GNS representations associated with ψ1 and ψ2 .

We have ρ1 = 0. Hence, (2η1 , ω1) is Kähler and the GNS representation asso-
ciated with ψ1 is the Fock representation associated with j1 .

Consider the Araki–Woods representation associated with ρ2 (see Subsect.
17.1.5). By Thm. 17.24 (4), the vacuum Ω is a vector representative for ψ2 . By
(17.14), Ker ρ2 = {0}, hence Ω is cyclic by Thm. 17.24 (6). Thus the Araki–
Woods representation is the GNS representation for ψ2 .

We have M = B
(
Γs(Z1)

)⊗ CCRγ2 ,l (see Def. 17.23). Since by Thm. 17.24 (7),
1l⊗ CCRγ2 ,r ⊂M′ , we obtain that

B
(
Γs(Z1)

)⊗B
(
Γs(Z2 ⊕Z2)

) ⊂ B
(
Γs(Z1)

)⊗ (CCRγ2 ,l ∪ CCRγ2 ,r)′′

⊂ (M ∪M′)′′,

hence M is a factor. This proves (1) ⇐.
Now note that the Kähler property implies that ω is non-degenerate. On the

other hand, the irreducibility implies the factoriality, which by (1) implies that
ω is non-degenerate. Therefore, to prove (2) we can assume the non-degeneracy
of ω.

By the discussion above, the GNS representation associated with ψ is equal
to the tensor product of the Fock representation associated with (Y1 , ω1 , j1)
and of the Araki–Woods representation associated with (Z2 , ρ2), where ρ2 > 0.
Every Fock representation is irreducible, while an Araki–Woods representation
for a non-zero particle density is not (see Thm. 17.24 (7)). Therefore, the GNS
representation associated with ψ is irreducible iff Y2 = {0} ie. (2η, ω) is Kähler.
This proves (2). �

17.1.3 Quasi-free charged representations

The following subsection is essentially a translation of the previous subsection
from the terminology of neutral CCR representation to that of charged CCR
representations, which seems more convenient in the context of gauge invariance.

Let (Y, ω) be a charged symplectic space. That means the symbols Y and ω

slightly change their meanings compared with the previous subsection: Y is now
a complex space and ω is a charged symplectic form. To go back to the framework
of the previous subsection we need to take the space YR, the realification of Y,
and equip it with the symplectic form y1 ·ωRy2 := Re y1 ·ωy2 , the real part of the
charged symplectic form.

Clearly, Y is equipped with a pseudo-Kähler anti-involution – the imaginary
unit. Therefore, all the definitions of the previous subsections make sense. We will
write CCRWeyl(Y), resp. CCRpol(Y) to denote the algebra CCRWeyl(YR), resp.
CCRpol(YR) equipped with the charge symmetry induced by U(1) � θ �→ eiθ .
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Note that we have a minor notational problem. Throughout our work, we
consistently used the letter ψ to denote charged fields. In this chapter this letter
is taken (and denotes a state). Therefore, we will use a different letter to denote
charged fields – they will be denoted by the letter a, as annihilation operators.
In particular, the algebra CCRpol(Y) is generated by the operators a(y), a∗(y),
y ∈ Y. Clearly, we can define the concepts of a gauge-invariant state and of a
quasi-free state on CCRpol(Y).

We also have the corresponding notions on the algebra CCRWeyl(Y), generated
as usual by W (y), y ∈ Y. There is a one-to-one correspondence between gauge-
invariant quasi-free states on CCRWeyl(Y) and CCRpol(Y) that can be derived
from the formal relation

W (y) = exp
(
(i/
√

2)
(
a∗(y) + a(y)

))
.

However, when discussing charged CCR relations we prefer to use the polynomial
algebra.

Proposition 17.14 (1) A state ψ on CCRpol(Y) is gauge-invariant if

ψ
(
a∗(y1) · · · a∗(yn )a(wm ) · · · a(w1)

)
= 0, n �= m, y1 . . . , yn , wm , . . . , w1 ∈ Y.

(2) It is quasi-free if in addition, for any y1 . . . , yn , wn , . . . , w1 ∈ Z,

ψ
(
a∗(y1) · · · a∗(yn )a(wn ) · · · a(w1)

)
=
∑

σ∈Sn

n

Π
j=1

ψ
(
a∗(yj )a(wσ (j ))

)
.

Definition 17.15 If ψ is a gauge-invariant quasi-free state on CCRpol(Y), the
positive semi-definite Hermitian form ρ on Y defined by

(y2 |ρy1) := ψ
(
a∗(y1)a(y2)

)
, y1 , y2 ∈ Y,

is called the density associated with ψ. If iω is positive definite, we will also use
the alternative name one-particle density.

Recall that in the framework of neutral CCR relations one introduces the holo-
morphic space Z. Charged CCR relations amount to identifying the space Y with
Z, as explained e.g. in Subsect. 8.2.5. Under this identification, the Hermitian
form iω is transformed into iωZ , and the density ρ into ηZ − i

2 ωZ (see (17.11)).
Therefore, (17.12) implies the following proposition.

Proposition 17.16 A Hermitian form ρ ∈ Lh(Y,Y∗) is the density of a gauge-
invariant quasi-free state iff

ρ ≥ 0, ρ + iω ≥ 0.

Assume that

Y � y �→ aπ∗(y) ∈ Cl(H) (17.15)
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17.1 Bosonic quasi-free states 433

is a charged CCR representation. We have the obvious analogs of Def. 17.1 (2)
and (3):

Definition 17.17 (1) Ψ ∈ H is called a gauge-invariant quasi-free vector if Ψ ∈
H∞,π and

ψ
(
a∗(y1) · · · a∗(yn )a(w1) · · · a(wm )

)
:=
(
Ψ|aπ∗(y1) · · · aπ∗(yn )aπ (wm ) · · · aπ (w1)Ψ

)
, y1 , . . . , yn , wm , . . . , w1 ∈Y,

defines a gauge-invariant quasi-free state on CCRpol(Y).
(2) A charged CCR representation (17.15) is called gauge-invariant quasi-free if

there exists a cyclic gauge-invariant quasi-free vector in H.

Recall that with every charged CCR representation (17.15) we can associate
a unique regular neutral CCR representation

YR � y �→ Wπ (y) ∈ U(H) (17.16)

such that

Wπ (y) = exp
(
(i/
√

2)
(
aπ∗(y) + aπ (y)

))
.

It is clear that a vector Ψ is gauge-invariant quasi-free w.r.t. Wπ iff it is such
w.r.t. aπ∗. Likewise, the representation Wπ is gauge-invariant quasi-free iff aπ∗

is.

17.1.4 Gibbs states of bosonic quadratic Hamiltonians

Density matrix

Let 0 ≤ γ ≤ 1l be a self-adjoint operator on a Hilbert space Z with
Ker(1l− γ) = {0}. We associate with γ the self-adjoint operator ρ, called the
one-particle density, defined by

ρ := γ(1l− γ)−1 , γ = ρ(ρ + 1l)−1 . (17.17)

We assume in addition that γ is trace-class. This is equivalent to assuming that
ρ is trace-class. Note the following identity:

Tr Γ(γ) = det(1l− γ)−1 = det(1l + ρ).

Thus Γ(γ) det(1l− γ) is a density matrix (see Def. 2.41).

Definition 17.18 The state ψγ on B
(
Γs(Z)

)
is defined by

ψγ (A) := Tr AΓ(γ) det(1l− γ), A ∈ B
(
Γs(Z)

)
.

We identify Z with Re(Z ⊕ Z) using the usual map z �→ 1√
2
(z + z). We can

faithfully represent the Weyl CCR algebra CCRWeyl(Z) in B
(
Γs(Z)

)
. Note that

we have a natural charge symmetry on B
(
Γs(Z)

)
leaving invariant CCRWeyl(Z),

implemented by U(1) � θ �→ eiθN .
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Proposition 17.19 The state ψγ restricted to CCRWeyl(Z) is gauge-invariant
quasi-free. We have

ψγ

(
W (z)

)
= exp

(
− 1

4
(z|z)− 1

2
(z|ρz)

)
= exp

(
− 1

4

(
z|1l + γ

1l− γ
z
))

, z ∈ Z.

The “2-point functions” are

ψγ

(
a∗(z1)a(z2)

)
= (z2 |ρz1),

ψγ

(
a(z1)a∗(z2)

)
= (z1 |z2) + (z1 |ρz2),

ψγ

(
a(z1)a(z2)

)
= ψγ

(
a∗(z1)a∗(z2)

)
= 0, z1 , z2 ∈ Z.

Proof We can find an o.n. basis (e1 , e2 , . . . ) diagonalizing the trace-class oper-
ator γ. Using the identification

Γs(Z) � ∞⊗
i=1

(
Γs(Cei),Ω

)
, (17.18)

we can confine ourselves to the case of one degree of freedom, which is a well-
known computation involving summing up a geometric series. �

Suppose now that γ is non-degenerate. In this case, the state ψγ is faithful. If
in addition we fix β > 0 and γ = e−βh for some operator h bounded from below,
then

Γ(γ) det(1l− γ) = e−βdΓ(h)/Tr e−βdΓ(h) .

Thus, in this case, ψγ is the Gibbs state at the inverse temperature β for the
dynamics generated by the Hamiltonian dΓ(h).

Standard representations on Hilbert–Schmidt operators

Consider the Hilbert space B2
(
Γs(Z)

)
. It will be convenient to introduce an

alternative notation for the Hermitian conjugation: JB := B∗.
Recall the representations of B

(
Γs(Z)

)
and B

(
Γs(Z)

)
on B2

(
Γs(Z)

)
intro-

duced in Subsect. 6.4.5:

πl(A)B = AB, πr(A)B := BA∗, B ∈ B2(Γs(Z)
)
, A ∈ B

(
Γs(Z)

)
.

Clearly, Jπl(A)J∗ = πr(A).
Thus we can introduce two commuting charged CCR representations,

Z � z �→ πl
(
a∗(z)

) ∈ Cl
(
B2(Γs(Z)

))
, (17.19)

Z � z �→ πr
(
a∗(z)

) ∈ Cl
(
B2(Γs(Z)

))
. (17.20)

They are interchanged by the operator J :

Jπl
(
a∗(z)

)
J∗ = πr

(
a∗(z)

)
.

The vector

Ψγ := det(1l− γ)
1
2 Γ(γ

1
2 )
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is gauge-invariant quasi-free for the representations (17.19) and (17.20) and the
one-particle density ρ. Both (17.19) and (17.20) are gauge-invariant quasi-free
charged CCR representations.

Standard representations on the double Fock spaces

Note the following chain of identifications:

B2(Γs(Z)
) � Γs(Z)⊗ Γs(Z)

� Γs(Z)⊗ Γs(Z) � Γs(Z ⊕ Z). (17.21)

We denote by Ts : B2
(
Γs(Z)

)→ Γs(Z ⊕ Z) the unitary map given by (17.21).
Introduce the anti-unitary map

Z ⊕ Z � (z1 , z2) �→ ε(z1 , z2) := (z2 , z1) ∈ Z ⊕ Z. (17.22)

Proposition 17.20 TsJT ∗
s = Γ(ε).

By applying Ts to (17.19) and (17.20), we obtain two new commuting charged
CCR representations

Z � z �→ Tsπl
(
a∗(z)

)
T ∗

s = a∗(z, 0) ∈ Cl
(
Γs(Z ⊕ Z)

)
, (17.23)

Z � z �→ Tsπr
(
a∗(z)

)
T ∗

s = a∗(0, z) ∈ Cl
(
Γs(Z ⊕ Z)

)
. (17.24)

They are interchanged by the operator Γ(ε):

Γ(ε)a∗(z, 0)Γ(ε)∗ = a∗(0, z).

Again using a basis diagonalizing γ, as in (17.18), the double Fock space on the
right of (17.21) can be written as an infinite tensor product,

∞⊗
i=1

(
Γs(Cei ⊕ Cei),Ω

)
. (17.25)

We have TsΨγ = Ωγ , where

Ωγ :=
∞⊗

i=1
(1− γi)

1
2 eγ

1
2
i a∗(ei )a∗(ei )Ω

is a gauge-invariant quasi-free vector for the representations (17.23) and (17.24),
and the one-particle density ρ. Clearly, both (17.23) and (17.24) are gauge-
invariant quasi-free CCR representations.

Note that if we set

c =

[
0 γ

1
2

γ
1
2 0

]
∈ B2

s (Z ⊕ Z,Z ⊕ Z), (17.26)

then

Ωγ = det(1l− cc∗)
1
4 e

1
2 a∗(c)Ω,

so this is an example of a bosonic Gaussian vector introduced in (11.33), where
it was denoted Ωc .
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Araki–Woods form of standard representation

Using the infinite tensor product decomposition (17.25), we define the following
transformation on Γs(Z ⊕ Z):

Rγ :=
∞⊗

i=1
(1− γi)

1
2 e−γ

1
2
i a∗(ei )a∗(ei )Γ

(
(1− γi)

1
2 1l
)
eγ

1
2
i a(ei )a(ei ) . (17.27)

Theorem 17.21 Rγ is a unitary operator satisfying

Rγ φ(z1 , z2)R∗
γ = φ

(
(ρ + 1l)

1
2 z1 + ρ

1
2 z2 , ρ

1
2 z1 + (ρ + 1l)

1
2 z2
)
,

Rγ a(z1 , z2)R∗
γ = a

(
(ρ + 1l)

1
2 z1 + ρ

1
2 z2 , 0)

+ a∗(0, ρ
1
2 z1 + (ρ + 1l)

1
2 z2
)
,

Rγ a∗(z1 , z2)R∗
γ = a∗((ρ + 1l)

1
2 z1 + ρ

1
2 z2 , 0

)
+ a
(
0, ρ

1
2 z1 + (ρ + 1l)

1
2 z2
)
, (z1 , z2) ∈ Z ⊕ Z,

Rγ Γ(ε)R∗
γ = Γ(ε),

Rγ Ωγ = Ω,

Rγ dΓ(h,−h)R∗
γ = dΓ(h,−h).

Proof Let c be defined as in (17.26). Using

Γ(1l− cc∗) = Γ
(
(1l− γ)⊕ (1l− γ)

)
,

we see that

Rγ := det(1l− cc∗)
1
4 e−

1
2 a∗(c)Γ(1l− cc∗)

1
2 e

1
2 a(c) .

Thus Rγ is an example of an operator whose properties we studied in detail
in Sect. 11.3. Thus all the identities that we need to show follow from the fact
that Rγ is a unitary operator implementing a positive symplectic map given in
(11.50). �

By applying Rγ to (17.23) and (17.24), we obtain two new commuting charged
CCR representations

Z � z �→ a∗
γ ,l(z) := Rγ a∗(z, 0)R∗

γ

= a∗((ρ + 1l)
1
2 z, 0
)

+ a
(
0, ρ

1
2 z
) ∈ Cl

(
Γs(Z ⊕ Z)

)
,

Z � z �→ a∗
γ ,r(z) := Rγ a∗(0, z)R∗

γ

= a
(
ρ

1
2 z, 0
)

+ a∗(0, (ρ + 1l)
1
2 z
) ∈ Cl

(
Γs(Z ⊕ Z)

)
.

They are interchanged by the operator Γ(ε):

Γ(ε)a∗
γ ,l(z)Γ(ε)∗ = a∗

γ ,r(z).

We have Rγ Ωγ = Ω, hence the Fock vacuum Ω is a gauge-invariant quasi-free
vector for the representations a∗

γ ,l and a∗
γ ,r , and the one-particle density ρ. Both

a∗
γ ,l and a∗

γ ,r are gauge-invariant quasi-free CCR representations. They are special
cases of Araki–Woods CCR representations, which we will consider in the next
subsection.
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17.1.5 Araki–Woods representations

In this subsection we will see that a∗
γ ,l and a∗

γ ,r can be defined more generally,
as compared with the framework of the previous subsection.

Let Z be a Hilbert space. We introduce the operators γ and ρ as at the begin-
ning of Subsect. 17.1.4, except that we do not assume that they are trace-class.

Definition 17.22 For z ∈ Dom ρ
1
2 we define the following closed operators on

Γs(Z ⊕ Z), called the Araki–Woods creation operators:

a∗
γ ,l(z) := a∗

(
(ρ + 1l)

1
2 z, 0
)

+ a
(
0, ρ

1
2 z
)

,

a∗
γ ,r(z) := a∗

(
ρ

1
2 z, 0
)

+ a
(
0, (ρ + 1l)

1
2 z
)

.

For completeness, let us write down the adjoints of a∗
γ ,l/r(z), called the Araki–

Woods annihilation operators:

aγ ,l(z) := a
(
(ρ + 1l)

1
2 z, 0
)

+ a∗
(
0, ρ

1
2 z
)

,

aγ ,r(z) := a
(
ρ

1
2 z, 0
)

+ a∗
(
0, (ρ + 1l)

1
2 z
)

.

We also have the Araki–Woods Weyl operators:

Wγ,l(z) := exp
(
(i/
√

2)
(
a∗

γ ,l(z) + aγ ,l(z)
))

= W
(
(1l + ρ)

1
2 z, ρ

1
2 z
)

,

Wγ,r(z) := exp
(
(i/
√

2)
(
a∗

γ ,r(z) + aγ ,r(z)
))

= W
(
ρ

1
2 z, (1l + ρ)

1
2 z
)

.

Definition 17.23 The von Neumann algebra generated by{
Wγ,l(z) : z ∈ Dom ρ

1
2
}

resp.
{
Wγ,r(z) : z ∈ Dom ρ

1
2
}

will be denoted by CCRγ ,l, resp. CCRγ ,r, and called the left, resp. right Araki–
Woods CCR algebra.

Theorem 17.24 (1) The map

Z � z �→ a∗
γ ,l(z) ∈ B

(
Γs(Z ⊕ Z)

)
is a charged CCR representation. In particular,

[aγ ,l(z1), a∗
γ ,l(z2)] = (z1 |z2)1l,

[a∗
γ ,l(z1), a∗

γ ,l(z2)] = [aγ ,l(z1), aγ ,l(z2)] = 0.

It will be called the left Araki–Woods (charged CCR) representation.
(2) The map

Z � z �→ a∗
γ ,r(z) ∈ B

(
Γs(Z ⊕ Z)

)
is a charged CCR representation. In particular,

[aγ ,r(z1), a∗
γ ,r(z2)] = (z1 |z2)1l,

[a∗
γ ,r(z1), a∗

γ ,r(z2)] = [aγ ,r(z1), aγ ,r(z2)] = 0.
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It will be called the right Araki–Woods (charged CCR) representation.
(3) Set

Js := Γ(ε). (17.28)

Then

Jsa
∗
γ ,l(z)Js = a∗

γ ,r(z),

Jsaγ ,l(z)Js = aγ ,r(z).

(4) The vacuum Ω is a bosonic quasi-free vector for a∗
γ ,l with the 2-point func-

tions equal to(
Ω|aγ ,l(z1)a∗

γ ,l(z2)Ω
)

=
(
z1 |(ρ + 1l)z2

)
=
(
z1 |(1l− γ)−1z2

)
,(

Ω|a∗
γ ,l(z1)aγ ,l(z2)Ω

)
= (z2 |ρz1) =

(
z2 |γ(1l− γ)−1z1

)
,(

Ω|aγ ,l(z1)aγ ,l(z2)Ω
)

=
(
Ω|a∗

γ ,l(z1)a∗
γ ,l(z2)Ω

)
= 0.

(5) CCRγ ,l is a factor.
(6) Ker γ = {0} iff Ω is separating for CCRγ ,l iff Ω is cyclic for CCRγ ,l. If this

is the case, the modular conjugation for Ω is equal to Js and the modular
operator for Ω is Δ = Γ(γ ⊕ γ−1).

(7) We have

CCR′
γ ,l = CCRγ ,r .

Proof (1)–(4) follow by straightforward computations. Let us prove (5).
We check that [Wγ,l(z1),Wγ,r(z2)] = 0 for z1 , z2 ∈ Dom ρ

1
2 , which implies that

CCRγ ,r ⊂ CCR′
γ ,l .

Clearly, (CCRγ ,l ∪ CCRγ ,r)′′ is equal to {W (w), w ∈ E}′′, for

E = Span
{(

(ρ + 1l)
1
2 z1 + ρ

1
2 z2 , ρ

1
2 z1 + (ρ + 1l)

1
2 z2

)
, z1 , z2 ∈ Dom ρ

1
2

}
.

Clearly, E is dense in Z ⊕ Z. Recall that, by Thm. 9.5, Weyl operators on a Fock
space depend strongly continuously on their arguments. Therefore,

{
W (w), w ∈

E}′′ =
{
W (w), w ∈ Z ⊕ Z}′′ = B

(
Γs(Z ⊕ Z)

)
. Thus

(CCRγ ,l ∪ CCR′
γ ,l)

′′ ⊃ (CCRγ ,l ∪ CCRγ ,r)′′ = B
(
Γs(Z ⊕ Z)

)
,

which implies that CCRγ ,l is a factor.
Let us prove the ⇒ part of (6). Assume that Ker γ = {0} and set τ t(A) =

Γ(γ, γ−1)itAΓ(γ, γ−1)−it . We have

τ t(Wγ,l(z)) = Wγ,l(γitz),

hence τ t is a W ∗-dynamics on CCRγ ,l . We claim that Ω is a (τ, 1)-KMS vector
on CCRγ ,l . In fact, we have(

Ω|Wγ,l(z1)Wγ,l(γitz2)Ω
)

= e−
1
4 F (t,z1 ,z2 ) ,
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for

F (t, z1 , z2) =
(
z1 |γ + 1l

1l− γ
z1

)
+
(
z2 |γ + 1l

1l− γ
z2

)
+
(
z1 |γit 2γ

1l− γ
z2

)
+
(
z2 |γ−it 2

1l− γ
z1

)
,

which proves the (τ, 1)-KMS condition for the Weyl operators. By linearity, it
holds also for the ∗-algebra of finite linear combinations of Wγ,l(z) and, by Prop.
6.64, for CCRγ ,l .

Applying then Prop. 6.65 to the factor CCRγ ,l , we obtain that Ω is separating
for CCRγ ,l .

We denote by H the closure of CCRγ ,lΩ. We would like to show that H =
Γs(Z ⊕ Z), which means that Ω is cyclic for CCRγ ,l . As a byproduct of this
proof, we will develop the modular theory of CCRγ ,l .

Clearly, H is invariant under CCRγ ,l , Ω is cyclic and separating for CCRγ ,l

restricted to H. Let us compute the operators S,Δ and J of the modular theory
for Ω and CCRγ ,l restricted to H.

Let us set

H1 := Span
{
Wγ,l(z)Ω : z ∈ Dom ρ

1
2
}

= Span
{
Ψz : z ∈ Dom ρ

1
2
}
,

for

Ψz = eia∗((ρ+1l)
1
2 z ,ρ

1
2 z )Ω.

We have

Γ(γ, γ−1)itΨz = Ψγ i t z , (17.29)

which implies that the self-adjoint operator Γ(γ, γ−1) preserves H. Moreover,
the r.h.s. of (17.29) extends analytically in t to t = −i/2. This shows that Ψz ∈
Dom Γ(γ, γ−1)

1
2 and

Γ(γ, γ−1)
1
2 Ψz = eia∗

(
ρ

1
2 z ,(ρ+1l)

1
2 z
)
Ω.

Moreover,

SΨz = e−ia∗
(
(ρ+1l)

1
2 z ,ρ

1
2 z
)
Ω

= JsΓ(γ, γ−1)
1
2 Ψz .

(17.30)

Clearly, H1 is dense in H.

A := Span
{
Wγ,l(z) : z ∈ Dom ρ

1
2
}

is a ∗-algebra ∗-strongly dense in CCRγ ,l and H1 = AΩ; therefore, by Subsect.
6.4.2, H1 is an essential domain of S. Therefore, we can extend (17.30) by density
to the whole H, using that Js is isometric. We obtain

S = JsΓ(γ, γ−1)
1
2
∣∣
H. (17.31)
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Since Ker γ = {0}, the range of Γ(γ, γ−1)
1
2
∣∣
H is dense in H. Using (17.31), this

implies that Js preserves H. Thus

S = Js
∣∣
HΓ(γ, γ−1)

1
2
∣∣
H

is the polar decomposition of S, defining the modular operator and modular
conjugation. Next we see that

Wγ,l(z1)JsWγ,l(z2)Ω = W
(
(ρ + 1l)

1
2 z1 + ρ

1
2 z2 , ρ

1
2 z1 + (ρ + 1l)

1
2 z2

)
Ω.

Therefore, CCRγ ,lJsCCRγ ,lΩ is dense in Γs(Z ⊕ Z). Since CCRγ ,lJsCCRγ ,lΩ ⊂
H, this proves thatH = Γs(Z ⊕ Z), and hence Ω is cyclic for CCRγ ,l . This proves
the ⇒ part of (6). The proof of the ⇐ part of (6) will be given after the proof
of (7).

Let us now prove (7). Assume first that Ker γ = {0}. By the ⇒ part of (6), we
can apply the Tomita–Takesaki theory to (CCRγ ,l,Ω) and obtain that CCR′

γ ,l =
JsCCRγ ,lJs . By (3), we have JsCCRγ ,lJs = CCRγ ,r .

For a general γ, we write Z = Z0 ⊕Z1 , for Z0 = Ker γ. Then γ1 = γ
∣∣
Z1

is
injective. Using the exponential law of Subsect. 3.3.7, we have

Γs(Z ⊕Z) � Γs(Z0)⊗ Γs(Z1 ⊕Z1)⊗ Γs(Z0),

Wγ,l(z) � W (z0)⊗Wγ1 ,l(z1)⊗ 1l,

Wγ,r(z) � 1l⊗Wγ1 ,r(z1)⊗W (z0),

and hence

CCRγ ,l � B
(
Γs(Z0)

)⊗ CCRγ1 ,l ⊗ C1l,

CCRγ ,r � C1l⊗ CCRγ1 ,r ⊗B
(
Γs(Z0)

)
, (17.32)

which shows that CCR′
γ ,l = CCRγ ,r and completes the proof of (7).

From (17.32), we see that if Ker γ �= {0}, Ω is neither cyclic nor separating.
This proves the ⇐ part of (6). �

17.1.6 Quasi-free CCR representations as

Araki–Woods representations

Recall that in Thm. 17.12 we showed that every neutral quasi-free CCR repre-
sentation over a symplectic space can be reinterpreted as a charged quasi-free
CCR representation over a charged symplectic space with iω positive definite.
Under minor technical assumptions, such representations are unitarily equivalent
to Araki–Woods representations. This is described in the theorem below.

Theorem 17.25 Let (Y, ω) be a charged symplectic space such that iω is positive
definite on Y. Let

Y � y �→ aπ∗(y) ∈ Cl(H)
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be a charged CCR representation with a cyclic gauge-invariant quasi-free vector
Ψ. Let ρ be given by

y1 ·ρy2 =
(
Ψ|aπ∗(y2)aπ (y1)Ψ

)
, y1 , y2 ∈ Y.

Assume that Y is complete for the scalar product 2ρ + iω. Let Z be the completion
of Y w.r.t. iω. Note that ρ can be interpreted as a positive self-adjoint operator
on Z such that Y = Dom ρ

1
2 . Set γ = ρ(1l + ρ)−1 . Then there exists a unique

isometry U : H → Γs(Z ⊕ Z) such that

UΨ = Ω,

Uaπ∗(y) = a∗
γ ,l(y)U, y ∈ Y.

(17.33)

17.1.7 Free Bose gas at positive temperatures

In this subsection we would like to describe in general terms how quasi-free
bosonic states usually arise in quantum physics. We will also discuss various
mathematical formalisms used in this context.

Let h be a positive self-adjoint operator on a Hilbert space Z. Consider a
quantum system described by the Hamiltonian H := dΓ(h) acting on the Hilbert
space Γs(Z). Note that (Ω| · Ω) describes the ground state of the system. On the
algebra B

(
Γs(Z)

)
we have the dynamics

τ t(A) := eitH Ae−itH , A ∈ B
(
Γs(Z)

)
, t ∈ R.

We also have a natural charged CCR representation Z � z �→ a∗(z) ∈
Cl
(
Γs(Z)

)
and the corresponding neutral CCR representation Z � z �→W (z) =

exp
(
i a∗(z )+a(z )√

2

) ∈ U
(
Γs(Z)

)
. They satisfy

τ t
(
a∗(z)

)
= a∗(eithz), τ t

(
W (z)

)
= W (eithz), z ∈ Z.

Suppose that we consider the above quantum system at a positive temperature.
Let β ≥ 0 denote the inverse temperature. If

Tr e−βh <∞, (17.34)

we can consider the Gibbs state given by the density matrix

e−βdΓ(h)/Tr e−βdΓ(h) . (17.35)

Positive-temperature systems are especially interesting for infinitely extended
physical systems. For such systems e−βh is rarely trace-class – in fact, typically,
h has a continuous spectrum, which rules out (17.34). Therefore, the formalism
based on the Gibbs state with the density matrix (17.35) breaks down.

As a typical example of such a system we can consider the (non-relativistic)
free Bose gas. Its one-particle Hilbert space and the one-particle Hamiltonian
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are

Z := L2(Rd), h := −Δ. (17.36)

Clearly, in this case (17.34) is not satisfied. Therefore, we need a different for-
malism to describe positive-temperature systems in this situation.

In the literature one can distinguish three approaches to positive temperatures
for infinitely extended systems:

(1) the thermodynamic limit,
(2) the W ∗ approach,
(3) the C∗ approach.

Thermodynamic limit

The thermodynamic limit consists in approximating our system by a sequence of
systems in finite volume. Thus we have a sequence of one-particle Hilbert spaces
ZL with one-particle Hamiltonians hL . We also need to identify ZL1 as a subspace
of ZL2 for L1 < L2 , which allows us to embed the corresponding observable
algebras B

(
Γ(ZL1 )

) ⊂ B
(
Γ(ZL2 )

)
. Typically, for finite L, the condition

Tr e−βhL < ∞ (17.37)

is satisfied, and so we can use the corresponding Gibbs state. Then we expect that
for a fixed L0 and a large class of observables A ∈ B

(
Γ(ZL0 )

)
, the expectation

value

Tr Ae−βdΓ(hL )/Tr e−βdΓ(hL )

converges to a limit as L→∞.
In the case of (17.36), we typically take ZL := L2

(
[−L,L]d

)
, and hL is the

Laplacian with some conditions on the boundary of the box [−L,L]d . For many
purposes the choice of boundary conditions should not matter. The Dirichlet
or Neumann boundary conditions seem more relevant physically, whereas the
periodic boundary conditions might be more convenient mathematically.

Note that this approach involves a significant amount of arbitrariness. One
needs to introduce a lot of additional structure, which in the end is irrelevant.

W ∗ approach

We can describe temperature states by using the Araki–Woods representations.
In fact, consider the space Γs(Z ⊕ Z). For z ∈ Dom(eβh/2), define

a∗
β (z) := a∗((1l− e−βh)−

1
2 z, 0
)

+ a
(
0, (eβh − 1l)−

1
2 z
)
, (17.38)

that is, the Araki–Woods representation for the Planck density (eβh − 1l)−1 . Then

Dom(eβh/2) � z �→ a∗
β (z) ∈ Cl

(
Γs(Z ⊕ Z)

)
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is a charged CCR representation. The von Neumann algebra generated by (17.38)
will be denoted by CCRβ . Set

L := dΓ
(
h⊕ (−h)

)
.

Then

τ t
β (A) := eitLAe−itL , A ∈ CCRβ , t ∈ R,

is a W ∗-dynamics on CCRβ and L is its Liouvillean. The state

ωβ := (Ω|AΩ), A ∈ CCRβ ,

is a β-KMS state for the W ∗-dynamics τβ .
Thus we obtain a family of W ∗-dynamical systems (Mβ , τβ ) equipped with

the state ωβ . One can argue that all of them describe the same physical system
and differ only by the temperature. In concrete situations, one can derive the
family (Mβ , τβ , ωβ ) using the thermodynamic limit.

Note that the W ∗ approach does not involve any additional structure (unlike
the thermodynamic limit). It is often used in the mathematical physics literature.
Implicitly, it is also widely used in the theoretical physics literature.

C∗ approach

Consider the C∗-algebra CCRWeyl(Z), where Z is equipped with the symplectic
structure Im(·|·), as well as the charge symmetry z �→ eiθ z, θ ∈ [0, 2π[. Define the
dynamics on CCRWeyl(Z) by setting

τ t
(
W (z)

)
:= W (eithz), z ∈ Z, t ∈ R.

It is easy to see that, for any β ∈]0,∞], there exists on CCRWeyl(Z) a unique
state β-KMS for the dynamics τ . It is given by

ωβ

(
W (z)

)
= exp

(
−1

4

(
z
∣∣∣1l + exp(−βh)
1l− exp(−βh)

z

))
, z ∈ Z.

We can then pass to the GNS representation (Hβ , πβ ,Ωβ ) and construct the
Liouvillean Lβ .

In the case of β =∞ (the zero temperature), we obtain, up to unitary equiv-
alence, H∞ = Γs(Z), π∞

(
W (z)

)
= W (z), Ω∞ = Ω and L∞ = H. This is the

quantum system that we started with at the beginning of the subsection.
In the case β <∞ (positive temperatures), we obtain the Araki–Woods rep-

resentation for γ = e−βh described in (17.38).
The main advantage of this approach is its conceptual and mathematical ele-

gance. Its starting point is a single system, and various temperature states arise
naturally by the application of a general principle.

This approach has also a serious disadvantage. The choice of the algebra of
observables CCRWeyl(Z) is rather arbitrary. In principle, one could replace it
by another ∗-algebra related to the CCR over Z, e.g. one of those described
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in Sect. 8.3. The choice of the CCR algebra does not have much relevance as
long as the dynamics is free (that is, as long as it is described by Bogoliubov
transformations). The problem becomes more serious when we try to consider a
system with a non-trivial interaction. Then, in concrete situations, it is usually
not easy to find a C∗-algebra preserved by a given dynamics, and the C∗ approach
is difficult to apply.

17.2 Fermionic quasi-free states

In this section we describe the theory of fermionic quasi-free states. It is in many
ways parallel to that of bosonic quasi-free states. Therefore, each subsection
about fermionic quasi-free states has its counterpart in the previous bosonic
section.

17.2.1 Definition of fermionic quasi-free states

Let (Y, ν) be a real Hilbert space. Recall that CARC ∗
(Y) denotes the CAR C∗-

algebra over Y, that is, the C∗-algebra generated by φ(y), y ∈ Y, satisfying the
CAR relations; see Subsect. 12.5.2.

Definition 17.26 (1) A state ψ on CARC ∗
(Y) is called quasi-free if

ψ
(
φ(y1) · · ·φ(y2m−1)

)
= 0,

ψ
(
φ(y1) · · ·φ(y2m )

)
=

∑
σ∈Pair2 m

sgn(σ)
m∏

j=1

ψ
(
φ(yσ (2j−1))φ(yσ (2j ))

)
,

for all y1 , y2 , · · · ∈ Y, m ∈ N.
(2) If Y � y �→ φπ (y) ∈ Bh(H) is a CAR representation, Ψ ∈ H is called a quasi-

free vector if

ψ
(
φ(y1) · · ·φ(yn )

)
:=
(
Ψ|φπ (y1) · · ·φπ (yn )Ψ

)
, y1 , . . . , yn ∈ Y, n ∈ N,

defines a quasi-free state on CARC ∗
(Y).

(3) A CAR representation φπ on a Hilbert space H is quasi-free if there exists a
cyclic quasi-free vector in H.

(4) The anti-symmetric form β ∈ La(Y,Y# ) given by

y1 ·βy2 :=
1
i
ψ
(
[φ(y1), φ(y2)]

)
, y1 , y2 ∈ Y. (17.39)

is called the covariance of the quasi-free state ψ, and of the quasi-free vector
Ψ.

For a quasi-free state ψ on CARC ∗
(Y), let (Hψ , πψ ,Ωψ ) be the corresponding

GNS representation. Then clearly Ωψ ∈ Hψ is a quasi-free vector for the CAR
representation Y � y �→ πψ

(
φ(y)
) ∈ Bh

(Hψ

)
.

The covariance defines the representation uniquely:
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Proposition 17.27 Let Y � y �→ φi(y) ∈ Bh(Hi), i = 1, 2, be quasi-free CAR
representations with cyclic quasi-free vectors Ψi ∈ H1 , both of covariance β. Then
there exists a unique U ∈ U(H1 ,H2) intertwining φ1 with φ2 satisfying UΨ1 =
Ψ2 .

Let us note the following important special subclasses of quasi-free represen-
tations:

(1) If the pair ν and 1
2 β is Kähler, the corresponding representation is Fock; see

Thm. 17.31.
(2) If β = 0, the corresponding representation is unitarily equivalent to the

real-wave (or tracial) representation, discussed already in Subsects. 12.4.2
and 13.2.1.

From the CAR it follows that

ψ
(
φ(y1)φ(y2)

)
= y1 ·νy2 +

i
2
y1 ·βy2 , y1 , y2 ∈ Y. (17.40)

(17.40) implies the following proposition:

Proposition 17.28 Let β ∈ La(Y,Y# ). Then the following are equivalent:

(1) There exists a quasi-free state ψ such that (17.40) holds.
(2) νC + i

2 βC ≥ 0 on CY
(3) |y1 ·βy2 | ≤ 2(y1 ·νy1)

1
2 (y2 ·νy2)

1
2 , y1 , y2 ∈ Y.

Proof The equivalence of (2) and (3) is shown as in Prop. 17.8. To prove (1)⇒
(2) we compute

ψ
(
φ∗(w)φ(w)

)
= w·νCw +

i
2
w·βCw ≥ 0, w ∈ CY.

Let us prove (3) ⇒ (1). We fix β ∈ La(Y,Y# ) satisfying (3). From Def. 17.26,
we obtain a linear functional ψ on the ∗-algebra generated by the φ(y), y ∈ Y.
It clearly suffices to show that ψ is positive. To check this we may assume that
Y is finite-dimensional.

Using Corollary 2.85 we can find an o.n. basis (e1 , . . . , e2m , f1 , . . . , fd) of Y
such that

βe2j−1 = λje2j , βe2j = −λje2j−1 , βfj = 0,

for λ1 , . . . , λm > 0. Condition (3) for β is equivalent to |λ1 |, . . . , |λm | ≤ 2.
Assume first that dimY = 2n. Then, allowing some λj to be equal to 0, we can

assume that m = n. We set φj = φ(ej ) and use the Jordan–Wigner representa-
tion of CAR(R2n ) on ⊗nC2 defined in Subsect. 12.2.3. We note that if |λ| ≤ 2,
then

ρ(λ) =
1
2

[
1− λ/2 0

0 1 + λ/2

]
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satisfies

ρ(λ) ≥ 0, Tr ρ(λ) = 1,

Tr(ρ(λ)σ1) = Tr(ρ(λ)σ2) = 0, Tr(ρ(λ)σ3) = −λ/2.
(17.41)

We set

ρ = ρ(λ1)⊗ · · · ⊗ ρ(λn ).

We will prove that

ψ(A) = Tr(ρA), A ∈ CAR(R2n ), (17.42)

which implies that ψ is positive.
We first see that

Tr(ρφ2j−1φ2j ) = −iλj/2, Tr(ρφjφk ) = 0 if |j − k| ≥ 2, (17.43)

hence

ψ
(
φ(y1)φ(y2)

)
= Tr

(
ρφ(y1)φ(y2)

)
, y1 , y2 ∈ Y.

We claim now that

Tr(ρφi1 · · ·φik
) = 0, if k is odd. (17.44)

We can assume, using the CAR, that i1 < · · · < ik . Let il be one of the indices. If
l = 2j − 1, then the j factor of φi1 · · ·φik

is equal to −iσ2 , except if il+1 = il + 1,
and if l = 2j, the j factor of φi1 · · ·φik

is equal to iσ1 , except if il−1 = il − 1.
It follows from (17.41) that Tr(ρφi1 · · ·φik

) = 0, except when for each 1 ≤ l ≤ k

one has il+1 = il + 1 or il−1 = il − 1. This condition is not satisfied if k is odd,
which proves (17.44). We claim that

Tr(ρφi1 · · ·φi2 m
) =

∑
σ∈Pair2 m

sgn(σ)
m∏

j=1

Tr(ρφiσ ( 2 j −1 ) φiσ ( 2 j ) ), (17.45)

which combined with (17.44) implies (17.42).
The same argument as above shows that the l.h.s. of (17.45) is zero if

(i1 , . . . , i2m ) is not a collection of pairs (2j − 1, 2j). The same holds for the
r.h.s., since in this case, for all σ ∈ Pair2m , at least one of the factors vanishes.
It remains to consider the case when

(i1 , . . . , i2m ) = (2j1 − 1, 2j1 , . . . , 2jm − 1, 2jm ),

for j1 < · · · < jm . In this case

φi1 · · ·φi2 m
= (iσ3)(j1 ) · · · (iσ3)jm ,

and hence the l.h.s. of (17.45) equals

Tr(ρφi1 · · ·φi2 m
) =

m∏
k=1

(−iλjk
)/2.
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Since the only pairing contributing to the r.h.s. is (2j1 − 1, 2j1), . . . ,
(2jm − 1, 2jm ), we see using (17.43) that (17.45) holds.

Assume now that dimY is odd. Then we set Y1 = Y ⊕ R, and consider the
(reducible) representation of CAR(R2n+1) in ⊗n+1C2 obtained from the Jordan–
Wigner representation of CAR(R2(n+1)). We are then reduced to the previous
case. This completes the proof of the proposition. �

17.2.2 Gauge-invariant fermionic quasi-free states

Suppose that the real Hilbert space (Y, ν) is equipped with a Kähler anti-
involution j. As in Subsect. 1.3.11, CARC ∗

(Y) is equipped with the one-
parameter group of charge automorphisms, denoted U(1) � θ �→ ûθ , and defined
by

ûθ

(
φ(y)
)

= φ(ejθ y).

Definition 17.29 A state ψ on CARC ∗
(Y) is called gauge-invariant if it is

invariant w.r.t. ûθ .

Consider a fermionic gauge-invariant quasi-free state with covariance β.
Let us introduce the holomorphic space Z associated with the anti-involution

j, so that CY = Z ⊕ Z. The sesquilinear forms νC and βC can be reduced w.r.t.
the direct sum Z ⊕ Z. Thus we can write

νC =
[

νZ 0
0 νZ

]
, βC =

[
βZ 0
0 βZ

]
, (17.46)

where νZ is Hermitian and βZ anti-Hermitian. Note that the condition
νC + i

2 βC ≥ 0, which by Prop. 17.28 is necessary and sufficient for β to be a
covariance of a quasi-free state, is equivalent to

νZ ± i
2
βZ ≥ 0. (17.47)

Until the end of this subsection we assume that (Y, ν) is a real Hilbert space
and ψ a quasi-free state on CARC ∗

(Y) with covariance β ∈ La(Y,Y# ).

Theorem 17.30 (1) Assume that Ker β is even- or infinite-dimensional. Then
there exists an anti-involution j such that ψ is gauge-invariant for the com-
plex structure given by j.

(2) If Ker β = {0}, then the anti-involution j given by (1) is unique if we demand
in addition that (β, j) is Kähler.

Proof By Prop. 17.28, there exists an anti-symmetric operator b such that ‖b‖ ≤
1 and

y1 ·βy2 = 2y1 ·νby2 , y1 , y2 ∈ Y.
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Let Ysg := Ker b and Yreg = Y⊥
sg . On Yreg we use the polar decomposition

breg = −|breg |jreg = −jreg |breg |,
so that jreg is a Kähler anti-involution on Yreg both for ν

∣∣
Yr e g

and β
∣∣
Yr e g

. If
dimYreg is even or infinite, we can extend jreg to a Kähler anti-involution on
(Y, ν). �

The following theorem is the fermionic analog of Thm. 17.13 (2).

Theorem 17.31 The GNS representation associated with ψ is irreducible iff
(ν, 1

2 β) is Kähler.

17.2.3 Charged quasi-free CAR representations

The following subsection is essentially a translation of the previous subsection
from the terminology of neutral CAR representation to that of charged CAR
representations, which seems more convenient in the context of gauge invariance.

Let
(Y, (·|·)) be a complex Hilbert space. On YR, that is, on the realification

of Y, we introduce the real scalar product ν := 1
2 Re(·|·).

Clearly, Y is equipped with a Kähler anti-involution – the imaginary unit.
Therefore, all the definitions off the previous subsections make sense. In par-
ticular, the CAR algebra CARC ∗

(YR) is equipped with a charge symmetry and
we can define the notion of a gauge-invariant state. We will write CARC ∗

(Y) to
denote the algebra CARC ∗

(YR) equipped with this charge symmetry.
As in the bosonic case, we will denote charged fields using the letter a,

and not the usual ψ. Clearly, CARC ∗
(Y) is generated as a ∗-algebra by

a(y) = 1
2

(
φ(y)− iφ(iy)

)
, y ∈ Y.

Proposition 17.32 (1) A state ψ on CARC ∗
(Y) is gauge-invariant if

ψ
(
a∗(y1) · · · a∗(yn )a(wm ) · · · a(w1)

)
= 0, n �= m, y1 . . . , yn , wm , . . . , w1 ∈Y.

(2) It is quasi-free if in addition, for any y1 . . . , yn , wn , . . . , w1 ∈ Y,

ψ
(
a∗(y1) · · · a∗(yn )a(wn ) · · · a(w1)

)
=
∑

σ∈Sn

sgn(σ)
n∏

j=1

ψ
(
a∗(yj )a(wσ (j ))

)
.

Definition 17.33 If ψ is a gauge-invariant quasi-free state on CARC ∗
(Y), the

positive Hermitian operator χ on Y defined by

(y2 |χy1) := ψ
(
a∗(y1)a(y2)

)
, y1 , y2 ∈ Y,

is called the one-particle density of ψ.

Recall that in the framework of neutral CAR relations one introduces the
holomorphic space Z. Charged CAR relations amount to identifying the space Y
with Z, as explained e.g. in Subsect. 12.1.7. Under this identification, the scalar
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product on Y is transformed into 2νZ and the Hermitian form defined by the
one-particle density χ is transformed into νZ − i

2 βZ . Therefore, (17.47) implies
the following proposition.

Proposition 17.34 A Hermitian operator χ ∈ Bh(Y) is the one-particle density
of a gauge-invariant quasi-free state iff

0 ≤ χ ≤ 1l.

Suppose now that

Y � y �→ aπ∗(y) ∈ B(H) (17.48)

is a charged CAR representation.

Definition 17.35 (1) Ψ ∈ H is called a gauge-invariant quasi-free vector if

ψ
(
a∗(y1) · · · a∗(yn )a(wm ) · · · a(w1)

)
:=
(
Ψ|aπ∗(y1) · · · aπ∗(yn )aπ (wm ) · · · aπ (w1)Ψ

)
, y1 , . . . , yn , w1 , . . . , wm ∈ Y,

defines a gauge-invariant quasi-free state on CARC ∗
(Y).

(2) A charged CAR representation (17.48) is gauge-invariant quasi-free if there
exists a cyclic gauge-invariant quasi-free vector in H.

Recall that with every neutral CAR representation over a unitary space we
associate a charged CAR representation Y � y �→ aπ∗(y) ∈ B(H), such that

φπ (y) = aπ∗(y) + aπ (y).

It is clear that a vector Ψ is gauge-invariant quasi-free w.r.t. φπ iff it is such
w.r.t. aπ∗. Likewise, the representation φπ is gauge-invariant quasi-free iff aπ∗ is.

17.2.4 Gibbs states of fermionic quadratic Hamiltonians

Density matrix

Let 0 ≤ γ be a self-adjoint operator on a Hilbert space Z. We associate with γ

the self-adjoint operator 0 ≤ χ < 1l, called the one-particle density, defined by

χ := γ(1l + γ)−1 , γ = χ(1l− χ)−1 . (17.49)

Note in passing that replacing γ with γ−1 is equivalent to replacing χ with 1l− χ.
We assume in addition that γ is trace-class. This is equivalent to assuming

that χ is trace-class. Note the following identity:

TrΓ(γ) = det(1l + γ) = det(1l− χ)−1 .

Thus Γ(γ) det(1l + γ)−1 is a density matrix.
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Definition 17.36 We define the state ψγ on B
(
Γa(Z)

)
by

ψγ (A) := TrAΓ(γ) det(1l + γ)−1 , A ∈ CARC ∗
(Z).

We identify Z with Re(Z ⊕ Z) using the usual map z �→ (z, z). We can faith-
fully represent the algebra CARC ∗

(Z) in B
(
Γa(Z)

)
.

Proposition 17.37 The state ψγ restricted to CARC ∗
(Z) is gauge-invariant

quasi-free. We have

ψγ

(
aπ∗(z1)aπ (z2)

)
= (z2 |χz1),

ψγ

(
aπ (z1)aπ∗(z2)

)
= (z1 |z2)− (z1 |χz2),

ψγ

(
aπ (z1)aπ (z2)

)
= ψγ

(
aπ∗(z1)aπ∗(z2)

)
= 0, z1 , z2 ∈ Z.

Proof We can find an o.n. basis (e1 , e2 , . . . ) diagonalizing the trace-class oper-
ator γ. Using the identification

Γa(Z) � ∞⊗
i=1

(
Γa(Cei),Ω

)
, (17.50)

we can confine ourselves to the case of one degree of freedom. �

Suppose now that γ is non-degenerate. In this case, the state ψγ is faithful. If
in addition we fix β ∈ R, we can write γ = e−βh for some self-adjoint operator
h. Then

Γ(γ) det(1l + γ)−1 = e−βdΓ(h)/Tr e−βdΓ(h) .

Thus in this case ψγ is the Gibbs state for the dynamics dΓ(h) at the inverse
temperature β.

Standard representations on Hilbert–Schmidt operators

Consider the Hilbert space B2
(
Γa(Z)

)
. As in the bosonic case, we will use an

alternative notation for the Hermitian conjugation: JB := B∗.
We will use the representations of B

(
Γa(Z)

)
and B

(
Γa(Z)

)
on B2

(
Γa(Z)

)
introduced in Subsect. 6.4.5:

πl(A)B = AB, πr(A)B := BA∗, B ∈ B2(Γa(Z)
)
, A ∈ B

(
Γa(Z)

)
.

Again, Jπl(A)J∗ = πr(A).
Thus we can introduce two commuting charged CAR representations

Z � z �→ πl
(
a∗(z)

) ∈ B
(
B2(Γa(Z)

))
, (17.51)

Z � z �→ πr
(
a∗(z)

) ∈ B
(
B2(Γa(Z)

))
. (17.52)

They are interchanged by the operator J :

Jπl
(
a∗(z)

)
J∗ = πr

(
a∗(z)

)
.
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The vector

Ψγ := det(1l + γ)−
1
2 Γ(γ

1
2 )

is gauge-invariant quasi-free for the representations (17.51) and (17.52), and the
one-particle density χ. If γ is non-degenerate, then both (17.51) and (17.52) are
gauge-invariant quasi-free CAR representations.

Standard representations on double Fock spaces

We need to identify the complex conjugate of the Fock space Γa(Z) with the
Fock space over the complex conjugate Γa(Z). Recall that in the bosonic case
this is straightforward. In the fermionic case, however, we will not use the naive
identification, but the identification that “reverses the order of particles”, con-
sistent with the convention adopted in (3.4). More precisely, if z1 , . . . , zn ∈ Z,
then the identification looks as follows:

Γa(Z) � z1 ⊗a · · · ⊗a zn �→ zn ⊗a · · · ⊗a z1 ∈ Γa(Z). (17.53)

(Thus this identification equals Λ times the naive, “non-reversing” identification.)
Note the following chain of identifications:

B2(Γa(Z)
) � Γa(Z)⊗ Γa(Z)

� Γa(Z)⊗ Γa(Z) � Γa(Z ⊕ Z). (17.54)

We denote by Ta : B2
(
Γa(Z)

)→ Γa(Z ⊕ Z) the unitary map given by (17.54).

Proposition 17.38 TaJT ∗
a = ΛΓ(ε).

Proof Consider z1 , . . . , zn , w1 , . . . , wm ∈ Z and

B = |z1 ⊗a · · · ⊗a zn )(w1 ⊗a · · · ⊗a wm | ∈ B2(Γa(Z)
)
.

This corresponds to√
(n + m)!z1 ⊗a · · · ⊗a zn ⊗a w1 ⊗a · · · ⊗a wm

=
√

(n + m)!z1 ⊗a · · · ⊗a zn ⊗a wm ⊗a · · · ⊗a w1 ∈ Γa(Z ⊕ Z).

On the other hand,

B∗ = |w1 ⊗a · · · ⊗a wm )(z1 ⊗a · · · ⊗a zn |
corresponds to√

(n + m)!w1 ⊗a · · · ⊗a wm ⊗a z1 ⊗a · · · ⊗a zn

=
√

(n + m)!w1 ⊗a · · · ⊗a wm ⊗a zn ⊗a · · · ⊗a z1

= (−1)
n (n −1 )

2 + m (m −1 )
2 +nm

√
(n + m)!z1 ⊗a · · · ⊗a zn ⊗a wm ⊗a · · · ⊗a w1

= ΛΓ(ε)
√

(n + m)!z1 ⊗a · · · ⊗a zn ⊗a wm ⊗a · · · ⊗a w1 ,
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where at the last step we used Γ(ε)zi = zi , Γ(ε)wi = wi and

n(n−1)
2 + m (m−1)

2 + nm = (n+m )(n+m−1)
2 .

�

By applying Ta to (17.51) and (17.52), we obtain two new commuting charged
CAR representations

Z � z �→ Taπl
(
a∗(z)

)
T ∗

a = a∗(z, 0) ∈ B
(
Γa(Z ⊕Z)

)
, (17.55)

Z � z �→ Taπr
(
a∗(z)

)
T ∗

a = Λa∗(0, z)Λ ∈ B
(
Γa(Z ⊕ Z)

)
. (17.56)

They are interchanged by the operator ΛΓ(ε):

ΛΓ(ε)a∗(z, 0)Γ(ε)∗Λ∗ = Λa∗(0, z)Λ, z ∈ Z.

Again using a basis diagonalizing γ, as in (17.50), the double Fock space on the
right of (17.54) can be written as an infinite tensor product

∞⊗
i=1

(
Γa(Cei ⊕ Cei),Ω

)
. (17.57)

We have TaΨγ = Ωγ , where

Ωγ :=
∞⊗

i=1
(1 + γi)−

1
2 eγ

1
2
i a∗(ei )a∗(ei )Ω

is gauge-invariant quasi-free for the representations (17.55) and (17.56), and
the one-particle density χ. Clearly, both (17.55) and (17.56) are gauge-invariant
quasi-free CAR representation.

Note that if we set

c =

[
0 γ

1
2

−γ
1
2 0

]
∈ B2

a (Z ⊕ Z,Z ⊕ Z), (17.58)

then

Ωγ = det(1l + c∗c)−
1
4 e

1
2 a∗(c)Ω,

so this is an example of a fermionic Gaussian vector introduced in Def. 16.35,
where it was denoted Ωc .

Araki–Wyss form of standard representation

Using the infinite tensor product decomposition (17.57), we define the following
transformation on Γa(Z ⊕ Z):

Rγ :=
∞⊗

i=1
(1 + γi)−

1
2 eγ

1
2
i a∗(ei )a∗(ei )Γ

(
(1 + γi)

1
2 1l
)
e−γ

1
2
i a(ei )a(ei ) . (17.59)
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Theorem 17.39 Rγ is a unitary operator satisfying

Rγ φ(z1 , z2)R∗
γ = φ

(
(1l− χ)

1
2 z1 + χ

1
2 z2 , χ

1
2 z1 + (1l− χ)

1
2 z2
)
,

Rγ a(z1 , z2)R∗
γ = a

(
(1l− χ)

1
2 z1 + χ

1
2 z2 , 0

)
+a∗(0, χ

1
2 z1 + (1l− χ)

1
2 z2
)
,

Rγ a∗(z1 , z2)R∗
γ = a∗((1l− χ)

1
2 z1 + χ

1
2 z2 , 0

)
+a
(
0, χ

1
2 z1 + (1l− χ)

1
2 z2
)
, (z1 , z2) ∈ Z ⊕ Z,

Rγ Γ(ε)R∗
γ = Γ(ε),

Rγ Ωγ = Ω,

Rγ dΓ(h,−h)R∗
γ = dΓ(h,−h).

Proof Let c be defined as in (17.58). Using

Γ(1l + cc∗) = Γ
(
(1l + γ)⊕ (1l + γ)

)
,

we see that

Rγ := det(1l + cc∗)−
1
4 e

1
2 a∗(c)Γ(1l + cc∗)−

1
2 e−

1
2 a(c) .

Thus Rγ belongs to a class of operators that we know very well and we can
easily show the properties mentioned in the theorem: it is the unitary operator
implementing a j-positive orthogonal transformation given in (16.63). �

By applying Rγ to (17.55) and (17.56), we obtain two new commuting charged
CAR representations

Z � z �→ a∗
γ ,l(z) := Rγ a∗(z, 0)R∗

γ

= a∗((1l− χ)
1
2 z, 0
)

+ a
(
0, χ

1
2 z
) ∈ B

(
Γa(Z ⊕ Z)

)
,

Z � z �→ a∗
γ ,r(z) := Rγ Λa∗(0, z)ΛR∗

γ

= Λ
(
a(χ

1
2 z, 0) + a∗(0, (1l− χ)

1
2 z)
)
Λ ∈ B

(
Γa(Z ⊕ Z)

)
.

They are interchanged by the operator ΛΓ(ε):

ΛΓ(ε)a∗
γ ,l(z)Γ(ε)∗Λ∗ = a∗

γ ,r(z), z ∈ Z.

We have Rγ Ωγ = Ω, hence the Fock vacuum Ω is a quasi-free vector for the
representations a∗

γ ,l and a∗
γ ,r , and the one-particle density χ. Thus, if γ is non-

degenerate, then both are gauge-invariant quasi-free CAR representations. They
are special cases of Araki–Wyss charged CAR representations, which we consider
more generally in the next subsection.

17.2.5 Araki–Wyss representations

In this subsection we will see that Araki–Wyss representations can be defined
more generally, as compared with the framework of the previous subsection.
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Let Z be a Hilbert space. We assume that we are given the operators γ and χ

linked by the relation (17.49). This time we drop the condition that γ is trace-
class. We assume only that γ is positive, possibly with a non-dense domain, and
0 ≤ χ ≤ 1l.

Note that Dom γ = Ran(1l− χ) = Ker(1l− χ)⊥. We have Ker γ = Ker χ, and
set Ker γ−1 := Ker(1l− χ), which amounts to setting (z|γz) = +∞ for z �∈
Dom γ.

Definition 17.40 For z ∈ Z, we define the Araki–Wyss creation operators on
Γa(Z ⊕ Z):

a∗
γ ,l(z) := a∗((1l− χ)

1
2 z, 0
)

+ a
(
0, χ

1
2 z
)
,

a∗
γ ,r(z) :=

(
−a
(
χ

1
2 z, 0
)

+ a∗(0, (1l− χ)
1
2 z)
)
I

= Λ
(
a
(
χ

1
2 z, 0
)

+ a∗(0, (1l− χ)
1
2 z
))

Λ = Λaγ−1 ,l(z)Λ.

For completeness let us write down the adjoints of Araki–Wyss creation oper-
ators, called Araki–Wyss annihilation operators:

aγ ,l(z) := a
(
(1l− χ)

1
2 z, 0
)

+ a∗(0, χ
1
2 z
)
,

aγ ,r(z) :=
(
a∗(χ 1

2 z, 0
)− a

(
0, (1l− χ

) 1
2 z)
)
I

= Λ
(
a∗(χ 1

2 z, 0
)

+ a
(
0, (1l− χ)

1
2 z
))

Λ = Λa∗
γ−1 ,l(z)Λ.

We also have Araki–Wyss field operators:

φγ,l(z) := a∗
γ ,l(z) + aγ ,l(z) = φ

(
(1l− χ)

1
2 z, χ

1
2 z
)
,

φγ ,r(z) := a∗
γ ,r(z) + aγ ,r(z) = −iφ

(
iχ

1
2 z, i(1l− χ)

1
2 z
)
I

= Λφ
(
χ

1
2 z, (1l− χ)

1
2 z
)
Λ = Λφγ−1 ,l(z)Λ.

(See (3.30) for identities concerning Λ.)

Definition 17.41 The von Neumann algebras generated by
{
a∗

γ ,l(z) : z ∈ Z},
resp.

{
a∗

γ ,r(z) : z ∈ Z} will be denoted by CARγ ,l, resp. CARγ ,r and called the
left, resp. right Araki–Wyss algebras.

Clearly,

CARγ ,r = ΛCARγ ,lΛ.

Theorem 17.42 (1) The map

Z � z �→ a∗
γ ,l(z) ∈ B

(
Γa(Z ⊕ Z)

)
is a charged CAR representation. In particular

[aγ ,l(z1), a∗
γ ,l(z2)]+ = (z1 |z2),

[a∗
γ ,l(z1), a∗

γ ,l(z2)]+ = [aγ ,l(z1), aγ ,l(z2)]+ = 0.

It will be called the left Araki–Wyss (charged CAR) representation.
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(2) The map

Z � z �→ a∗
γ ,r(z) ∈ B

(
Γa(Z ⊕ Z)

)
is a charged CAR representation. In particular

[aγ ,r(z1), a∗
γ ,r(z2)]+ = (z1 |z2),

[a∗
γ ,r(z1), a∗

γ ,r(z2)]+ = [aγ ,r(z1), aγ ,r(z2)]+ = 0.

It will be called the right Araki–Wyss (charged CAR) representation.
(3) Set

Ja := ΛΓ(ε). (17.60)

Then

Jaa
∗
γ ,l(z)Ja = a∗

γ ,r(z),

Jaaγ ,l(z)Ja = aγ ,r(z).

(4) The vacuum Ω is a fermionic quasi-free vector for a∗
γ ,l with the 2-point func-

tions (
Ω|aγ ,l(z1)a∗

γ ,l(z2)Ω
)

=
(
z1 |(1l− χ)z2

)
=
(
z1 |(1l + γ)−1z2

)
,(

Ω|a∗
γ ,l(z1)aγ ,l(z2)Ω

)
= (z2 |χz1) =

(
z2 |γ(1l + γ)−1z1

)
,(

Ω|aγ ,l(z1)aγ ,l(z2)Ω
)

=
(
Ω|a∗

γ ,l(z1)a∗
γ ,l(z2)Ω

)
= 0.

(5) CARγ ,l is a factor.
(6) Ker γ = Ker γ−1 = {0} (equivalently, Ker χ = Ker(1l− χ) = {0}) iff Ω is

separating for CARγ ,l iff Ω is cyclic for CARγ ,l. If this is the case, then
Ja and Δ = Γ(γ ⊕ γ−1) are the modular conjugation and modular operator
for (CARγ ,l,Ω).

(7) We have

CAR′
γ ,l = CARγ ,r . (17.61)

(8) If χ = 1
2 1l (or, equivalently, γ = 1l), then the Araki–Wyss representation

coincides with the real-wave representation and CARγ ,l coincides with
CARW ∗

(Z).

Proof Items (1) to (4) follow by straightforward computations.
The proof of (5) uses Prop. 6.44. First note that

[φγ,l(z1), φγ ,r(z2)] = 0.

Consequently CARγ ,l and CARγ ,r commute with one another. Therefore,

(CARγ ,l ∪ CAR′
γ ,l)

′′ ⊃ CARγ ,l ∪ CARγ ,r .

It is easy to see that Ω is cyclic for CARγ ,l ∪ CARγ ,r , which means that Condition
(1) of Prop. 6.44 is satisfied for the vector Ω.
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Set

b(z) = aγ ,l
(
(1l− χ)

1
2 z
)

+ a∗
γ ,r
(
χ

1
2 z
)

= a(z, 0) +
(
−a
(
χz
)

+ a∗(0, (1l− χ)
1
2 χ

1
2 z
))

(1l− I),

b(z) = aγ ,l
(
χ

1
2 z
)− a∗

γ ,r
(
(1l− χ)

1
2 z
)

= a(0, z) +
(
a∗((1l− χ)

1
2 χ

1
2 z, 0
)− a

(
0, (1l− χ

)
z)
)
(1l− I).

For Condition (2) of Prop. 6.44, the set L is defined as

L :=
{
b(z) : z ∈ Z} ∪ {b(z) : z ∈ Z}.

Suppose that Ψ is annihilated by all elements of L. All of them anti-commute
with I; therefore they separately annihilate the even and odd parts of Ψ, i.e.
Ψ± := 1

2 (1l + I)Ψ. We have

b(z)Ψ+ = a(z, 0)Ψ+ = 0,

b(z)Ψ+ = a(0, z)Ψ+ = 0.

Therefore, Ψ+ is proportional to Ω, the Fock vacuum. Moreover,

b(z)Ψ− =
(
a
(
(1l− 2χ)z, 0

)
+ a∗(0, (1l− χ)

1
2 χ

1
2 z
))

Ψ− = 0,

b(z)Ψ− =
(
a∗((1l− χ)

1
2 χ

1
2 z, 0
)− a

(
0, (1l− 2χ)z

))
Ψ− = 0. (17.62)

Define Z0 := Ker(χ− 1
2 1l), and Z1 := Z⊥

0 , so that Z = Z0 ⊕Z1 . We can rewrite
(17.62) as(

a
(
w1 , 0

)
+ a∗(0, (1l− χ)

1
2 χ

1
2 (1l− 2χ)−1w1

))
Ψ− = 0, w1 ∈ Z1 ,(

a∗((1l− χ)
1
2 χ

1
2 (−1l + 2χ)−1w1 , 0

)
+ a
(
0, w1

))
Ψ− = 0, w1 ∈ Z1 ,

a∗(0, w0)Ψ− = a∗(w0 , 0)Ψ− = 0, w0 ∈ Z0 . (17.63)

By Lemma 16.46, Ψ− can be non-zero only if dimZ0 is finite. If this is the
case, by Thm. 16.36 and arguments of Subsect. 16.3.5, Ψ− is proportional to a
fermionic Gaussian vector tensored with an even ceiling vector. In any case, this
means that Ψ− is even. But we know that Ψ− is odd. Hence, Ψ− = 0.

Therefore, Ψ is proportional to Ω. Hence, Condition (2) of Prop. 6.44 is satis-
fied. This proves that CARγ ,l is a factor and ends the proof of (5).

Let us now prove (6). Assume that Ker γ = Ker γ−1 = {0}. Set

τ t(A) := Γ(γ ⊕ γ−1)itAΓ(γ ⊕ γ−1)−it .

We first see that τ t(φγ,l(z)) = φγ,l(γitz), hence τ t preserves CARγ ,l and is a
W ∗-dynamics on CARγ ,l . Next we check that Ω is a (τ,−1)-KMS vector. This is
straightforward for the field operators φγ,l(z). For products of field operators we
use the identities of Prop. 17.32. By Prop. 6.64 we extend the KMS condition to
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CARγ ,l . Applying Prop. 6.65 to the factor CARγ ,l , we obtain that Ω is separating
for CARγ ,l .

We denote by H the closure of CARγ ,lΩ. The vector Ω is cyclic and separating
for CARγ ,l restricted to H. Therefore, we can compute the operators that belong
to the modular theory for Ω, as operators on H.

We fix an o.n. basis {fj}j∈J of Z. Since Ker γ = Ker γ−1 = {0}, we can
moreover assume that fj ∈ Dom γ

1
2 ∩Dom γ− 1

2 . Clearly, the family {ei}i∈I =
{fj , ifj}j∈J is an o.n. basis of Z for the Euclidean scalar product Re(·|·). Set

H1 := Span
{

Π
i∈I1

φγ,l(ei)Ω, I1 ⊂ I finite
}

.

Clearly, H1 is a dense subspace of H. We will prove that

S = JaΓ(γ ⊕ γ−1)
1
2 on H1 . (17.64)

Let (e1 , . . . , en ) be a finite family in {ei}i∈I and

Φ :=
n

Π
i=1

φγ,l(ei)Ω.

We have

SΦ =
1
Π

i=n
φγ ,l(ei)Ω = (−1)n(n−1)/2 n

Π
i=1

φγ,l(ei)Ω.

Note that

Φ =
n

Π
i=1

(
a∗(ui) + a(ui)

)
Ω,

for ui =
(
(1l− χ)

1
2 ei, χ

1
2 ei

)
. To compute Γ(γ ⊕ γ−1)

1
2 Φ, we apply Prop. 3.53 (1).

We obtain

Γ(γ ⊕ γ−1)
1
2 Φ

=
n

Π
i=1

(
a∗(χ 1

2 ei, (1l− χ)
1
2 ei

)
+ a
(
χ− 1

2 (1l− χ)ei, χ(1l− χ)−
1
2 ei

))
Ω,

and hence

Γ(ε)Γ(γ ⊕ γ−1)
1
2 Φ

=
n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)
+ a
(
χ(1l− χ)−

1
2 ei, χ

− 1
2 (1l− χ)ei

))
Ω.

Using (3.30), we finally get that

ΛΓ(ε)Γ(γ ⊕ γ−1)
1
2 Φ

= (−1)n(n−1)/2
n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)− a
(
χ(1l− χ)−

1
2 ei, χ

− 1
2 (1l− χ)ei

))
Ω.
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Hence, to prove that SΦ = JaΓ(γ ⊕ γ−1)
1
2 Φ, it remains to check that

n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)
+ a
(
(1l− χ)

1
2 ei, χ

1
2 ei

))
Ω

=
n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)− a
(
χ(1l− χ)−

1
2 ei, χ

− 1
2 (1l− χ)ei

))
Ω.

(17.65)

We can Wick-order both sides of (17.65) by moving annihilation operators to
the right until they act on Ω. For the l.h.s., we pick terms coming from the
anti-commutation relations that are products of

L(i, k) :=
(
(1l− χ)

1
2 ei |(1l− χ)

1
2 ek

)
Z

+
(
χ

1
2 ei |χ 1

2 ek

)
Z

= (ei |ek )Z − (ei |χek )Z + (ek |χei)Z .

For the r.h.s., we obtain identical terms with L(i, k) replaced with

R(i, k) := −
(
χ(1l− χ)−

1
2 ei |(1l− χ)

1
2 ek

)
Z
−
(
χ− 1

2 (1l− χ)ei |χ 1
2 ek

)
Z

= − (ek |ei)Z − (ei |χek )Z + (ek |χei)Z .

Therefore,

L(i, k)−R(i, k) = 2Re(ei |ek ) = 2δi,k .

This ends the proof of (17.64).
By Prop. 6.59, we know that the closure of S

∣∣
H1

equals S. Moreover, we easily

see that Γ(γ ⊕ γ−1)
1
2 preserves H and is essentially self-adjoint on H1 . Since

Ja is isometric, (17.64) implies that S = JaΓ(γ ⊕ γ−1)
1
2 , as an identity between

closed operators on H. It also proves that the modular conjugation is given by
Ja
∣∣
H and the modular operator is given by Γ(γ, γ−1)

∣∣
H.

Now,

φγ,l(z1) · · ·φγ,l(zn )Jaφγ,l(wm ) · · ·φγ,l(w1)Ω

= φγ,l(z1) · · ·φγ,l(zn )φγ,r(wm ) · · ·φγ,r(w1)Ω.

This easily implies that CARγ ,lJaCARγ ,lΩ is dense in Γa(Z ⊕ Z). But

CARγ ,lJaCARγ ,lΩ ⊂ H,

hence H is dense in Γa(Z ⊕ Z), which proves that Ω is cyclic. This ends the proof
of the ⇒ part of (6), as well as giving the formulas for the modular conjugation
and the modular operator.

We first prove (7) under the assumption that Ker γ = Ker γ−1 = {0}. By the
⇒ part of (6), we know that Ω is cyclic and separating for CARγ ,l , and Ja is
the modular conjugation for Ω. Applying the modular theory, we have CAR′

γ ,l =
JaCARγ ,lJa = CARγ ,r by (3).

To prove the general case, we will invoke some of the results to be proven only
in the next section. Set Z0 = Ker χ, Z2 = Ker(1l− χ), and write

Z = Z0 ⊕Z1 ⊕Z2 . (17.66)
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We set

V :=
{(

(1l− χ)
1
2 z, χ

1
2 z
)

: z ∈ Z
}

,

which is a closed real subspace of W = Z ⊕ Z. From (17.66) we obtain

V = V0 ⊕ V1 ⊕ V2 ,

for

V0 = {(z0 , 0) : z0 ∈ Z0}, V2 = {(0, z2) : z2 ∈ Z2},
V1 =

{(
(1l− χ1)

1
2 z1 , χ1

1
2 z1
)

: z1 ∈ Z1

}
.

We have, with the notation in Subsect. 17.3.1,

iVperp
0 = {(0, z0) : z0 ∈ Z0}, iVperp

2 = {(z2 , 0) : z2 ∈ Z2},
iVperp

1 =
{(

χ
1
2
1 z1 , (1l− χ1)

1
2 z1
)

: z1 ∈ Z1

}
.

With the notation of Subsect. 17.3.5, CARγ ,l is identified with CAR(V), hence
(7) follows from Thm. 17.61.

It remains to prove the ⇐ part of (6). If Kerχ �= {0}, then

Γa({0} ⊕ Z0) ⊥ CARγ ,lΩ

and aγ ,l(z0)Ω = 0 for z0 ∈ Z0 , hence Ω is neither cyclic not separating for CARγ ,l .
Similarly, if Ker(1l− χ) �= {0}, then Γa(Z2 ⊕ {0}) ⊥ CARγ ,lΩ and a∗

γ ,l(z2)Ω =
0 for z2 ∈ Z2 . This completes the proof of (6). �

17.2.6 Quasi-free CAR representations as Araki–Wyss

representations

Every quasi-free charged CAR representation can be realized as an Araki–Wyss
representation.

Theorem 17.43 Let Z be a Hilbert space. Let

Z � z �→ aπ∗(z) ∈ B(H)

be a charged CAR representation with a gauge-invariant cyclic quasi-free vector
Ψ. Let χ be defined by

z1 ·χz2 =
(
Ψ|aπ∗(z2)aπ (z1)Ψ

)
, z1 , z2 ∈ Z.

Then, for γ := χ(1l− χ)−1 , there exists an isometry U : H → Γa(Z ⊕ Z) such
that

UΨ = Ω,

Uaπ∗(z) = a∗
γ ,l(z)U, z ∈ Z.
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460 Quasi-free states

17.2.7 Free Fermi gas at positive temperatures

This subsection is parallel to Subsect. 17.1.7 about the free Bose gas. We start
with h, a positive self-adjoint operator on a Hilbert space Z. Consider a quan-
tum system described by the Hamiltonian H := dΓ(h) on the Hilbert space
Γa(Z). Clearly, (Ω| · Ω) describes the ground state of the system. On the algebra
B
(
Γa(Z)

)
we have the dynamics

τ t(A) := eitH Ae−itH , A ∈ B
(
Γa(Z)

)
, t ∈ R.

We also have a natural charged CAR representation Z � z �→ a∗(z) ∈ B
(
Γa(Z)

)
and the corresponding neutral CAR representation Z � z �→ φ(z) =
a∗(z) + a(z) ∈ Bh

(
Γa(Z)

)
. They satisfy

τ t
(
a∗(z)

)
= a∗(eithz), τ t

(
φ(z)
)

= φ(eithz), z ∈ Z.

Suppose that we consider the above quantum system at a positive temperature.
Let β ≥ 0 denote the inverse temperature. If

Tr e−βh <∞, (17.67)

we can consider the Gibbs state given by the density matrix

e−βdΓ(h)/Tr e−βdΓ(h) . (17.68)

Again, the formalism based on the Gibbs state with the density matrix (17.68)
breaks down at infinite volume, for instance in the case of (17.36).

As in the case of the Bose gas, we distinguish three possible formalisms for
infinitely extended systems:

(1) the thermodynamic limit,
(2) the W ∗ approach,
(3) the C∗ approach.

The general framework of the thermodynamic limit in the Fermi case is analo-
gous to that in the Bose case. Therefore, we do not describe it separately.

W ∗ approach

The W ∗-approach to free Fermi systems is also analogous to that for Bose sys-
tems. We just replace Araki–Woods representations with Araki–Wyss represen-
tations. Let us, however, describe this in detail, apologizing to the reader for
almost verbatim repetitions from the bosonic case.

Consider the space Γa(Z ⊕ Z). For z ∈ Z, define

a∗
β (z) := a∗((1l + e−βh)−

1
2 z, 0
)

+ a
(
0, (1l + eβh)−

1
2 z
)
. (17.69)

Then

Z � z �→ a∗
β (z) ∈ B

(
Γa(Z ⊕ Z)

)
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17.2 Fermionic quasi-free states 461

is a charged CAR representation. In fact, it is the Araki–Wyss representation
for the Fermi–Dirac density (1l + eβh)−1 . The von Neumann algebra generated
by (17.69) will be denoted by CARβ . Set

L := dΓ
(
h⊕ (−h)

)
.

Then

τ t
β (A) := eitLAe−itL , A ∈ CARβ ,

is a W ∗-dynamics on CARβ . The state

ωβ (A) := (Ω|AΩ), A ∈ CARβ ,

is a β-KMS state for the W ∗-dynamics τβ .

C∗ approach

Again, the C∗ approach for fermions follows the same lines as the C∗ approach
for bosons. There is, however, a difference: there exists a natural choice of a
C∗-algebra, which seemed not to be the case for bosons.

Consider the C∗-algebra CARC ∗
(Z), where Z is equipped with the Euclidean

structure 1
2 Re(·|·), as well as the usual charge symmetry. Define the dynamics

on CARC ∗
(Z) by setting

τ t
(
a∗(z)

)
:= a∗(eithz), z ∈ Z.

It is easy to see that, for any β ∈ [−∞,∞], there exists on CARC ∗
(Z) a unique

state β-KMS for the dynamics τ . It is the gauge-invariant quasi-free state given
by

ωβ

(
a(z1)a∗(z2)

)
=
(
z1 |(1l + e−βh)−1z2

)
, z1 , z2 ∈ Z.

We can then pass to the GNS representation, obtaining (Hβ , πβ ,Ωβ ), and the
Liouvillean Lβ .

In the case of β =∞ (the zero temperature), we obtain, up to unitary equiv-
alence, H∞ = Γs(Z), π∞

(
W (z)

)
= W (z), Ω∞ = Ω and L∞ = H. This is the

quantum system that we started with at the beginning of the subsection.
In the case −∞ < β < ∞ (positive temperatures), we obtain the Araki–Wyss

representation for γ = e−βh described in (17.69).
Note that in the fermionic case the C∗-algebraic approach is better justified

than in the bosonic case. The algebra CARC ∗
(Z) can be viewed as a natural

algebra to describe observables of a fermionic system. Because of the boundedness
of fermionic fields, it is more likely that we will be able to define a dynamics on
this algebra, even in the presence of non-trivial interactions.
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462 Quasi-free states

17.3 Lattices of von Neumann algebras on a Fock space

Let W be a complex Hilbert space. With every real closed subspace V of W
we can naturally associate the von Neumann sub-algebra M(V) of B

(
Γs/a(W)

)
generated by fields based on V. These von Neumann sub-algebras form a complete
lattice. Properties of this lattice are studied in this section. They have important
applications in quantum field theory.

The material of this section is closely related to the Araki–Woods and Araki–
Wyss representations. In fact, the algebras CCRγ ,l and CARγ ,l coincide with the
algebras M(V) for appropriate real subspaces V inside Z ⊕ Z.

17.3.1 Pair of subspaces in a Hilbert space

In this subsection we consider one of the classic problems of the theory of Hilbert
spaces: how to describe a relative position of two closed subspaces.

Suppose that Y is a real or complex Hilbert space and P, Q are closed sub-
spaces in Y. Let p, resp. q be the orthogonal projections onto P, resp. Q.

Proposition 17.44 (P ∩Q) + (P⊥ ∩Q⊥) = Ker(p− q).

Proof The ⊂ part is obvious.
Let y ∈ Y. If (p− q)y = 0, then y = py + (1l− q)y, where py = qy ∈ P ∩Q and

(1l− p)y = (1l− q)y ∈ P⊥ ∩Q⊥. This shows the ⊃ part. �

Proposition 17.45 The following conditions are equivalent:

(1) Ker(p− q) = {0}.
(2) P ∩Q = P⊥ ∩Q⊥ = {0}.
(3) P ∩Q = {0} and P +Q is dense in Y.

Proof The equivalence of (1) and (2) follows by Prop. 17.44.
The equivalence of (2) and (3) follows by

{0} = (P +Q)⊥ = P⊥ ∩Q⊥.

�

Definition 17.46 We say that a pair (P,Q) is in generic position if

P ∩Q = P⊥ ∩Q⊥ = P⊥ ∩Q = P⊥ ∩Q = {0}.
Set m := p + q − 1l, n := p− q, which are bounded self-adjoint operators. The

following relations are immediate:

n2 = 1l−m2 = p + q − pq − qp,

nm = −mn = qp− pq, (17.70)

−1l ≤ m ≤ 1l, −1l ≤ n ≤ 1l .
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Proposition 17.47 (P,Q) are in generic position iff

Ker m = Ker n = {0}. (17.71)

If this is the case, we also have

Ker(m± 1l) = {0}, Ker(n± 1l) = {0}. (17.72)

Proof The following identities follow from Prop. 17.44:

Ker n = Ker p ∩Ker q + Ker(1l− p) ∩Ker(1l− q),

Ker m = Ker p ∩Ker(1l− q) + Ker(1l− p) ∩Ker q.

This yields (17.71). We also obviously have

Ker(n− 1l) = Ker(1l− p) ∩Ker q, Ker(n + 1l) = Ker p ∩Ker(1l− q),

Ker(m− 1l) = Ker(1l− p) ∩Ker(1l− q), Ker(m + 1l) = Ker p ∩Ker q,

which proves (17.72). �

The following result is immediate:

Proposition 17.48 Set

Y0 :=
(P ∩Q+ P⊥ ∩Q⊥ + P⊥ ∩Q+ P ∩Q⊥)⊥ ,

P0 := P ∩ Y0 , Q0 := Q∩ Y0 .

Then the following direct sum decomposition holds:

Y = P ∩Q ⊕ P⊥ ∩Q⊥ ⊕ P⊥ ∩Q ⊕ P ∩Q⊥ ⊕ Y0 ,

P = P ∩Q ⊕ {0} ⊕ {0} ⊕ P ∩Q⊥ ⊕ P0 ,

Q = P ∩Q ⊕ {0} ⊕ P⊥ ∩Q ⊕ {0} ⊕ Q0 .

Moreover, the pair (P0 ,Q0) is in generic position in Y0 .

Theorem 17.49 Let (P,Q) be a pair of subspaces in generic position. Then the
following is true:

(1) There exists a unitary (orthogonal in the real case) involution ε, a subspace
Z of Y such that Z⊥ = εZ, and a self-adjoint operator χ on Z satisfying

0 < χ < 1
2 1l,{(

(1l− χ)
1
2 z, εχ

1
2 z
)

: z ∈ Z
}

= P,{(
χ

1
2 z, ε(1l− χ)

1
2 z
)

: z ∈ Z
}

= Q.

(2) Set ρ := χ(1l− 2χ)−1 . Then

ρ > 0,{(
(1l + ρ)

1
2 z, ερ

1
2 z
)

: z ∈ Dom ρ
1
2

}
= P,{(

ρ
1
2 z, ε(1l + ρ)

1
2 z
)

: z ∈ Dom ρ
1
2

}
= Q.
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Proof We introduce the polar decompositions of n and m:

n = |n|ε = ε|n|, m = κ|m| = |m|κ.

Clearly, ε, κ are unitary/orthogonal operators satisfying ε2 = κ2 = 1l. Moreover,
using (17.70) we obtain

κε = −εκ, εm = −mε, κn = −nκ. (17.73)

Set

Z := Ker(κ− 1l) = Ran 1l]0,1[(m).

We have

εZ = Ker(κ + 1l) = Ran 1l]−1,0[(m),

hence εZ = Z⊥.
Let 1lZ be the orthogonal projection from Y onto Z. Clearly,

1lZ = 1l]0,1[(m), ε1lZε = 1l− 1lZ = 1l]−1,0[(m).

We claim that P is the closure of pZ. Indeed, P is closed and contains pZ.
Let y ∈ P ∩ (pZ)⊥. Then

0 = (y|p1lZy) = (y|1lZy) = ‖1lZy‖2 ,

hence y ∈ Z⊥. Therefore, using q = m + 1l− p, we obtain

(y|qy) = (y|my) ≤ 0.

Hence, qy = 0, and so y ∈ Q⊥. Remember that y ∈ P, hence, by the generic
position, y = 0.

Set χ := 1
2 1lZ(1l−m). Clearly, 0 < χ < 1

2 1l. Using p = m+n+1l
2 , we obtain

p1lZ =
m + 1l

2
1lZ +

ε|n|
2

1lZ

=
m + 1l

2
1lZ +

ε(1l−m2)
1
2

2
1lZ

=
(
(1l− χ) + εχ

1
2 (1l− χ)

1
2

)
1lZ .

Thus

pZ =
(
(1l− χ)

1
2 + εχ

1
2

)
(1l− χ)

1
2 Z. (17.74)

The operator

(1l− χ)
1
2 1lZ + εχ

1
2 1lZ
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is an isometry from Z into Y. Therefore,(
(1l− χ)

1
2 + εχ

1
2

)
Z (17.75)

is closed. (1l− χ)
1
2 Z is dense in Z. Therefore, (17.75) is the closure of (17.74).

We proved that P is the closure of pZ. Hence, (17.75) equals P. This completes
the proof of the first identity of (1).

To prove (2), we note that every z ∈ Z can be written as

z = (1l + 2ρ)
1
2 z1 , z1 ∈ Dom ρ

1
2 .

We then have

(1l− χ)
1
2 z + εχ

1
2 z = (1l + ρ)

1
2 z1 + ερ

1
2 z1 ,

χ
1
2 z + ε(1l− χ)

1
2 z = ρ

1
2 z1 + ε(1l + ρ)

1
2 z1 ,

which immediately implies (2). �

17.3.2 Real subspaces in a Hilbert space

This subsection is devoted to another classic problem, closely related to the
previous subsection: how to describe the position of a closed real subspace in a
complex Hilbert space. This analysis will then be used in both the bosonic and
the fermionic case.

Let (W, (·|·)) be a complex Hilbert space. Then (WR,Re(·|·)) is a real Hilbert
space and (WR, Im(·|·)) is a symplectic space. Clearly, if V ⊂ W is a real vector
space, V ∩ iV and V + iV are complex vector spaces.

Definition 17.50 If U ⊂ W, then we have three kinds of complements of U :

U⊥ :=
{
w ∈ W : (v|w) = 0, v ∈ U},

Uperp :=
{
w ∈ W : Re(v|w) = 0, v ∈ U},

iUperp =
{
w ∈ W : Im(v|w) = 0, v ∈ U} = (iU)perp .

U⊥, Uperp , resp. iUperp will be called the complex orthogonal, the real orthogonal,
resp. the symplectic complement of U .

Clearly, Uperp and iUperp are closed real vector subspaces of W. If V is a
complex vector subspace, then Vperp = iVperp = V⊥.

Let V be a closed real subspace of W. Let us remark that (iV)perp = i(V)perp .
Moreover, i(iVperp)perp = V.

Definition 17.51 We will say that V ⊂ W is in generic position if

V ∩ iV = V ∩ iVperp = {0}.
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Proposition 17.52 The following conditions are equivalent:

(1) V is in generic position.
(2) (V, iV) is in generic position in WR.
(3) (V, iVperp) is in generic position in WR.

The following result is an analog of Prop. 17.48:

Proposition 17.53 Let V be a closed real subspace of W. Set

W1 := V ∩ iVperp + (iV ∩ Vperp), V1 := V ∩ iVperp ,

W+ := V ∩ iV, W− := Vperp ∩ iVperp ,

W0 := (W+ +W− +W1)⊥, V0 := V ∩W0 .

Then the following is true:

(1) W−, W+ , W0 , W1 are closed complex subspaces of W.
(2) The following direct sum decompositions hold:

W = W1 ⊕ W+ ⊕ W− ⊕ W0 ,

V = V1 ⊕ W+ ⊕ {0} ⊕ V0 ,

iVperp = V1 ⊕ {0} ⊕ W− ⊕ iVperp
0 ,

where Vperp
0 is the real orthogonal of V0 inside W0 .

(3) W1 ∩ V =W1 ∩ iVperp = V1 = iVperp
1 , where Vperp

1 is the real orthogonal
complement of V1 inside W1 .

(4) W+ ∩ V = W+ , W+ ∩ iVperp = {0}.
(5) W− ∩ V = {0}, W− ∩ iVperp = W−.
(6) W0 ∩ V = V0 , W0 ∩ iVperp = iVperp

0 . Moreover, V0 is in generic position
in W0 .

In other words, given a closed real subspace V ⊂ W, one can decompose W
into four complex subspaces such that V decomposes into subspaces which are
respectively complex, in generic position, Lagrangian and zero.

We can define the operators m, n for the pair of subspaces V, Vperp , as in the
previous subsection. They are self-adjoint in the sense of the real Hilbert space
WR. m is linear, whereas n is anti-linear on W. Therefore, κ is unitary and ε is
anti-unitary. We can use ε

∣∣
Z as the (external) conjugation and identify εZ with

Z. This gives a unitary identification

W � Z ⊕Z.

Note that

ε(z1 , z2) := (z2 , z1)

and εV = iVperp .
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Now Thm. 17.49 (1) can be reformulated in the following way, which is adapted
to the Araki–Wyss representation:{(

(1l− χ)
1
2 z, χ

1
2 z
)

: z ∈ Z
}

= V,{(
χ

1
2 z, (1l− χ)

1
2 z
)

: z ∈ Z
}

= iVperp . (17.76)

Thm. 17.49 (2) can be reformulated as follows, which is adapted to the Araki–
Woods representation:{(

(1l + ρ)
1
2 z, ρ

1
2 z
)

: z ∈ Dom ρ
1
2

}
= V,{(

ρ
1
2 z, (1l + ρ)

1
2 z
)

: z ∈ Dom ρ
1
2

}
= iVperp . (17.77)

In the following proposition, which follows immediately from (17.76) and
(17.77), for typographical reasons we will write τz for z, where z ∈ Z. We con-
sider W as a Kähler space with the Euclidean, resp. symplectic form given by
Re(·|·), resp. Im(·|·). It is equipped with an anti-involution and conjugation

j =
[

i1l 0
0 −i1l

]
, ε =

[
0 τ−1

τ 0

]
.

We also have the operators χ and ρ on Z. Recall that the notion of a j-positive
orthogonal transformation was defined in Def. 16.8.

Proposition 17.54 Let V be a closed real vector subspace of a complex Hilbert
space W in generic position.

(1) Define the operator ra on W by

ra =

[
(1l− χ)

1
2 χ

1
2 τ−1

−χ
1
2 τ (1l− χ)

1
2

]
.

Then ra is a j-positive orthogonal transformation on W commuting with ε,
and raZ = V.

(2) Define the operator rs : Dom(ρ
1
2 )⊕Dom(ρ

1
2 ) →W by

rs =

[
(1l + ρ)

1
2 ρ

1
2 τ−1

ρ
1
2 τ (1l + ρ)

1
2

]
.

Then rs is a positive symplectic transformation on W commuting with ε, and
rsDom(ρ

1
2 ) = V.

Note that the transformations rs , resp. ra yield the Bogoliubov rotations imple-
mented by the operators (17.27) and (17.59), which were used in Subsect. 17.1.4,
resp. 17.2.4 to introduce the Araki–Woods, resp. Araki–Wyss representations.
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17.3.3 Complete lattices

In this subsection we recall some definitions about abstract lattices. They provide
a convenient language that can be used to express some properties of a class of
von Neumann algebras acting on a Fock space.

Definition 17.55 Let (X,≤) be an ordered set. Let {xi : i ∈ I} be a non-empty
subset of X. One says that u ∈ X is a largest minorant of {xi : i ∈ I} if

(1) i ∈ I implies u ≤ xi,
(2) v ≤ xi for all i ∈ I implies v ≤ u.

If {xi : i ∈ I} has a largest minorant, then it is unique. The largest minorant
of a set {xi : i ∈ I} is usually denoted by ∧

i∈I
xi.

We define similarly the smallest majorant of {xi : i ∈ I}, which is usually
denoted by ∨

i∈I
xi.

One says that (X,≤) is a complete lattice if every non-empty subset of X

has the largest minorant and the smallest majorant. It is then equipped with the
operations ∧ and ∨.

Definition 17.56 One says that the complete lattice (X,≤) is complemented if
it is equipped with a map X � x �→ ∼x ∈ X such that

(1) ∼(∼x) = x,
(2) x1 ≤ x2 implies ∼x2 ≤∼x1 ,
(3) ∼ ∧

i∈I
xi = ∨

i∈I
∼ xi.

The operation ∼will be called a complementation.

Let us give some examples of complemented lattices that will be useful in the
sequel.

Example 17.57 (1) Let W be a topological vector space. Then the set
Subsp(W) of closed vector subspaces of W equipped with the order ⊂ is a
complete lattice with

∧
i∈I
Vi = ∩

i∈I
Vi , ∨

i∈I
Vi =

(
Σ

i∈I
Vi

)cl
.

(2) If W is a (real or complex) Hilbert space, then the map V �→ V⊥ is a com-
plementation on (Subsp(W),⊂).

(3) If W is a complex Hilbert space, then (Subsp(WR),⊂) denotes the lattice of
closed real subspaces of W. Then V �→ Vperp and V �→ iVperp are complemen-
tations on this lattice.

(4) Now let H be a Hilbert space and vN(H) be the set of von Neumann algebras
in B(H) equipped with the order ⊂. Then (vN(H),⊂) is also a complete
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lattice with

∧
i∈I

Mi = ∩
i∈I

Mi , ∨
i∈I

Mi =
(
∪

i∈I
Mi

)′′

.

The map M �→ M′ is a complementation on (vN(H),⊂).

17.3.4 Lattice of von Neumann algebras on a bosonic Fock space

Let W be a complex Hilbert space. We identify W with Re(W ⊕W) using w �→
1√
2
(w,w); see (1.29). Consider the Hilbert space Γs(W) and the corresponding

Fock representation W � w �→W (w) ∈ U
(
Γs(W)

)
.

Definition 17.58 For a real subspace V ⊂ W, we define the von Neumann
algebra

Ms(V) :=
{
W (w) : w ∈ V}′′ ⊂ B

(
Γs(W)

)
.

Using von Neumann’s density theorem and the fact that W ∈ w �→ W (w) is
strongly continuous (see Thm. 9.5), we see that Ms(V) = Ms(Vcl). Therefore, in
the sequel it suffices to consider closed real subspaces of W.

Theorem 17.59 (1) Ms(V1) = Ms(V2) iff V1 = V2 ;
(2) V1 ⊂ V2 implies Ms(V1) ⊂Ms(V2);
(3) Ms(W) = B

(
Γs(W)

)
and Ms({0}) = C1l;

(4) Ms(∨i∈IVi) = ∨i∈I Ms(Vi);
(5) Ms(∩i∈IVi) = ∩i∈I Ms(Vi);
(6) Ms(V)′ = Ms(iVperp);
(7) Ms(V) is a factor iff V ∩ iVperp = {0}.
Proof To prove (1), let V1 , V2 be two distinct closed subspaces. We may assume
that V2 �⊂ V1 , and hence iVperp

1 �⊂ iVperp
2 . For w ∈ iVperp

1 \iVperp
2 , we have W (w) ∈

Ms(V1)′\Ms(V2)′. This implies that Ms(V1)′ �= Ms(V2)′, which proves (1).
(2) and (3) are immediate, as are the ⊃ part of (4) and the ⊂ part of (5). The

⊂ part of (4) follows again from the strong continuity of w �→W (w). If we know
(6), then the ⊃ part of (5) follows from the ⊂ part of (4). (7) follows from (1),
(5) and (6).

Thus it remains to prove (6). Assume first that V is in generic position in W.
Then, using Thm. 17.49 and identifying εZ with Z, we obtain a decomposition
W = Z ⊕ Z and a positive operator ρ on Z such that{(

(1l + ρ)
1
2 z, ρ

1
2 z
)

: z ∈ Z
}

= V.

This implies that Ms(V) is the left Araki–Woods algebra CCRγ ,l . By Thm. 17.24,
we know that the commutant of CCRγ ,l is CCRγ ,r . But, again by Thm. 17.49,{(

ρ
1
2 z + (1l + ρ)

1
2 z
)

: z ∈ Z
}

= iVperp .
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Therefore, CCRγ ,r coincides with Ms(iVperp). This ends the proof of (6), if V is
in generic position.

For an arbitrary real subspace V, we write as in Prop. 17.53:

W = W+ ⊕W0 ⊕W1 ⊕W−,

V = W+ ⊕ V0 ⊕ V1 ⊕ {0},
iVperp = {0} ⊕ iVperp

0 ⊕ V1 ⊕W−,

where V0 is in generic position and W1 = CV1 . Using the exponential law, we
have the unitary identifications

B
(
Γs(W)

) � B
(
Γs(W+)

)⊗B
(
Γs(W0)

)⊗B
(
Γs(W1)

)⊗B
(
Γs(W−)

)
,

Ms(V) � B
(
Γs(W+)

)⊗Ms(V0)⊗Ms(V1)⊗ 1l,

Ms(iVperp) � 1l⊗Ms(iVperp
0 )⊗Ms(V1)⊗B

(
Γs(W−)

)
.

Since V0 is in generic position in W0 , Ms(V0)′ = Ms(iVperp
0 ). Since W1 = CV1 ,

using the real-wave representation of Sect. 9.3, we see that Ms(V1)′ = Ms(V1).
Therefore, Ms(V)′ = Ms(iVperp), which completes the proof (6). �

We can interpret Thm. 17.59 as the fact that the map V �→ Ms(V) is an order
preserving isomorphism between the complete lattice of closed real subspaces
of W and the complete lattice of von Neumann algebras Ms(V) ⊂ B

(
Γs(W)

)
,

preserving the operations ∧, ∨, and the complementations given respectively by
the symplectic complement and the commutant.

17.3.5 Lattice of von Neumann algebras on a fermionic Fock space

In this subsection we consider the fermionic analog of Thm. 17.59. Again let
W be a complex Hilbert space, and let us identify W with Re(W ⊕W) using
w �→ (w,w); see (1.29). Consider the Hilbert space Γa(W) and the corresponding
Fock representation W � w �→ φ(w) ∈ Bh

(
Γa(W)

)
.

Definition 17.60 For a real subspace V ⊂ W, we define the von Neumann
algebra

Ma(V) := {φ(w) : w ∈ V}′′ ⊂ B
(
Γa(W)

)
.

As usual, set Λ = (−1)N (N −1l)/2 .
Note first that, by the norm continuity of W � w �→ φ(w), we have Ma(V) =

Ma(Vcl). Therefore, in the sequel it suffices to consider closed real subspaces of
W.

Theorem 17.61 (1) Ma(V1) = Ma(V2) iff V1 = V2 ,
(2) V1 ⊂ V2 implies Ma(V1) ⊂ Ma(V2),
(3) Ma(W) = B

(
Γs(W)

)
and Ma({0}) = C1l,

(4) Ma(∨i∈IVi) = ∨i∈I Ma(Vi),
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(5) Ma(∩i∈IVi) = ∩i∈I Ma(Vi),
(6) Ma(V)′ = ΛMa(iVperp)Λ.

The proof of Thm. 17.61 is very similar to the proof of Thm. 17.59. The
main additional difficulty is the behavior of the fermionic fields under the tensor
product, which is studied in the following theorem.

Theorem 17.62 Let Wi, i = 1, 2, be two Hilbert spaces and W = W1 ⊕W2 . Let
us unitarily identify Γa(W) with Γa(W1)⊗ Γa(W2) by the exponential law (see
Subsect. 3.3.7). Let Vi ⊂ Wi be closed real subspaces. Then

Ma(V1 ⊕ V2) �
(
Ma(V1)⊗1l+(−1)N1 ⊗N2 1l⊗Ma(V2)(−1)N1 ⊗N2

)′′
; (17.78)

Ma(V1 ⊕ {0}) � Ma(V1)⊗ 1l; (17.79)

Ma(W1 ⊕ V2) � B
(
Γa(W1)

)⊗Ma(V2); (17.80)

ΛMa(V1 ⊕W2)Λ � Λ1Ma(V1)Λ1 ⊗B
(
Γa(W2)

)
; (17.81)

ΛMa({0} ⊕ V2)Λ � 1l⊗ Λ2Ma(V2)Λ2 . (17.82)

Proof Clearly, for v1 ∈ V1 ,

φ(v1 , 0) � φ(v1)⊗ 1l.

Therefore, (17.79) holds. By Thm. 3.56, for v2 ∈ V2 , we have

φ(0, v2) � (−1)N1 ⊗ φ(v2) = (−1)N1 ⊗N2 1l⊗ φ(v2)(−1)N1 ⊗N2 .

Therefore,

Ma({0} ⊕ V2) � (−1)N1 ⊗N2 1l⊗Ma(V2)(−1)N1 ⊗N2 . (17.83)

Now (17.79) and (17.83) imply (17.78), which implies

Ma(V1 ⊗W2) � (−1)N1 ⊗N2 Ma(V1)⊗B
(
Γa(V2)

)
(−1)N1 ⊗N2 . (17.84)

Noting that Λ � (−1)N1 ⊗N2 Λ1 ⊗ Λ2, (17.83) implies (17.82), and (17.84) implies
(17.81). �

Proof of Thm. 17.61. To prove (1), let V1 , V2 be two distinct closed subspaces.
We may assume that V2 �⊂ V1 , and hence iVperp

1 �⊂ iVperp
2 . For w ∈ iVperp

1 \iVperp
2 ,

using (3.30), we have Λφ(w)Λ ∈Ma(V1)′\Ma(V2)′. This implies that Ma(V1)′ �=
Ma(V2)′, which implies (1). (2) and (3) are immediate. The proof of (4), (5) are
similar to the bosonic case, given (6).

It remains to prove (6). Assume first that V is in generic position in W. By
Prop. 17.53, we can write

W = W0 ⊕W1 ,

V = V0 ⊕ V1 ,

iVperp = iVperp
0 ⊕ V1 ,
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where V0 is in generic position in W0 and iVperp
1 = CV1 , where the orthogonal

complement is taken inside W. Again using Thm. 17.49, we obtain a decompo-
sition W0 = Z ⊕ Z together with a self-adjoint operator 0 ≤ χ ≤ 1

2 1l such that
Ker χ = Ker(χ− 1

2 1l) = {0} and{
(1l− χ)

1
2 z + χ

1
2 z : z ∈ Z}⊕ V1 = V,{

χ
1
2 z + (1l− χ)

1
2 z : z ∈ Z}⊕ V1 = iVperp .

Then we are in the framework of Thm. 17.42, which implies that Ma(V)′ =
ΛMa(iVperp)Λ.

For an arbitrary V, we write

W = W+ ⊕W0 ⊕W1 ⊕W−,

V = W+ ⊕ V0 ⊕ V1 ⊕ {0},
iVperp = {0} ⊕ i(V0 ⊕ V1)perp ⊕W−,

where V0 , V1 are as above. Using Thm. 17.62, we have the unitary identifications

B
(
Γa(W)

) � B
(
Γa(W+)

)⊗B
(
Γa(W0 ⊕ CV1)

)⊗B
(
Γa(W−)

)
,

Ma(V) � B
(
Γa(W+)

)⊗Ma(V0 ⊕ V1)⊗ 1l.

Let N01 , resp. N01− be the number operator on Γa(W0 ⊕W1), resp Γa(W0 ⊕
W1 ⊕W−). We define Λ01, resp. Λ01− in the obvious way. The commutant of
Ma(V) is

Ma(V)′ � 1l⊗Ma(V0 ⊕ V1)′ ⊗B
(
Γa(W−)

)
= 1l⊗ Λ01Ma(i(V0 ⊕ V1)perp)Λ01 ⊗B

(
Γa(W−)

)
� 1l⊗ Λ01−Ma(i(V0 ⊕ V1 ⊕ {0})perp)Λ01−
� ΛMa(iVperp)Λ,

again using Thm. 17.62. �

17.3.6 Even fermionic von Neumann algebras

We continue within the framework of the previous subsection.

Definition 17.63 For a real subspace V of W, we introduce the even part of the
fermionic von Neumann algebra Ma(V):

Ma,0(V) :=
{
A ∈ Ma(V) : IAI = A

}
= Ma(V) ∩ {I}′.

Recall that we described the commutant of Ma(V) in terms of the symplectic
complement: Ma(V)′ = ΛMa(iVperp)Λ. If we are interested just in the even part
of the commutant, the role of the symplectic complement can be to some extent
taken by the real orthogonal complement:

Proposition 17.64 We have Ma(V)′ ∩ {I}′ = Ma,0(Vperp).
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Proof Write

Ma(V)′ ∩ {I}′ = ΛMa(iVperp)Λ ∩ {I}′
= Λ
(
Ma(iVperp) ∩ {I}′)Λ = ΛMa,0(iVperp)Λ.

Every element of Ma,0(iVperp) is the strong limit of even polynomials in φ(v),
where v ∈ iVperp . Since

Λφ(iv1)φ(iv2)Λ = φ(v1)φ(v2), v1 , v2 ∈ V,

we have

ΛMa,0(iVperp)Λ = Ma,0(Vperp).

�

17.4 Notes

In the physics literature, quasi-free states go back to the early days of quantum
theory. The Planck law and the Fermi–Dirac distribution belong to the oldest
formulas of quantum physics – in the terminology of this chapter they describe
the density of a thermal state for the free Bose, resp. Fermi gas.

In the mathematical literature, quasi-free states were first identified by Robin-
son (1965) and Shale–Stinespring (1964). Quasi-free representations were exten-
sively studied, especially by Araki (1964, 1970, 1971), Araki–Shiraishi (1971),
Araki–Yamagami (1982), Powers–Stoermer (1970) and van Daele (1971). Appli-
cations of quasi-free states to quantum field theory on curved space-times were
studied in Kay–Wald (1991), where a result essentially equivalent to Thm. 17.12
was proven.

Araki–Woods representations first appeared in Araki–Woods (1963). Araki–
Wyss representations go back to Araki–Wyss (1964).

It is instructive to use the Araki–Woods and Araki–Wyss representations as
illustrations for the Tomita–Takesaki theory and for the so-called standard form
of a W ∗-algebra as in Haagerup (1975); see also Araki (1970), Connes (1974),
Bratteli–Robinson (1987), Stratila (1981) and Dereziński–Jakšić–Pillet (2003).
They are quite often used in recent works on quantum statistical physics; see
e.g. Jakšić–Pillet (2002) and Dereziński–Jakšić (2003).

The relative position of two subspaces in a Hilbert space was first investigated
by Dixmier (1948) and Halmos (1969). The study of a position of a real subspace
in a complex Hilbert space is an important ingredient of the version of the
Tomita–Takesaki theory presented by Rieffel–van Daele (1977).

The theorem about the lattice of real subspaces of a Hilbert space and the
corresponding von Neumann algebras on a bosonic Fock space were first proven
by Araki (1963); see also Eckmann–Osterwalder (1973). The analogous theorem
about von Neumann algebras on a fermionic Fock space was apparently first
given in a review article by Dereziński (2006).
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Most of the chapter closely follows Dereziński (2006). The proof of the facto-
riality of algebras CARγ ,l is due to Araki (1970).

The use of Araki–Woods and Araki–Wyss representations in the description
of quantum systems at positive temperatures was advocated in papers of Jakšić–
Pillet (1996, 2002); see also Dereziński–Jakšić (2001).
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