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#### Abstract

Representation of a Gaussian process in terms of a Brownian motion is a powerful tool in the investigation of its structure. Among various representations is the canonical representation which is viewed as the best one from the viewpoint of the prediction theory. We have discovered some significance of non-canonical representations and discuss their optimality in an information theoretical approach.


## §1. Introduction

The probabilistic structure of a stationary Gaussian process $\{X(t)\}$ with $E(X(t))=0$ can well be illustrated by a representation which is expressed as a linear functional of a Brownian motion $\{B(t)\}$ in such a way that

$$
\begin{equation*}
X(t)=\int_{-\infty}^{t} F(t-u) \dot{B}(u) d u, \quad \dot{B}(u)=\frac{d}{d u} B(u) \tag{1.1}
\end{equation*}
$$

with a kernel function $F$ which is non-random. There are various representations of the form (1.1); there exists, among others, the canonical representation which is unique for a given $\{X(t)\}$.

The main characteristic of the canonical representation of a Gaussian process is the fact that the Brownian motion has exactly the same information as $X(t)$ up to any time $t$. While, in the case where the representation (1.1) is non-canonical, the $\{X(t)\}$ has less information than the associated Brownian motion $\{B(t)\}$ up to some $t \in(-\infty, \infty)$, and hence the same property holds for every $t$ by the stationarity. We are interested in giving detailed interpretation to non-canonical representations from the view point of information theory.

We restrict our attention to the cases where the representation of a given stationary Gaussian process can actually be realized as the output of

[^0]linear networks with white noise input. More precisely, we shall deal with non-canonical representation for which the Fourier inverse transform $A(\lambda)$ of their kernel function involves a factor corresponding to the Lee-Wiener's networks formed by LCR circuits. The $A(\lambda)$ is the transmission function and generally it is expressed as a product of three functions $C(\lambda), B(\lambda)$ and $S(\lambda)$, each of which is of particular type. Our restriction on the stationary process in question may be rephrased in such a way that $A(\lambda)$ is a product of the form
\[

$$
\begin{equation*}
A(\lambda)=C(\lambda) \cdot B(\lambda) \tag{1.2}
\end{equation*}
$$

\]

where $C$ corresponds to the canonical kernel and $B$ is the Blaschke product. In fact the singular part $S(\lambda)$ would not appear in actual applications.

We shall discuss how a given $A(\lambda)$ can be factorized in the form (1.2) and how to form Lee-Wiener's networks that correspond to $B(\lambda)$.

Our main result is to show that for the non-canonical case how much extra information is contained in the white noise input $\{\dot{B}(t)\}$ compared to the observed process $\{X(t)\}$ up to time $t$. At the same time our results would give an actual explanation to the non-canonical representations, keeping the optimality in mind, when the theory is applied to communication system.

## §2. Background

Let $\left\{X(t), t \in R^{1}\right\}$ be a centered, mean continuous, weakly stationary process. The covariance function is given by

$$
\gamma(h)=E[X(t+h) X(t)] .
$$

We define Hilbert space $H$ spanned by

$$
\left\{\sum a_{k} X\left(t_{k}\right) ; \text { finite sum, } a_{k} \in C, t_{k} \in R\right\}
$$

where the topology is introduced by the norm || || defined by

$$
\|X\|=\left[E\left(|X|^{2}\right)\right]^{1 / 2}
$$

Introduce an unitary operator $U_{t}$ acting on $H$ in such a way that

$$
U_{t} X(s)=X(t+s)
$$

The system has the properties

$$
\begin{gathered}
U_{t} U_{s}=U_{t+s} \\
U_{t} \longrightarrow I \text { as } t \longrightarrow 0 \text { (strongly). }
\end{gathered}
$$

Thus $\left\{U_{t} ; t \in R^{1}\right\}$ is a continuous one-parameter group of unitary operators. We can therefore appear to the Stone's theorem to obtain the spectral representation of the form

$$
\begin{equation*}
U_{t}=\int e^{i t \lambda} d E(\lambda) \tag{2.1}
\end{equation*}
$$

where $\left\{E(\lambda) ; \lambda \in R^{1}\right\}$ is a resolution of the identity. Since $X(t)=U_{t} X(0)$ holds, we have the spectral representation of $X(t)$ :

$$
\begin{equation*}
X(t)=\int e^{i t \lambda} d E(\lambda) X(0) \tag{2.2}
\end{equation*}
$$

Assuming the purely nondeterministic property of $X(t)$, the covariance function $\gamma(h)$ is expressed in the form

$$
\gamma(h)=\int e^{i h \lambda} f(\lambda) d \lambda
$$

where $f$ is spectral density function, and we have

$$
\int \frac{\log f(\lambda)}{1+\lambda^{2}} d \lambda>-\infty
$$

The formula (2.2) can be expressed in the form

$$
\begin{equation*}
X(t)=\int e^{i t \lambda} A(\lambda) \dot{Z}(\lambda) d \lambda \tag{2.3}
\end{equation*}
$$

where $\dot{Z}(\lambda)$ is the Fourier transform of $\dot{B}$, and we have

$$
f(\lambda)=\frac{1}{2 \pi}|A(\lambda)|^{2} .
$$

We now remind that $\{X(t)\}$ is Gaussian and has a representation of the form (1.1). There is a relation between the kernel $F(t-u)$ and $A(\lambda)$ in (2.3):

$$
\begin{equation*}
|\tilde{F}(\lambda)|^{2}=\frac{1}{2 \pi}|A(\lambda)|^{2} \quad(=f(\lambda)) \tag{2.4}
\end{equation*}
$$

where $\tilde{F}$ is the Fourier inverse transform of $F$.
Another important tool of our approach is the theory of the Hardy class (see Hoffman [3]). The $A(\lambda)$ has the extension $A(\omega)$ which is holomorphic on the lower half plane $C^{-}$with boundary value $A(\lambda)$ and it is factorized in the form

$$
\begin{equation*}
A(\omega)=C(\omega) \cdot B(\omega) \cdot S(\omega) \tag{2.5}
\end{equation*}
$$

The factor $C(\omega)$ corresponds to the canonical representation (see Hida Hitsuda [2]), $B(\omega)$ is the Blaschke product expressed in the form

$$
\begin{equation*}
B(\omega)=\prod_{n} \frac{\omega-\omega_{n}}{\omega-\bar{\omega}_{n}} \cdot \frac{\bar{\omega}_{n}-i}{\omega_{n}+i} \tag{2.6}
\end{equation*}
$$

where $\sum_{n}\left(\left|\operatorname{Im} \omega_{n}\right|\right) /\left(1+\left|\omega_{n}\right|^{2}\right)<\infty, \operatorname{Im} \omega_{n}<0$, and $S(\omega)$ is the singular factor which is ignored by the assumption mentioned in Section 1.

It should be noted that three factors can uniquely be determined up to constants. In particular $C(\omega)$ is expressed in the form

$$
\begin{equation*}
C(\omega)=\sqrt{2 \pi} \exp \left[-\frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{1+\lambda \omega}{\lambda-\omega} \frac{\log f(\lambda)}{1+\lambda^{2}} d \lambda\right] \tag{2.7}
\end{equation*}
$$

which has no zero points in $C^{-}$. While, $B(\omega)$ is determined by zero points of $A(\omega)$.

The following assertion can easily be proved.
Proposition 1. It holds that

$$
|A(\omega)| \leq|C(\omega)|, \quad \omega \in C^{-}
$$

## §3. The Blaschke product and the Lee-Wiener's networks

In this section, we discuss the correspondence between the Blaschke product $B(\omega)$, given by (2.6), and the Lee-Wiener's networks.

Proposition 2. The zero points $\omega_{n}$ of $B(\omega)$ are either purely imaginary $-i \alpha, \alpha>0$, or pairs of the form $\beta-i \alpha$ and $-\beta-i \alpha, \beta$ real.

Proof. Since $X(t)$ is real valued, it is proved that $A(-\lambda)=\overline{A(\lambda)}$, and so is for $B(\lambda)$. This proves the assertion.

Proposition 3. Each factor of the Blaschke product corresponds to either a transmission function of Lee-Wiener's network (which is a lattice all-pass network) or its modification by shifts of constant frequency.

Proof. First we consider a factor of the Blaschke product with purely imaginary root $-i \alpha, \alpha>0$. For $\omega_{n}=-i \alpha$ we have

$$
\frac{\omega-\omega_{n}}{\omega-\bar{\omega}_{n}} \cdot \frac{\bar{\omega}_{n}-i}{\omega_{n}+i}=(-1) \frac{\omega+i \alpha}{\omega-i \alpha} .
$$

Now, we see that it is a transmission function that comes from the following lattice all-pass network (Fig.1).


$$
\frac{V_{\lambda}}{E_{\lambda}}=\frac{1-i \lambda \sqrt{L C}}{1+i \lambda \sqrt{L C}}, \quad \frac{1}{\sqrt{L C}}=\alpha
$$

Fig. 1

Namely, we have $V_{\lambda} / E_{\lambda}=(\lambda+i \alpha)(\lambda-i \alpha)$.
Second, we take a pair of factors of $B(\lambda)$ and have their product

$$
\frac{\lambda-\beta+i \alpha}{\lambda-\beta-i \alpha} \cdot \frac{\beta+i \alpha-i}{\beta-i \alpha+i} \cdot \frac{\lambda+\beta+i \alpha}{\lambda+\beta-i \alpha} \cdot \frac{-\beta+i \alpha-i}{-\beta-i \alpha+i}
$$

If $\lambda$ is shifted by $\beta$ to have $\lambda^{\prime}$, then we have

$$
\frac{\lambda^{\prime}+i \alpha}{\lambda^{\prime}-i \alpha} \cdot \frac{\lambda^{\prime}+2 \beta+i \alpha}{\lambda^{\prime}+2 \beta-i \alpha} .
$$

Hence, we form a network that corresponds to $\left(\lambda^{\prime}+i \alpha\right) /\left(\lambda^{\prime}-i \alpha\right)$ and then we take the second factor which requests the shift of $\lambda$ by $2 \beta$ to have a new, but similar, network.

We now claim that we can actually form a chain of networks as many as we want, corresponding to the factors of the Blaschke product. If there are infinitely many factors, we need to prove existence of the limit. Our assumption on $\omega_{n}$ 's given in (2.6) guarantees the existence of the limit. (See Hibino-Hitsuda-Muraoka [6]).

## §4. Optmality in an information theoretical approach

In this section, significant difference between the canonical and noncanonical representation may be observed from the view point of information theory.

To discriminate canonical and non-canonical representations, we use the following notations from now on. So far as our question is concerned, we may assume that two representations have the same Brownian motion $B(t)$.

$$
\begin{align*}
& X_{1}(t)=\int_{-\infty}^{t} F_{1}(t-u) \dot{B}(u) d u, \text { canonical representation }  \tag{4.1}\\
& X_{2}(t)=\int_{-\infty}^{t} F_{2}(t-u) \dot{B}(u) d u, \text { non-canonical representation. }
\end{align*}
$$

Both $\left\{X_{1}(t)\right\}$ and $\left\{X_{2}(t)\right\}$ are of course the same Gaussian process as the given $\{X(t)\}$.
$1^{0}$ ) We first observe a characteristic of canonical representation.
Since all the variables that we are concerned with form a Gaussian system, the information quantity $I\left(Y, X_{1}(t)\right), t \geq 0$, is given by

$$
\begin{equation*}
I\left(Y, X_{1}(t)\right)=-\frac{1}{2} \log \left[1-\rho\left(Y, X_{1}(t)\right)^{2}\right] \tag{4.2}
\end{equation*}
$$

where $Y=\int_{-\infty}^{0} \beta(u) \dot{B}(u) d u, \beta$ being square integrable and $\rho\left(Y, X_{1}(t)\right)$ is the correlation coefficient.

There is a particular $Y_{0}$ such that

$$
\begin{equation*}
I\left(Y_{0}, X_{1}(t)\right) \geq I\left(Y, X_{1}(t)\right) \tag{4.3}
\end{equation*}
$$

Indeed, $I\left(Y, X_{1}(t)\right)$ is maximal if $Y$ is taken to be

$$
Y_{0}=\text { const. } \int_{-\infty}^{0} F_{1}(t-u) \dot{B}(u) d u
$$

which turns out to be the best predictor for $X_{1}(t), t>0$, up to constant, based on $\left\{X_{1}(s), s \leq 0\right\}$, by the assumption of canonical property. It is noted that $Y_{0}$ is eventually expressed as a linear function of the $X_{1}(u)$, $u \leq 0$.
$2^{0}$ ) Next, consider a non-canonical representation where non-trivial Blaschke product is involved in (1.2):

$$
X_{2}(t)=\int_{-\infty}^{t} F_{2}(t-u) \dot{B}(u) d u
$$

Set

$$
Y_{\beta}=\int_{-\infty}^{0} \beta(u) \dot{B}(u) d u
$$

Then

$$
\begin{equation*}
\sup _{\beta} I\left(Y_{\beta}, X_{2}(t)\right)>I\left(Y_{0}, X_{1}(t)\right), \quad t>0, \tag{4.4}
\end{equation*}
$$

holds, where $Y_{0}$ is the one for the canonical case in (4.3). It is understood that the system $\{B(u), u \leq 0\}$ has more information than $\left\{X_{2}(t), t \leq 0\right\}$.

We can further discuss non-canonical representation also from quantitative view point of information theory.

Lemma. Let $C(\omega)$ be the factor of (2.5). Then its boundary value $C(\lambda)$ has an orthogonal expansion of the form

$$
\begin{equation*}
C(\lambda)=\sum_{0}^{\infty} a_{n} \phi_{n}(\lambda), \quad \phi_{n}(\lambda)=\frac{(\lambda+i \alpha)^{n}}{(\lambda-i \alpha)^{n+1}} \tag{4.5}
\end{equation*}
$$

where $a_{n} \neq 0$ for every $n$.
Proof. $\phi_{n}(\lambda), n \geq 0$, are the Fourier transforms of the Laguerre functions which form a complete orthonormal basis of $L^{2}\left(R^{-}\right)$. To conclude the assertion we use the fact that if $a_{n}=0$ were true for some $n$, then the process $\int e^{i t \lambda} \phi_{n}(\lambda) \dot{Z}(\lambda) d \lambda$ would be a stationary Gaussian process that is a linear function of $\dot{B}(u), u \leq t$, and is independent of $X_{1}(t)$ at every $t$. This is a contradiction to the canonical property.

To fix the idea we start from a factor $(\lambda+i \alpha) /(\lambda-i \alpha), \alpha>0$, of the Blaschke product with purely imaginary zero point.

Take this $\alpha$ and have (4.5). A non-canonical transmission function is formed by

$$
A(\lambda)=C(\lambda) \cdot \frac{\lambda+i \alpha}{\lambda-i \alpha}
$$

Then, we have

$$
\begin{equation*}
A(\lambda)=\sum_{0}^{\infty} a_{n} \phi_{n+1}(\lambda) \tag{4.6}
\end{equation*}
$$

Write

$$
A(\lambda)=\sum_{0}^{\infty} b_{n} \phi_{n}(\lambda)
$$

Then, for the expansion of $A(\lambda)$, we have $b_{0}=0, b_{n}=a_{n-1}, n \geq 1$. Note that formula (4.1) are expressed in the form

$$
\begin{align*}
& X_{1}(t)=\int e^{i t \lambda} C(\lambda) \dot{Z}(\lambda) d \lambda \quad \text { and } \\
& X_{2}(t)=\int e^{i t \lambda} C(\lambda) \frac{\lambda+i \alpha}{\lambda-i \alpha} \dot{Z}(\lambda) d \lambda, \quad \text { respectively. } \tag{4.1}
\end{align*}
$$

Remark. Let $\left\{l_{n}(u), n \geq 0\right\}$ be a complete orthonormal system $L^{2}\left(R^{-}\right)$ formed by Laguerre functions with parameter $\alpha>0$. Then $\left\{\int_{-\infty}^{0} l_{n}(u) \dot{B}(u)\right.$. $d u\}$ is an independent system. The Plancherel formula for stochastic integral proves

$$
\int_{-\infty}^{0} l_{n}(u) \dot{B}(u) d u=\int_{-\infty}^{\infty} \phi_{n}(\lambda) \dot{Z}(\lambda) d \lambda
$$

Hence, by using the expansion (4.6), we see that $\int A(\lambda) \dot{Z}(\lambda) d \lambda$ gives a sum of independent random variables; the leading term is missing compared to $\int C(\lambda) \dot{Z}(\lambda) d \lambda$.

The loss of information for non-canonical representation can be calculated as follows.

Theorem. Assume that the canonical representation of $X_{1}(t)$ is given by $C(\lambda)$ of the form (4.5). For a non-canonical representation of $X_{2}(t)$ given by $A(\lambda)$ in (4.6), we have

$$
\sup _{Y} I\left(Y, X_{1}(t)\right)=-\log \left|a_{0}\right|+\log \sigma
$$

holds for any $t$, where $\sigma^{2}=E\left(X_{i}(t)^{2}\right), i=1,2, \sigma>0$, and $Y$ is any linear function of the $X_{2}(u), u \leq t$.

Proof. Since the optimal $Y$ is taken to be the projection of $X_{1}(t)$ down to the space spanned by the $\int e^{i t \lambda} \phi_{n}(\lambda) \dot{Z}(\lambda) d \lambda, n \geq 1$, it is expresses as $\sum_{n=1}^{\infty} a_{n} \int e^{i t \lambda} \phi_{n}(\lambda) \dot{Z}(\lambda) d \lambda$, so the Schwarz inequality proves that $\sup _{Y} \rho\left(Y, X_{1}(t)\right)^{2}=\sum_{n=1}^{\infty}\left(\left|a_{n}\right|^{2}\right) / \sigma^{2}, \sigma^{2}=\sum_{n=0}^{\infty}\left|a_{n}\right|^{2}$. This proves the theorem.

We remind that the $\int e^{i t \lambda} \phi_{n}(\lambda) \dot{Z}(\lambda) d \lambda, n \geq 1$, can be formed from $X_{2}(u), u \leq t$, by the whitening technique, noting that $\dot{Z}(\lambda)$ in the canonical case is now replaced by $\dot{Z}_{1}(\lambda)=(\lambda+i \alpha) /(\lambda-i \alpha) \dot{Z}(\lambda)$. The technique may be illustrated by the following formula

$$
X_{2}(t)=\int e^{i t \lambda}\left\{C(\lambda) \frac{\lambda+i \alpha}{\lambda-i \alpha}\right\} \dot{Z}(\lambda) d \lambda=\int e^{i t \lambda} C(\lambda) \dot{Z}_{1}(\lambda) d \lambda
$$

Conclusion Remark. For a general Blaschke product, we can repeat the same procedure as many times as the number of the factors in the Blaschke product and observe how much information is eventually lost. In this sense, canonical representation has optimality. Further results related to such an optimality will be discussed later in connection with other results.
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