
Probability in the Engineering and Informational Sciences (2024), 1–20
doi:10.1017/S0269964823000256

RESEARCH ARTICLE

A queueing system with an SIR-type infection
Claude Lefèvre1,2 and Matthieu Simon3

1Département de Mathématique, Université Libre de Bruxelles, Campus Plaine C.P. 210, B-1050 Bruxelles, Belgium
2Univ Lyon, Université Lyon 1, ISFA, LSAF EA2429, F-69366 Lyon, France
3Département de Mathématique, Université de Mons, 20 Place du Parc, B-7000 Mons, Belgium
Corresponding author: Claude Lefèvre; Email: Claude.Lefevre@ulb.be

Keywords: branching environment; final epidemic size; martingale constructions; SIR infectious disease;
stopping time theorems

MSC: 92D30; 60G40; 60J20

Abstract
We consider the propagation of a stochastic SIR-type epidemic in two connected populations: a relatively small local
population of interest which is surrounded by a much larger external population. External infectives can temporarily
enter the small population and contribute to the spread of the infection inside this population. The rules for entry of
infectives into the small population as well as their length of stay are modeled by a general Markov queueing system.
Our main objective is to determine the distribution of the total number of infections within both populations. To
do this, the approach we propose consists of deriving a family of martingales for the joint epidemic processes and
applying classical stopping time or convergence theorems. The study then focuses on several particular cases where
the external infection is described by a linear branching process and the entry of external infectives obeys certain
specific rules. Some of the results obtained are illustrated by numerical examples.

1. Introduction

Over the past decades, a vast mathematical literature has been developed to describe the spread of
epidemics. It has increased in recent years with the appearance of new infectious diseases (AIDS, dengue
fever, COVID-19, etc.). A large part of the proposed models are based on a deterministic approach. Many
of them can be found for example in the books of [5] and [8]. In practice, however, a stochastic approach
may be more relevant, especially for small or medium populations. The reader can refer on this subject
to the books of [1, 6, 7], for example.

Susceptible-Infected-Removed (SIR) epidemics concern infectious diseases in which the infectives
remain infected for a random period of time before becoming permanently removed, through recovery
or death. SIR-type models constitute a central part of the literature on epidemic theory. The overall
extent of infection in such epidemics is traditionally measured by the final epidemic size, which rep-
resents the number of susceptibles who ultimately became infected. For the stochastic approach, the
exact distribution of this statistic as well as different asymptotic distributions have been the subject of
numerous works (see the books mentioned above and, among others, [2, 11, 13]).

The model. The present paper discusses an SIR-type Markovian epidemic process involving two
connected populations: a relatively small local population of interest which is surrounded by a much
larger external population.

(i) Within the local population, the epidemic spreads according to a bivariate Markovian SIR process.
More precisely, each local infective remains infectious for an exponential time of parameter ` before
being permanently removed. During this period, it can infect any of the susceptibles present, in number
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s say, independently and according to a Poisson process of rate Vs. Many authors usually assume that
Vs = Vs (with V fixed) to reflect the fact that susceptibles are all equally prone to the disease. Working
with a general form Vs allows to model the dependence between the number of susceptible present and
the speed at which a new infection occurs. For example, the choice Vs = Vs_ (_ > 0) makes the infection
rate non-linear in s which amounts to incorporating a certain group effect of the susceptibles (see the
seminal paper by [17]). Of course, it is natural to take the function Vs strictly increasing in s: the more
susceptible people there are, the higher is the rate of infection.

(ii) The external population is also subject to an SIR epidemic process. However, due to its large size,
the number of external susceptibles can be considered almost constant, so that the course of infection can
be approximated by a linear birth–death process (see e.g. [4, 15] in a more general framework). Thus,
each external infective is contagious for a random duration during which it can cause new external
infections. After this period, the infective is permanently removed from the population.

(iii) The two populations are linked because the large epidemic is also a source of infection within
the local population. Indeed, each external infective can enter the local population and remain there
temporarily. During the visit, it can contact any of the s susceptibles present at the modified rate UVs,
where U < 1 (resp. U > 1) means that it is less (resp. more) infectious than an internal infective; on the
other hand, it is no longer capable of generating external infections. An infected internal susceptible
becomes exactly like an internal infective. If the external infective ever returns outside, this will of
course strengthen the power of external infection; in this sense, there is a cross influence between the
two populations.

The rules for external infectives to enter the local population can be quite complex and specified in
various ways (e.g. by direct access, via a queue in a waiting room, subject to limited capacity of the
local population). This is also true for their stay times inside the local population (e.g. by requiring
several tasks to be completed before being allowed out). In the current model, entry rules and stay times
are general and modeled using an arbitrary Markovian queueing system. In practice, this system only
needs to be partially defined by Laplace-type transforms, independent of other dynamics of the epidemic
process. These transforms will therefore be the necessary input to obtain the desired results; later they
will be explicitly determined in particular situations.

Let us emphasize that the local population here is supposed to be closed: there is neither immigration
nor emigration apart from temporary visits from external infectives.

Some applications. This model is of potential interest in several areas. In health care, the local
setting could be a hospital or nursing home in which the susceptibles are the residents and the external
infectives are the visitors. It is then important to estimate how many residents will be infected during
the evolution of the epidemic.

In insurance risk theory, the local population could represent people who have taken out insurance
against a given epidemic risk (as in [12] where the susceptibles pay premiums and the infectives benefit
from coverage for care costs). The question is then how the progression of the epidemic in the external
population affects the level of the premiums paid by susceptibles.

In terms of reliability, the local structure could be a set of load-dependent components subject to
cascading failures (as described by [9] for electrical power transmission). With interconnected systems,
it then becomes relevant to quantify the benefit, positive or not, of opening to the outside.

Note that models involving several types of infectives have been studied previously, notably by [16]
for a multipopulation extension of the SIR epidemic, and by [3] for an immigration of infected people
implying that the disease never disappears. The model examined here is therefore different since it takes
the appearance of a queueing system with an internal SIR structure.

Our objective. The epidemic ends at time T when there is no longer any source of infection in the
local and external populations. We are mainly interested in the number of individuals who were finally
infected in the two populations.

For this purpose, we first build a family of martingales which includes information on the numbers
(St , It) of susceptibles and infectives in the local population at time t, the numbers (Jt , Vt) of external
infectives in the two populations at time t, and the numbers (Et , Rt) where Et counts the times an external
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infective entered the local structure and Rt counts the external infectives removed from both populations
up to time t.

The end time T corresponding to a stopping time for the epidemic, we can then apply the classical
theorems of stopping time or convergence of martingales. This will provide us with the exact distribution
sought for the final population state (ST , ET , RT ), in particular its moments and linear correlations.

The paper is organized as follows. In Section 2, we construct a family of martingales for the proposed
general epidemic model. We then use these martingales to obtain the distribution of the final epidemic
size. For this, we are led to separately discuss the cases where the infection dies out in a finite time or
not. In Section 3, we focus on the special model where the external infection is represented by a linear
birth-death process. The reproduction number for this epidemic is also derived and a different, more
standard, recursive approach is presented. Section 4 concerns two variants of the preceding epidemic
model. In the first, an external infective enters the local population only once, while in the second, access
is restricted by a limited capacity of the local population. For the latter model, the external infection
process loses its linearity, which greatly complicates the analysis. In Section 5, we numerically illustrate
some of the results and show possible influences of the external infection.

2. The final epidemic state distribution

For the local population, the numbers of susceptibles and infectives present at time t are denoted, as
usual, by St and It. Initially, S0 = n and I0 = m.

Infectives from the external population can be inside or outside the local population in the course of
time. So, we denote:

Jt , the number of external infectives inside the local population at time t, and
Vt , the number of external infectives outside the local population at time t.

The external process {(Jt , Vt), t ≥ 0} is an arbitrary Markov queueing process, with initially J0 = mJ
and V0 = mV . Note that Jt and Vt could be multivariate vectors. This may occur, for example, when the
disease has several stages of infection, or when a visitor must perform successive tasks among the local
population before being able to return outside.

Of course, the model could be extended to the case where internal infectives are also represented by
multivariate vectors (see e.g. [18]). This is not discussed here for clarity.

Example. Before starting the analysis, let us present a so-called basic epidemic process which is
covered by our model. For the local population, {(St , It), t ≥ 0} is a SIR Markovian process with
infection rate Vs (with s susceptibles) and removal rate ` per infective. For the external population,
{(Jt , Vt), t ≥ 0} is assumed to be described by a linear branching process. Specifically, any of the Vt
external infectives gives birth to a new external infective at rate W or is removed at rate [. Each of them
can enter the local population at rate _ and thus moves from the class V to J. While in the local popu-
lation, it can infect a local susceptible (among s) at rate UVs. Any of the Jt external infectives returns to
the external population at rate a or is removed at rate ^. The whole epidemic {(St , It , Jt , Vt), t ≥ 0} is
then represented by a Markovian process whose instantaneous transitions are:

(s, i, j, v) → (s − 1, i + 1, j, v), at rate Vsi + UVsj,
→ (s, i − 1, j, v), at rate `i,
→ (s, i, j, v + 1), at rate Wv,
→ (s, i, j, v − 1), at rate [v,
→ (s, i, j + 1, v − 1), at rate _v,
→ (s, i, j − 1, v + 1), at rate aj,
→ (s, i, j − 1, v), at rate ^j.

(2.1)
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Figure 1. Diagram of the basic epidemic process with its transition rates.

Figure 1 graphically illustrates the possible transitions with the corresponding rates. This example will
be discussed in more detail in Section 3.

Let us return to the general model. The epidemic ends as soon as there is no longer a source of
infection in the population, i.e. at the stopping time:

T = inf{t ≥ 0 | It = 0 and Jt = Vt = 0}.

The local population {(St , It), t ≥ 0} has a bounded state space and without the external infectives,
it would end with the extinction, in a finite time, of the internal infectives. Therefore, T is almost surely
(a.s.) finite if and only if the external epidemic {(Jt , Vt), t ≥ 0} dies out almost surely in a finite time.

2.1. A martingale approach

As announced, the evolution of the external infection may only be partially modeled at first. Let us
denote,

Et , the number of times an external infective entered the local population up to t, and
Rt , the number of external infectives removed from both populations up to t.

The only information we will need about the process {(Jt , Vt), t ≥ 0} is the following Laplace-like
transforms: for k ∈ {0, . . . , n} and y, z ∈ (0, 1],

gk,y,z ( j, v) = E
[
yET zRT 1{T<∞, Ck }

�� (S0, I0) = (k, 0), (J0, V0) = ( j, v)
]

, j, v ∈ N0, (2.2)

where Ck is the event that the k initial susceptibles all escape the infection generated by an external
epidemic initiated by (J0, V0) = ( j, v) infectives (N0 = {0, 1, . . .}). These transforms, assumed here
known, will be made explicit in Sections 3 and 4 for particular situations.We start by deriving a family
of martingales for the process {(St , It , Jt , Vt , Et , Rt), t ≥ 0}.

Proposition 2.1. For each k ∈ {0, . . . , n} and any y, z ∈ (0, 1], consider the process:

Mk (t) = ck (St) yEt zRt q(k)St+It gk,y,z (Jt , Vt), t ≥ 0, (2.3)
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using the notation (2.2) for gk,y,z (Jt , Vt). Then, {Mk (t), t ≥ 0} is a martingale if:

q(k) = `

` + Vk
, (2.4)

and

ck (s) =
s∏

ℓ=k+1

Vℓ

Vℓ − Vk
, k + 1 ≤ s ≤ n, (2.5)

with cn(n) ≡ 1.

Proof. To begin with, we look for bounded functions f and h such that the process:

M (t) = f (St , It) h(Jt , Vt) yEt zRt , t ≥ 0,

is a martingale with respect to (Ft)t≥0, the f-algebra generated by the epidemic model up to time t. For
that, we fix t0 ≥ 0 and define the conditional expectations:

m(t) = E
[
M (t) |Ft0

]
, t ≥ t0.

It then suffices to find functions f (·, ·) and h(·, ·) such as the right derivative of m(t), denoted m′
r (t),

equals 0 for all t ≥ t0.
To differentiate m(t), we use Ft0 ⊆ Ft and the tower property to write:

m(t + dt) = E
[
M (t + dt) |Ft0

]
= E

(
E [M (t + dt) |Ft]

��Ft0
)
. (2.6)

In (2.6), consider the conditional expectation at time t + dt given Ft . During the time interval (t, t + dt),
the local entity can know only three events: the infection of a susceptible, the elimination of an infective
or neither of the two, the other possibilities occurring with a probability o(dt). So, we can write that up
to o(dt),

E [M (t + dt) |Ft]
= f (St − 1, It + 1) E

[
h(Jt+dt , Vt+dt)yEt+dt zRt+dt

��Ft
] (

VSt It + UVSt Jt
)
dt

+ f (St , It − 1) E
[
h(Jt+dt , Vt+dt)yEt+dt zRt+dt

��Ft
]
`Itdt

+ f (St , It) E
[
h(Jt+dt , Vt+dt)yEt+dt zRt+dt

��Ft
] [

1 − (VSt It + UVSt Jt + `It)dt
]
.

Subtract m(t) from both sides of this equality, divide by dt and take the limit dt → 0+. Using (2.6), we
obtain by the dominated convergence theorem:

m′
r (t) = E

[
f (St − 1, It + 1)h(Jt , Vt)yEt zRt

(
VSt It + UVSt Jt

)
+ f (St , It − 1)h(Jt , Vt)yEt zRt `It (2.7)
− f (St , It)h(Jt , Vt)yEt zRt (VSt It + UVSt Jt + `It)

+ f (St , It) lim
dt→0+

1
dt

(
E
[
h(Jt+dt , Vt+dt)yEt+dt zRt+dt

��Ft
]
− h(Jt , Vt)yEt zRt

) ����Ft0

]
.
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According to (2.7), we see that the condition m′
r (t) = 0 is certainly satisfied if the two following

identities are verified. On the one hand, by imposing that the terms of factor It have zero sum, we
ask that,

(Vs + `)f (s, i) = Vs f (s − 1, i + 1) + `f (s, i − 1), for all s, i. (2.8)

On the other hand, the remaining terms are also required to be zero sum, i.e.

0 = E

[(
f (St − 1, It + 1) − f (St , It)

)
h(Jt , Vt)yEt zRtUVSt Jt

+ f (St , It) lim
dt→0+

1
dt

(
E
[
h(Jt+dt , Vt+dt)yEt+dt zRt+dt

��Ft
]
− h(Jt , Vt)yEt zRt

) ����Ft0

]
. (2.9)

From here, we decide to focus on a function f which is of the form:

f (s, i) = qs+ir(s), for all s, i, (2.10)

where r(·) and q are to be fixed. The relation (2.8) then reduces to:

(Vs + `)qr(s) = Vsqr(s − 1) + `r(s),

or equivalently,

[(Vs + `)q − `]r(s) = Vsqr(s − 1). (2.11)

Let us set any value of k in {0, . . . , n} and choose q so that the bracket to the left of (2.11) vanishes
when s= k. This means that q ≡ q(k) is given by the announced expression (2.4). Moreover, (2.11) then
implies that r(s) = 0 for s< k and

(Vs − Vk)r(s) = Vsr(s − 1), for s > k. (2.12)

Fix now the value of k by requiring r(k) = 1. The recursion (2.12) then gives r(s) ≡ ck (s) as
indicated in formula (2.5).

Consequently, f defined by (2.10) is denoted, using (2.4) and (2.5), as fk (St , It) = q(k)St+Itck (St).
By injecting this function into (2.9) and noting that ck (St − 1) − ck (St) = −Vkck (St), the identity (2.9)
becomes:

0 = E

[
fk (St , It) lim

dt→0+
1
dt

(
E
[
h(Jt+dt , Vt+dt)yEt+dt zRt+dt

��Ft
]
− h(Jt , Vt)yEt zRt

)
− fk (St , It) UVkJt h(Jt , Vt)yEt zRt

���Ft0

]
. (2.13)

After division by yEt zRt , we see that a sufficient condition to have (2.13) is that for all j, v,

lim
dt→0+

1
dt

(
E
[
h(Jdt , Vdt)yEdt zRdt

�� (J0, V0) = ( j, v)
]
− h( j, v)

)
= UVk jh( j, v). (2.14)

Thus, it remains to show that gk,y,z ( j, v) defined by (2.2) is indeed a solution of equation (2.14).
Conditioning on whether or not there is infection of a susceptible during (0, dt), we express this
expectation as:

gk,y,z ( j, v) = E
[
yET zRT 1{T<∞, Ck }

�� (S0, I0) = (k, 0), (J0, V0) = ( j, v), Ck (dt)
]
(1 − UVk jdt),
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where Ck (dt) is the event that the k initial susceptibles escape the infection during (0, dt). By the Markov
property, we can rewrite this identity as:

gk,y,z ( j, v) = E
[
gk,y,z (Jdt , Vdt)yEdt zRdt

�� (S0, I0) = (k, 0), (J0, V0) = ( j, v), Ck (dt)
]
(1 − UVk jdt).

(2.15)

Taking the limit dt → 0+, we obtain from (2.15) the desired equation (2.14). �

Note that the coefficients q(k) in (2.4) have a simple probabilistic interpretation: q(k) represents the
probability that an internal infective in presence of a fixed group of k susceptibles will not infect any of
them during its infectious period. A probabilistic interpretation of the coefficients ck (s) in (2.5) is also
possible but more involved; it is not included for simplicity.

Now, we will exploit the family of martingales (2.3) to determine the final state distribution of the
epidemic model. For this purpose, we will distinguish the cases where T is almost surely finite or not.
Recall that extinction is almost sure if and only if the external epidemic {(Jt , Vt), t ≥ 0} effectively dies
out. In the notation (2.2), this means that,

T < ∞ a.s. ⇔ g0,1,1(mJ , mV ) = 1.

2.2. When extinction of infection is almost sure

If the external epidemic ends almost surely in finite time, IT = JT = VT = 0 and the distribution of the
final epidemic state (ST , ET , RT ) is provided by the relations (2.16) below:

Proposition 2.2. When T < ∞ almost surely, then for any y, z ∈ (0, 1],

E
[
ck (ST ) q(k)ST yET zRT

]
= ck (n) q(k)n+m gk,y,z (mJ , mV ), k ∈ {0, . . . , n}. (2.16)

Proof. Fix k ∈ {0, . . . , n} and let y, z ∈ (0, 1]. The parameter q(k) and the function gk,y,z (·, ·) being
lesser than 1, the martingale {Mk (t), t ≥ 0} obtained in (2.3) is bounded in expectation by E [ck (n)] <
∞ and thus is uniformly integrable. Moreover, T is, for this martingale, a stopping time which is almost
surely finite by hypothesis. Therefore, we can apply the optional stopping theorem, and this directly
gives the result (2.16) using gk,y,z (0, 0) = 1. �

A lot of information follows from (2.16). Let 1{.} be the indicator variable of the event {.}. So,
denoting,

xs(y, z) = E
(
yET zRT 1{ST=s}

)
, 0 ≤ s ≤ n,

we write (2.16) in explicit form as:

n∑
s=k

ck (s) q(k)s xs(y, z) = ck (n) q(k)n+m gk,y,z (mJ , mV ), k ∈ {0, . . . , n}. (2.17)

This constitutes a triangular system of n+ 1 linear equations for the n+ 1 unknown expectations
xs(y, z), 0 ≤ s ≤ n. In particular, the probabilities of escaping infection in the local structure, P (ST = s),
are obtained by solving this system when y = z = 1. The probabilities P (ST = s, ET = u, RT = r) can
also be derived by differentiating (2.17) u (resp. r) times with respect to y (resp. z), then taking y, z → 0+.
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The probability generating function of (ET , RT ) is given by (2.17) after setting k = 0, hence

E
(
yET zRT

)
= g0,y,z (mJ , mV ). (2.18)

Differentiating (2.18) k (resp. l) times with respect to y (resp. z), then taking y, z → 0+ yields the
joint probabilities P (ET = k, RT = l). Similarly, differentiating (2.18) and taking y = z = 1 yields the
joint moments of (ET , RT ).

The joint moments of (ST , RT ) can also be found. Denoting

vs = E
(
RT 1{ST=s}

)
, 0 ≤ s ≤ n,

we differentiate (2.16) with respect to z and take y = z = 1, hence the linear equations:

n∑
s=k

ck (s) q(k)s vs = ck (n) q(k)n+m
[ d
dz

gk,y,z (mJ , mV )
]

y=z=1
, k ∈ {0, . . . , n}.

After solving this system, we can calculate E(STRT ) =
∑n

s=1 svs. Combined with previous results,
this gives the covariance between ST and RT. Of course, the joint moments of (ST , ET ) are obtained in
a similar way.

2.3. When extinction of infection is not almost sure

This time, there is a strictly positive probability that the external epidemic never dies out. Since T is not
almost surely finite, we can no longer apply the optional stopping theorem. Instead, we use a well-known
convergence theorem for martingales to show that the result (2.16) still holds true in cases where T is
finite.

Proposition 2.3. When T = ∞ is possible, then for any y, z ∈ (0, 1],

E
[
ck (ST ) q(k)ST yET zRT 1{T<∞}

]
= ck (n) q(k)n+m gk,y,z (mJ , mV ), k ∈ {0, . . . , n}. (2.19)

Proof. Fix again k ∈ {0, . . . , n} and let y, z ∈ (0, 1]. As indicated before, the martingale {Mk (t), t ≥ 0}
in (2.3) is uniformly integrable. So, we can apply Doob’s second martingale convergence theorem,
namely that there exists a random variable Mk (∞) such that Mk (t) converges to Mk (∞) both almost
surely and in L1. Moreover,E[Mk (∞)|Ft] = Mk (t) for all t ≥ 0, which implies thatE[Mk (∞)] = Mk (0).
In the present case, this last identity becomes explicitly:

E
[
ck (S∞) q(k)S∞+I∞ gk,y,z (J∞, V∞) yE∞zR∞

]
= ck (n) q(k)n+m gk,y,z (mJ , mV ). (2.20)

Let us decompose the left expectation of (2.20) into a sum of two identical terms but including an
additional indicator to specify that T is finite or infinite. When T < ∞, it is clear that I∞ = J∞ = V∞ = 0
and (S∞, E∞, R∞) = (ST , ET , RT ), so that

E
[
ck (S∞) q(k)S∞+I∞ gk,y,z (J∞, V∞) yE∞zR∞ 1{T<∞}

]
= E

[
ck (ST ) q(k)ST yET zRT 1{T<∞}

]
. (2.21)

When T = ∞, the infected external population ends up exploding. As Vt and Jt → ∞, we have yEt

and zRt → 0 (for y, z ≠ 1). Now, q(k) and gk,y,z (·, ·) are ≤ 1, and therefore the variable Mk (∞) is almost
surely equal to 0. By the L1 convergence, we then get,

E
[
ck (S∞) q(k)S∞+I∞ gk,y,z (J∞, V∞) yE∞zR∞ 1{T=∞}

]
= 0. (2.22)

https://doi.org/10.1017/S0269964823000256 Published online by Cambridge University Press

https://doi.org/10.1017/S0269964823000256


Probability in the Engineering and Informational Sciences 9

Inserting (2.21) and (2.22) in (2.20), we deduce the formula (2.19). �

The system of n+ 1 relations (2.19) can be exploited exactly as was done with (2.16) when the infec-
tion almost surely dies out. For example, the joint distribution of (ST , ET , RT ) is obtained in the same
way as before by first determining the expectations:

xs(y, z) = E
(
yET zRT1{T<∞,ST=s}

)
, 0 ≤ s ≤ n,

from the triangular system (2.19).

3. Back to the basic epidemic process

In this section, we continue the analysis when the external infection process is described by a linear
branching model. The rates of the basic epidemic model are then given by (2.1) and shown in Figure 1.

3.1. The reproduction number R0

To begin, we will rewrite, in a more standard form, the condition guaranteeing that the end of the
epidemic T is almost surely finite.

Proposition 3.1. T is almost surely finite if and only if R0 ≤ 1 where

R0 =
W(a + ^)

[(a + ^) + _^
. (3.1)

Proof. As stated before, T is almost surely finite if and only if the external process {(Jt , Vt), t ≥ 0} dies
out almost surely in a finite time. This process is a Markovian branching model in which individuals (all
of whom are infectious) can alternate between two states during their lifetime, namely inside or outside
the local population. Moreover, any new infective necessarily begins its life outside and cannot give rise
to external infectives while it is in the local population. For such a process, it is well-established that
the infection terminates almost surely in a finite time if and only if R0 ≡ E(N ) ≤ 1, where N is the
total number of external infectives generated by an individual who starts inside the large population.

Now, following a simple probabilistic reasoning, we see that

E(N ) = W

_ + [
+ _

_ + [

a

a + ^
E(N ).

The formula (3.1) for R0 then follows. �

In the epidemic literature, the coefficient R0 is referred to as the reproduction number (or threshold
parameter) of the model. Note that from (3.1), R0 can be expressed as:

R0 =
W

X
, with X ≡ [ + _

^

^ + a
,

which is an intuitive result since W is the infection rate of an external infective while X is its overall
removal rate when time spent inside the local population is not taken into account.

Alternatively, we can rewrite R0 as:

R0 = R̃0

(
1 − _^

_^ + [(^ + a)

)
, with R̃0 ≡ W

[
,

where R̃0 is the threshold parameter for a linear birth-and-death process with birth rate W and death rate
[. This formula points out how the external epidemic is affected by the local structure: without it, the
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mean number of infections per infective would be R̃0, whereas with it, this mean number is reduced to
the value R0.

3.2. Applying the general method

We wish to particularize some of the results obtained in Section 2 to the epidemic model (2.1). Let us
first return to the function gk,y,z ( j, v) introduced in (2.2). As the external branching process is linear,
the infectives of the two types have independent infection behaviors. Consequently, gk,y,z ( j, v) is the
product of two functions with respective powers j and v. In other words, it is of the form:

gk,y,z ( j, v) =
(
pk,y,z

) j (
dk,y,z

)v , j, v ∈ N0, (3.2)

where pk,y,z (resp. dk,y,z) denotes the expectation (2.2) when (J0, V0) = (1, 0) (resp. (0, 1)). The
expression of these expectations is derived below.

Proposition 3.2. In the formula (3.2) of gk,y,z ( j, v), the expectation pk,y,z is given by:

pk,y,z =
^z + adk,y,z

UVk + ^ + a
, (3.3)

and dk,y,z is the smallest root of the quadratic equation in x:

W(UVk + ^ + a)x2 −
[
(W + [ + _) (UVk + ^ + a) − _ay

]
x

+ [z(UVk + ^ + a) + _^yz = 0. (3.4)

Proof. Consider gk,y,z ( j, v) defined in (2.2). By conditioning on the first admissible event in the process
{(St , It , Jt , Vt), t ≥ 0}, we easily obtain that:

(UVk j + aj + ^j + Wv + [v + _v)gk,y,z ( j, v) = ajgk,y,z ( j − 1, v + 1) + ^jzgk,y,z ( j − 1, v)
+ Wvgk,y,z ( j, v + 1) + [vzgk,y,z ( j, v − 1) + _vygk,y,z ( j + 1, v − 1), (3.5)

with the boundary condition gk,y,z (0, 0) = 1.
Now, identify the terms in j and v on both sides of (3.6). This gives the following two relations:

(UVk + ^ + a)gk,y,z ( j, v) = ^zgk,y,z ( j − 1, v) + agk,y,z ( j − 1, v + 1),
(W + [ + _)gk,y,z ( j, v) = Wgk,y,z ( j, v + 1) + [zgk,y,z ( j, v − 1) + _ygk,y,z ( j + 1, v − 1). (3.6)

Inserting (3.2) for gk,y,z ( j, v), the system (3.6) simplifies to:

(UVk + ^ + a)pk,y,z = ^z + adk,y,z,

(W + [ + _)dk,y,z = Wd2
k,y,z + [z + _ypk,y,z. (3.7)

The first identity of (3.7) provides precisely the formula (3.3) for pk,y,z. The substitution in the second
identity of (3.7) leads to the quadratic equation (3.4) to be satisfied by dk,y,z. We can verify that (3.4) has
two positive roots located on either side of 1. Given its definition, dk,y,z thus corresponds to the smallest
solution. �
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The analysis made in Section 2 is of application with gk,y,z ( j, v) given by (3.2)-(3.4). So, the formula
(2.18) for example becomes:

E
(
yET zRT

)
=
(
p0,y,z

)mJ (d0,y,z
)mV . (3.8)

When R0 < 1, the first moments of (ET , RT ) are finite and their expressions obtained by
differentiating (3.8) are given by:

E(ET ) =
_(^ + `)mV + _amJ

_^ + ([ − W)(^ + a) ,

E(RT ) =
^mJ

^ + a
+
(
mV + amJ

^ + a

) [(^ + a) + _^

_^ + ([ − W) (^ + a) . (3.9)

Analogously, we have seen that when R0 > 1, the extinction probability corresponds to
g0,1,1(mJ , mV ). From there, it is easy to find that:

P (T < ∞) =
( X
W

)mV ( ^

^ + a
+ a

^ + a

X

W

)mJ
.

3.3. An alternative method when R0 ≤ 1

Thanks to the linearity of the external branching, it is possible to obtain the distribution of ST by a more
classic recursive method. To do this, the model is reformulated in an equivalent manner by considering
that the susceptible population is only subject to one source of infection at a time.

More precisely, let R0 ≤ 1 and, for the moment, set ET, the total number of external entries in the
local population, equal to u.

(i) First, we follow the infections made by the mJ + u external infectives inside the local population.
This is the same as following the infections of a single infective with infectious period D distributed as
an Erlang(mJ + u, ^ + a) and whose infection rate is UVs when s susceptibles are present. Let pℓ (mJ + u)
be the probability that this individual infects ℓ susceptibles among the n initial ones.

(ii) Then, we follow the infections made by each internal infective taken one after the other. The
infection rate here is Vs for s susceptibles. Such a change in temporal scale is a trick often applied in the
study of (collective) SIR epidemic models (see e.g. [15]).

We want to determine E[a(ST )] where a(. . .) is any real function. Of course, this will provide us
with the desired distribution of ST. To calculate this expectation, we will condition precisely on the event
(ET = u). Let us define

h(s, i) = E [a(ST ) | (S0, I0) = (s, i), (J0, V0) = (0, 0)] , s, i ≥ 0, (3.10)

which means that the epidemic considered here starts with s susceptibles and i infectives and there is
no external infection. Obviously, h(s, 0) = a(s) and h(0, i) = a(0).

Proposition 3.3. For u ≥ 0,

E [a(ST ) | ET = u] =
n∑

ℓ=0
h(n − ℓ, m + ℓ) pℓ (mJ + u), (3.11)

where for s, i > 0,

h(s, i) =
s−1∑
r=0

( r−1∏
j=0

Vs−j

Vs−j + `

) `

Vs−r + `
h(s − r, i + r − 1) +

( s∏
j=1

Vj

Vj + `

)
a(0), (3.12)
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and for 0 ≤ ℓ ≤ n,

pℓ (mJ + u) =
ℓ∑

r=0

( ℓ−1∏
j=0

UVn−j

) ( ℓ∏
j=0
j≠r

1
UVn−j − UVn−r

) ( ^ + a

^ + a + UVn−r

)mJ+u
. (3.13)

Proof. The formula (3.11) is immediate from the definition (3.10) and by considering the number ℓ of
infections due to mJ + u external visits. The formula (3.12) follows by conditioning on the number of
infections made by the first infective activated in a collective epidemic.

There are different ways to evaluate the probabilities pℓ (mJ +u). A simple method is to work with the
density fℓ (·) of a hypoexponential distribution of parameters (UVn,UVn−1, . . . ,UVn−ℓ+1). Reasoning as
in Proposition 2.1 of [14], we then have,

pℓ (mJ + u) = 1
UVn−ℓ

E [ fℓ+1(D)]

=

ℓ∑
r=0

( ℓ−1∏
j=0

UVn−j

) ( ℓ∏
j=0
j≠r

1
UVn−j − UVn−r

)
E
(
e−UVn−rD

)
,

which gives (3.13) since D has an Erlang distribution. �

In the special case where UVs is of the affine form bs, then pℓ (mJ + u) = P (Z = ℓ) where the ran-
dom variable Z has a mixed binomial distribution with exponent n and randomized success probability
1 − exp(−bD). Note that, of course, E[a(ST ) |RT = r] could be determined in the same way.

Now, from (3.11), we directly obtain:

E [a(ST )] =
n∑

ℓ=0
h(n − ℓ, m + ℓ) E [ pℓ (mJ + ET )] . (3.14)

Moreover, we get from (3.13), after denoting qr = (^ + a)/(^ + a + UVn−r),

E [ pℓ (mJ + ET )] =
ℓ∑

r=0

( ℓ−1∏
j=0

UVn−j

) ( ℓ∏
j=0
j≠r

1
UVn−j − UVn−r

)
qmJ

r E
(
qET

r

)
=

ℓ∑
r=0

( ℓ−1∏
j=0

UVn−j

) ( ℓ∏
j=0
j≠r

1
UVn−j − UVn−r

)
qmJ

r
(
p0,qr ,1

)mJ (
d0,qr ,1

)mV , (3.15)

for which we used the formula (3.8). Inserting (3.15) into (3.14) gives the desired result.

4. Two variants of the basic epidemic

Let us return to the basic epidemic process of Section 3. We will discuss two variants of this model for
which the entry of external infectives into the local population is partially restricted: either an external
infective can only access a small number of times, or the reception capacity of the local population is
limited, with direct or random access.
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4.1. With a limited number of accesses

Suppose that each external infective can only enter the local population once. Before its first visit,
this infective propagates the infection at the rate W0 and is removed at the rate [0. After one visit, the
infective if returned to the large population can no longer enter the local population, and its infection
and removal rates become W1 and [1. Obviously, the model could be more general and allow for several
possible visits.

This time, Vt is a bivariate vector (V (0)
t , V (1)

t ) where V (0)
t is the number of external infectives who

have never entered the local population until time t, and V (1)
t those who have visited the local population

once. The instantaneous transitions of the epidemic {(St , It , Jt , V (0)
t , V (1)

t ), t ≥ 0} are thus

(s, i, j, v0, v1) → (s − 1, i + 1, j, v0, v1) : at rate Vsi + UVsj,
→ (s, i − 1, j, v0, v1) : at rate `i,
→ (s, i, j, v0 + 1, v1) : at rate W0v0 + W1v1,
→ (s, i, j, v0 − 1, v1) : at rate [0v0,
→ (s, i, j, v0, v1 − 1) : at rate [1v1,
→ (s, i, j + 1, v0 − 1, v1) : at rate _v0,
→ (s, i, j − 1, v0, v1 + 1) : at rate aj,
→ (s, i, j − 1, v0, v1) : at rate ^j. (4.1)

Let us first derive a condition for T to be almost surely finite.

Proposition 4.1. T is almost surely finite if and only if R0 ≤ 1 where

R0 =
1

_ + [0

(
W0 +

a

^ + a

_W1

[1

)
. (4.2)

Proof. As for Proposition 3.1, T is almost surely finite if and only if the process {(Jt , V (0)
t , V (1)

t ), t ≥ 0}
dies out almost surely in a finite time. This happens if and only if R0 ≡ E(N ) ≤ 1, where N is the total
number of external infectives generated by a given external infective during its whole lifetime.

Now, we see here that

E(N ) = E(N0) +
_

_ + [0

a

^ + a
E(N1), (4.3)

where N0 is the number of external infections generated by an infective before visiting the local pop-
ulation and N1 is the number of external infections generated by an infective after having visited the
local population. By a direct reasoning, we get

E(N0) =
W0

_ + [0
, and E(N1) =

W1

[1
. (4.4)

Combining (4.3) and (4.4), we obtain the formula (4.2) for R0. �

Let us then define the expectation gk,y,z ( j, v0, v1) by directly adapting the definition (2.2). As the
branching model is again linear, this function has a product form like (3.2), i.e.

gk,y,z ( j, v0, v1) =
(
pk,y,z

) j (
dk,y,z

)v0 (
fk,y,z

)v1 , j, v0, v1 ∈ N0, (4.5)

where pk,y,z, dk,y,z and fk,y,z are to be determined. This is done below.
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Proposition 4.2. In the formula (4.5) of gk,y,z ( j, v0, v1),

pk,y,z =
^z + afk,y,z

UVk + ^ + a
, fk,y,z =

[1z
W1 + [1 − W1dk,y,z

, (4.6)

and dk,y,z is the smallest root of the cubic equation in x:

akW0W1x3 − a (bW0 + cW1) x2 + (abc + a[0W1z + W1_^yz) x
− z (ab[0 + b_^y + _a[1y) = 0, (4.7)

where ak , b, c are the constants ak = UVk + ^ + a, b = W1 + [1 and c = W0 + [0 + _.

Proof. Conditioning on the first possible event in the epidemic, we see that gk,y,z ( j, v0, v1) satisfies the
relation:

(UVk j + W0v0 + W1v1 + [0v0 + [1v1 + ^j + aj + _v0)gk,y,z ( j, v0, v1)
= (W0v0 + W1v1)gk,y,z ( j, v0 + 1, v1) + [0zv0gk,y,z ( j, v0 − 1, v1) + [1zv1gk,y,z ( j, v0, v1 − 1)
+ ^jzgk,y,z ( j − 1, v0, v1) + ajgk,y,z ( j − 1, v0, v1 + 1) + _v0ygk,y,z ( j + 1, v0 − 1, v1), (4.8)

with the condition gk,y,z (0, 0, 0) = 1. Using (4.5) and identifying the coefficients of j, v0, v1 in (4.8), we
obtain the following three equations:

(UVk + ^ + a)pk,y,z = ^z + afk,y,z,
(W1 + [1)fk,y,z = W1dk,y,zfk,y,z + [1z,

(W0 + [0 + _)dk,y,z = W0d
2
k,y,z + [0z + _ypk,y,z. (4.9)

From (4.9), we easily deduce the announced results (4.6) and (4.7). Note that (4.9) is a quadratic
equation similar to the one encountered in (3.4). For any value of pk,y,z ∈ (0, 1], it admits two positive
solutions located on either side of 1. We can then verify that (4.7) has three roots, two of which are
greater than 1 and the smallest is in [0, 1], hence a unique admissible solution to (4.7). �

In particular, as for (3.8), we have from (4.5) that:

E
(
yET zRT

)
=
(
p0,y,z

)mJ (
d0,y,z

)mV0
(
f0,y,z

)mV1 .

When R0 < 1, the first moments of (ET , RT ) are finite. Using (4.6), (4.7), we then find

E(ET ) =
(
mV0 + W1mV1 +

a

^ + a
W1mJ

) _(^ + a)[1

_^W1 + (^ + a) [([0 − W0)[1 + ([1 − W1)_]
,

E(RT ) = mV1[1 + mJ[1
a

^ + a
+
(
1 + [0

_

)
E(ET ).

4.2. With a limited reception capacity

Suppose the local population has a reception capacity maximum of c ∈ N0. In addition, as soon as a
place is vacant, any external infective is authorized to enter directly into the local population (i.e. access
is direct); it can then be removed at the rate ^. So, compared to the model (3.1), the parameter _ is no
longer introduced and a = 0 here. For the infectives of the local structure, the infection and removal rates
remain equal to Vs and `.
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To illustrate such a situation, let us consider as a local structure a hospital with only c rooms available
and in which all external infectives want to be treated as soon as possible. Thus, as long as there are
external infectives (V ≥ 1), the c rooms of the local structure are all occupied, and they will remain so
until the time g when there are no more visitors, i.e.

g = inf{t > 0 | Vt = 0}.

At this point, the external infection is over and the epidemic in the local population will continue for
some time until the c visitors and the internal infectives are all removed. Therefore, the event (T < ∞)
is equivalent to (g < ∞).

For this model, a very different property is that the expectation gk,y,z ( j, v) no longer has a simple
product form as in (3.2) and (4.5). Indeed, v ≥ 1 necessarily implies that j = c. Its expression nevertheless
remains quite simple to determine. As usual, 1{.} denotes the indicator function of {.}.

Proposition 4.3. For 0 ≤ j ≤ c and v ∈ N0,

gk,y,z ( j, v) =
( z^
^ + UVk

)c
hk,y,z (c, v) 1{v≥1,j=c} +

( z^
^ + UVk

) j
1{v=0} , (4.10)

where h(v) ≡ hk,y,z (c, v) satisfies the recursion h(0) = 1 and,

(cUVk + c^ + [v + Wv)h(v) = (c^y + [zv)h(v − 1) + Wvh(v + 1), v ≥ 1. (4.11)

Proof. Suppose first that V0 = v ≥ 1, and thus J0 = c. In the spirit of (2.3), we denote,

hk,y,z (c, v) = E
[
yEg zRg 1{g<∞,Ck }

�� (S0, I0) = (k, 0), (J0, V0) = (c, v)
]

, (4.12)

where Ck is the event that the k initial suceptibles are not contaminated until time g. Conditioning on the
first admissible event in the process {(St , It , Jt , Vt), t ≥ 0}, we easily see that h(v) ≡ hk,y,z (c, v) satisfies
the announced recursion (4.11).

Now, at time g, Vg = 0 and there are c visitors present in the local population. Thus, h(v) = h(0) and
from (4.12), we have,

h(0) = zc rk (c),

after denoting

rk ( j) = P (Ck | (S0, I0) = (k, 0), (J0, V0) = ( j, 0)) , 0 ≤ j ≤ c. (4.13)

Moreover, rk (0) = 1 and for j ≥ 1, we get,

(UVk j + ^j)rk ( j) = ^jrk ( j − 1),

so that,

rk ( j) =
( ^

^ + UVk

) j
, 0 ≤ j ≤ c. (4.14)

Finally, it is clear from (4.12), (4.13) that gk,y,z ( j, v) can be expressed as:

gk,y,z ( j, v) = hk,y,z (c, v) zc rk (c) 1{v≥1,j=c} + zj rk ( j) 1{v=0} .

Inserting (4.14), this yields the announced formula (4.10). �
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As long as there are external individuals waiting outside the local structure, the process {Jt , t ≥ 0}
remains fixed at level c. Thus, the process {Vt , t ≥ 0} is an absorbing birth-death process with birth
rates Wv and death rates ^c + [v. In fact, recursion (4.11) is classic in this framework and can be solved
by standard methods. Since T < ∞ when this infection process dies out in a finite time, it is also well
known that:

(T < ∞) a.s. ⇔
∞∑
j=0

( j∏
v=1

^c + [v
Wv

)
= ∞.

In that case, the variable RT is almost surely finite and corresponds to the total number of births before
extinction (including the mJ initial external infectives inside the local structure). The expectationsE(RT )
and E(ET ), for example, can be calculated from classical recurrences in the same vein as (4.11).

Without direct access. Suppose that the local structure still has capacity c but external infectives
can again enter at rate _ (i.e. access is random). Thus, the epidemic process is characterized by the rates
(2.2) except that the entry rate _ is replaced by _1{ j<c} .

In this case, the recursion for gk,y,z ( j, v) is more intricated and becomes:

(UVk + ^ + a)jgk,y,z ( j, v) + (W + [ + _1( j<c) )vgk,y,z ( j, v)
= ^zjgk,y,z ( j − 1, v) + azjgk,y,z ( j − 1, v + 1) + Wvgk,y,z ( j, v + 1)
+ [zvgk,y,z ( j, v − 1) + _yvgk,y,z ( j + 1, v − 1)1{ j<c} , 0 ≤ j ≤ c, v ∈ N0, (4.15)

with gk,y,z (0, 0) = 1. Obviously, gk,y,z ( j, v) is no longer of simple product form. The computation of
gk,y,z ( j, v) from (4.15) requires the use of further tools. One possibility is to note that the generator
of the process {(Vt , Jt), t ≥ 0} can be structured as a level-dependent Quasi-Birth-and-Death process
where Vt represents the level and Jt the phase, and then apply some of the results presented, e.g. in the
book by [10].

5. Some numerical examples

Let us illustrate the application of some of the obtained results. For the sake of brevity, we will mainly
focus on the basic epidemic model of Section 3.

Figures 2 and 3 show how several statistics of interest vary as the entry rate _ increases. For these
examples, the epidemic starts with n= 50 susceptibles, mV = 10 external infectives, m = mJ = 0 other
infectives, and the different rates are Vs = 1.5s/n,U = 0.5, ` = 1, W = 0.75, [ = 1, a = ^ = 0.5.

In Figure 2, we plot the graph of R0 (given by (3.1)) and the expected final number of external
removals, E(RT ) (given by (3.9)), as functions of the entry rate _. Note that R0 < 1 for the chosen
parameters, so E(RT ) < ∞. According to the formulas used, we see that the two curves are in fact
decreasing in _. This is not surprising because with a higher value of _, there are more external inputs
and therefore less possibility of reproduction.

In Figure 3, the first graph shows that the opposite happens for the expected total number of removals
in the local population, E(n − ST ) (obtained from (3.11) in the affine case): of course this number
increases from 0 with _. The second graph concerns the expected total number of removals from both
populations, i.e. E(RTOT ) where RTOT = RT +(n−ST ). This number increases rapidly for small values of
_ and then decreases slowly. Thus, minimizing E(RTOT ) implies taking _ = 0, i.e. preventing any access
to the local population. The reason for this is that the epidemic spreads very slowly in the external
population (W/[ is small), and it would die out quickly without intervention: here then, the addition of
a local structure makes the situation globally worse.

On the other hand, the situation is different when the external epidemic is stronger. This is illustrated
in Figure 4 where the parameters have not changed except that now W = 1.5 (instead of 0.75). Here,
R0 > 1 for _ ∈ (0, 1). For this range of values, the first graph shows that E(n − ST ) starts high due to
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Figure 2. The coefficient R0 (left) and the number E(RT ) (right) as functions of the rate _ in the model
of Section 3. The data are n= 50, mV = 10, m = mJ = 0, and Vs = 1.5s/n, U = 0.5, ` = 1, W = 0.75, [ = 1,
a = ^ = 0.5.

Figure 3. The numbers E(n − ST ) (left) and E(RTOT ) (right) as functions of the rate _ in the model of
Section 3. The data are n= 50, mV = 10, m = mJ = 0, and Vs = 1.5s/n, U = 0.5, ` = 1, W = 0.75, [ = 1,
a = ^ = 0.5.

the non-zero probability that the external infectious population will explode. Then, it decreases quite
sharply with _ > 1. In the second graph, E(RTOT ) is infinite for _ ∈ (0, 1), then decreases sharply
from _ = 1. In such a case, the presence of the local structure has a considerable positive impact on the
expected total damage caused by the epidemic.

Figure 5 examines now the dependence on the external infection rate W. The initial population sizes
are the same as before, but the rates are changed to Vs = 2s/n, U = 0.5, ` = 1, [ = 2, a = ^ = 1 and _ = 0.5
or 2. In all cases, we have R0 < 1. The first graph illustrates that, as expected, E(ST ) decreases with W.
We also observe that E(ST ) is smaller for _ = 2 than for _ = 0.5. Together with the second graph drawing
E(RTOT ), this confirms the observation made with Figure 3 that the presence of the local structure can
be a handicap (regarding the global number of infections) when the external epidemic is too weak
(for W < 1.5). However, the second graph shows that a local structure with a higher entry rate _ can be
beneficial when W is sufficiently high (i.e. after the crossing of the two curves).

Figure 6 provides the correlations between RT, the total number of external infections, and n − ST ,
the total number of internal infections. The model is again that of Section 3 with n= 50, mV = 10,
m = mJ = 0, and Vs = 0.5s/n, U = 2, ` = 1, [ = 2, a = 0, ^ = 1. On the left, the correlations are given
as a function of _ for W = 0.75 or 1.5, and on the right, as a function of the external infection rate W for
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Figure 4. The numbers E(n − ST ) (left) and E(RTOT ) (right) as functions of the rate _ in the model of
Section 3. The data are the same as in Figure 3, except W = 1.5.

Figure 5. The numbers E(ST ) (left) and E(RTOT ) (right) as functions of the external infection rate W in
the model of Section 3, for _ = 0.5 or 2. The data are n= 50, mV = 10, m = mJ = 0, and Vs = 2s/n,
U = 0.5, ` = 1, [ = 2, a = ^ = 1.

_ = 0.5 or 2. To obtain these correlations, we write E(RTST ) =
∑n

s=0 E(RT 1{ST=s}), and the terms in the
sum are computed by solving the system (2.17) after differentiation in y and with y = z = 1. Moreover,
the expectations and variances of RT and ST are obtained by differentiation in (2.18). As expected, the
correlations are positive and we note that they increase with _ except for large values of _ (as seen
before, the local structure then has a negative effect). A similar result is observed with W when it is not
too high.

Finally, we move on to the model with limited access presented in Section 4.1. The purpose of
Figure 7 is to show the influence of the external infection rate W1 on the statistic E(RTOT ). The initial
population sizes are n= 50, mV0 = 10, mV1 = m = mJ = 0, and the rates are Vs = 2s/n, U = 0.5, ` = 1,
W0 = 0.8, [0 = [1 = 1, a = ^ = 1, _ = 0.5 or 2 and W0 = 1.5 (left graph) or W0 = 2 (right graph). Note that
we take W1 ≤ W0 with the idea that after a first visit to the local population, the external infectives have
already received some care and become less contagious. Compared to Figure 3, we see here that the
choice of a higher entry rate _ leads much more often to an improvement in the final situation. Indeed,
there is now an added benefit to visiting the local population as it makes the infectives less contagious
when they return outside the local structure. The empirical conclusions from before (i.e. the presence
of the local structure worsens the global outcome when the external epidemic is weak) apply less often,
only for smaller values of W1 and when W0 is very close to W1.
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Figure 6. The correlations between RT and n − ST in the model of Section 3, as functions of the rate _
for W = 0.75 or 1.5 (left), and of the external infection rate W for _ = 0.5 or 2 (right). The data are n= 50,
mV = 10, m = mJ = 0, and Vs = 0.5s/n, U = 2, ` = 1, [ = 2, a = 0, ^ = 1.

Figure 7. The number E(RTOT ) as function of the external infection rate W1 in the model of Section 4.1,
for _ = 0.5 or 2 and W0 = 1.5 (left) or W0 = 2 (right). The data are n= 50, mV0 = 10, mV1 = m = mJ = 0,
and Vs = 2s/n, U = 0.5, ` = 1, [0 = [1 = 1, a = ^ = 1.
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