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ABSTRACT. The positive degree-day (PDD) model provides a particularly simple approach to estimate
surface melt from land ice based solely on air temperature. Here, we use a climate and snow pack simu-
lation of the Greenland ice sheet (Modele Atmosphérique Régional, MAR) as a reference, to analyze this
scheme in three realizations that incorporate the sub-monthly temperature variability differently: (i) by
local values, (ii) by local values that systematically overestimate the dampened variability associated
with intense melting or (iii) by one constant value. Local calibrations reveal that incorporating local tem-
perature variability, particularly resolving the dampened variability of melt areas, renders model para-
meters more temperature-dependent. This indicates that the negative feedback between surface melt
and temperature variability introduces a non-linearity into the temperature — melt relation. To assess
the skill of the individual realizations, we hindcast melt rates from MAR temperatures for each realiza-
tion. For this purpose, we globally calibrate Greenland-wide, constant parameters. Realization (i) exhi-
bits shortcomings in the spatial representation of surface melt unless temperature-dependent instead of
constant parameters are calibrated. The other realizations perform comparatively well with constant
parametrizations. The skill of the PDD model primarily depends, however, on the consistent calibration

rather than on the specific representation of variability.
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1. INTRODUCTION

The Greenland ice sheet (GrlS) is sensitive to a warming
climate, as surface melting is a major element of its mass
budget (Rignot and others, 2011). Ice volume reconstructions
reveal that past climate changes affected the GrlS massively:
Greenland’s ice volume experienced changes of ~5-9m
sea-level equivalent (SLE) since the last interglacial’s peak
sea level (Vasskog and others, 2015). The total present-day
volume of the GrlS, in comparison, is of the same order of
magnitude (~7.4 m SLE).

To interpret historic and recent mass changes of the GrlS,
it is necessary to quantify the components of the surface mass
balance (SMB), which primarily are surface melt, accumula-
tion and refreezing. Direct measurements of surface melt
rates are only available at isolated locations and until
recently were not designed to cover more than a few years.
Over the last decade, however, a network of automatic
mass-balance stations has been established to monitor the
annual mass loss of the GrlS (Ahlstrom and others, 2008).
Since 2002, the Gravity Recovery and Climate Experiment
(GRACE) (Tapley and others, 2004) satellite mission allows
to detect integral mass changes of the GrlS (Wouters and
others, 2014), but additional data are necessary to separate
and quantify the individual SMB components such as surface
melt (Sasgen and others, 2012; Tedesco and Fettweis, 2012).
In particular, high-resolution regional climate models such as
the Regional Atmospheric Climate Model (RACMO) (Noel
and others, 2015) or the Modele Atmosphérique Régional
(MAR) (Fettweis and others, 2017) allow for a separation of
the SMB.

Where high-resolution modelling is not feasible, a
common approach is to estimate surface melt rates, M with
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realizations of the positive degree-day (PDD) model formu-
lated for example in Reeh (1989). The term PDD refers to
the temporal integral of near surface temperatures T exceed-
ing the melting point, sampled at daily or higher frequency.
The PDD scheme linearly relates PDDs to snow and
ice melt through respective empiric degree-day factors
(DDF) in the form M = DDF x PDD. Following Braithwaite
(1985), PDD values are commonly approximated from
monthly mean temperatures (or, from annual mean and
mean July temperatures based on a sinusoidal seasonal
cycle, Reeh (1989)), assuming that on sub-monthly time-
scales temperatures are normally distributed around the
monthly mean temperatures with a standard deviation, o.
One benefit of this approach is its simplicity, as it only
requires information about near surface air temperature.
Even spatially incomprehensive or coarse resolution tem-
perature data still permit some rough estimate of the
surface melt rates, as temperatures can be downscaled via
lapse rate corrections. The PDD model has been thus
applied to estimate surface melt rates from coarse resolution
climate simulations (e.g. Charbit and others, 2013;
Heinemann and others, 2014; Roche and others, 2014;
Ziemen and others, 2014; Gierz and others, 2015) or,
extending the instrumental record into the past, from tem-
perature reconstructions deduced from ice cores (e.g. Box,
2013; Wilton and others, 2017). In many such applications
o is assumed to be constant in time and space and then o
commonly is chosen in the range 4.5-5.2°C. Fausto and
others (2009) pointed out that the ablation zone of the
GrlS exhibits a considerably smaller variability during the
melting season with o7 ranging between 1.7 and 2.9°C.
Consequently, a growing number of studies approximate
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PDDs using spatially or temporally variable ¢ (e.g. Roche and
others, 2014; Ziemen and others, 2014; Contoux and others,
2015; Wilton and others, 2017).

In modelling studies, the DDFs of snow and ice can be
treated as convenient tuning parameters, which can be con-
strained by observed mass changes from satellite data. Also,
many applications of the PDD model in Earth system model-
ling adopt DDFs of 3 and 8 mm °C~" d™' for snow and ice,
respectively, following an approach, which was applied in
a simulation of the GrlS dynamics by Huybrechts and others
(1991). Direct calibrations of DDFs, however, rely on the few
available measurements of melt rates which often differ in
sampling frequency and period. In a global compilation,
Hock (2003) reviews DDF calibrations from ice sheets and
glaciers, which exhibits a wide range of values for different
locations indicating that DDFs strongly depend on parameters
such as altitude, latitude or local conditions (e.g. debris cover,
liquid water content, shading). For Greenland DDF estimates
for ice range from 5.8 to 12mm°C~'d~"' for stations at
altitudes lower than 1000 m a.s.l., while measurements at
higher elevations yield values of up to 20 mm©°C™'d™".
According to a calibration to long-term measurements
and energy-balance modelling from southern Greenland
(Johannesson and others, 1995) most applications employ
for snow DDF ~3 mm °C~' d~' for Northern Hemispheric
ice sheets. However, a calibration using data from two sta-
tions at 1020 m and 1520 m a.s.l. in Southwest Greenland
suggests DDF of snow well above 20 mm °C~" d~" (van den
Broeke and others, 2010). In consequence, recent studies
have proposed modifications of the PDD method, which
make use of temperature-dependent DDFs (Tarasov and
Peltier, 2002; Greve, 2005; Fausto and others, 2009).

Charbit and others (2013) find that ice sheet simulations of
the last glacial period exhibit a strong sensitivity to the real-
ization of the PDD model. Specifically Charbit and others
(2013) compare schemes with constant (Reeh, 1989) or tem-
perature dependant DDFs (Tarasov and Peltier, 2002; Fausto
and others, 2009), using either PDD approximations based
upon spatially variable (Fausto and others, 2009) or constant
standard deviation (Reeh, 1989; Tarasov and Peltier, 2002).
Rogozhina and Rau (2014) evaluate a similar selection of
PDD model realizations with respect to their ability to repro-
duce Greenland’s surface melt rates of the years 1958-2001
as simulated from the regional climate — snow pack model
RACMO in combination with GRACE ice mass measure-
ments. Rogozhina and Rau (2014) find a good agreement
with the surface melt rates of the regional model if spatially
variable standard deviations are combined with the param-
eterization of Fausto and others (2009). The other combina-
tions exhibit a strong, but mostly temporally constant bias.

In this study, we aim to fathom principles behind heter-
ogenous DDF calibrations. Direct observations are still spa-
tially sparse, rarely cover more than a decade and may be
influenced by local conditions which are not representative
on a larger scale. For a comprehensive analysis we thus
use a simulation of Greenlands climate of the years 1948-
2016 with the state-of-the-art regional climate and snow
pack model MAR (Fettweis and others, 2017) as a reference.
We consider and evaluate three PDD model realizations,
which differ in the way that temperature variability is repre-
sented, and calibrate these individually. We optimize the
calibration on the basis of the first 25 years of the reference
simulation. We first investigate the spatial properties of
DDFs if locally calibrated. We then determine ideal
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Greenland-wide parameterization for each formulation and
test their skill to reproduce MAR surface melt rates in their
spatial characteristics and evolution, using the MAR tem-
peratures as input.

2. METHODS

2.1. The modele atmosphérique régional

We use outputs from version 3.5 of the MAR regional climate
model applied over the GrlS for calibration and evaluation of
different PDD-model realizations. The MAR, is a coupled
land-atmosphere regional climate model featuring an atmos-
pheric model (Fettweis, 2007; Reijmer and others, 2012) and
including a snow pack component. The simulation consid-
ered here is analyzed in detail in Fettweis and others
(2017). The simulation covers Greenland and surrounding
areas at a 20 km spatial resolution, forced at the lateral
boundaries and ocean surface with reanalysis data from the
National Centers for Environmental Prediction-National
Center for Atmospheric Research (NCEP) for the years
1948-2016 (Kalnay and others, 1996). MAR has been vali-
dated against satellite and in situ data (e.g. Lefebre and
others, 2005; Fettweis and others, 2011) and has been used
in multiple studies to simulate ice sheet and atmospheric
parameters, such as SMB, surface melt and atmospheric cir-
culation near Greenland (e.g. Fettweis and others, 2011;
Franco and others, 2013; Tedesco and others, 2013).

2.2. The PDD-model

A PDD model (Braithwaite, 1985; Reeh, 1989) allows esti-
mating the monthly surface melt rates from temperatures
T sampled at daily or higher frequency. The PDD is here
defined to be the cumulative temperature exceeding
melting point T* (with T+ = max(T, To), To = 0°C) through-
out a time interval [to, ]

PDD = /t” TH (). (1)

0

In practice, temperatures will be sampled or simulated
with discrete time steps At and are often only available on
monthly or longer timescales. Therefore, we focus on realiza-
tions of the PDD model that approximate PDD based on
monthly statistics following an approach from Braithwaite
(1985): assuming that temperatures are normally distributed
around monthly or climatologic mean temperatures T, the
PDD of a given month can be approximated as

- At [ T—T)?
POD(T.0) = /O Texp<—(202)>dr, 2)

with At = 1 month.
Here, we consider surface melt estimates of the form

M = DDF x PDD(T, ), (3)

and distinguish between snow and ice melt by applying dis-
tinct constant DDF for snow and ice, respectively. The
surface melt of a given month is considered in two phases:
any surface layer of snow must be melted, before the sub-
jacent ice is melted with the remaining PDD that is not
used up by snow melt.
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We consider different options to represent unresolved
temperature variability by o. We focus on the slush zone
below the runoff line, which is here defined to be the
region where mean surface melt rates M exceed refreezing
rates. In Greenland the runoff line is usually positioned
above the equilibrium line where ablation and accumulation
balance.

In the first instance, we consider two approximations,
PDDVAR = PDD(T, (TVAR(X, t)) and PDDCONST = PDD(T,
oconst = 5°C) and compare these with PDDygp,, which is dir-
ectly calculated from 6-hourly temperatures according to (1).
Here, T are monthly mean temperatures from the MAR
simulation and oyag represents its monthly temperature vari-
ability calculated at each grid point by combining the
monthly mean of the daily temperature amplitude dTg,, =
0.5 (Tmax — Tmin) and the standard deviation of the daily
mean temperatures throughout a month, o onth, according to:

AR = 1 (0% + (0.564 ATy )?). (4)

The factor 0.564 in this equation is somewhat smaller than
what would be assumed for a sinusoidal daily cycle and was
determined from the MAR calibration period by optimizing
the regression between PDDyag = PDD(T, oyar) and the
PDDyy, from 6-hourly temperature data. Additionally, we con-
sider PDDEFF = PDD(T, GEFF) with

ot = /(2 oy + (0.564 max{dTuy,5°C)7)  (5)

assuming that daily temperature amplitude never falls below
5°C. This approximation aims to eliminate a negative feedback
that may influence the temperature-melt relation if mean tem-
peratures approach melting point: in this case, not only do tem-
perature variations induce surface melt, but, on the other hand,
surface melt (or refreezing) dampens temperature variations.
This feedback is particularly prominent in the diurnal variabil-
ity. If surface melt occurs, the maximum (daytime) temperature
will be lowered due to latent heat flux and likewise minimum
(nighttime) temperatures will be increased due to refreezing
meltwater. In the MAR simulation we find, that above
melting surfaces daily temperature amplitude declines from
~5°C-1.5°C when monthly mean temperatures approach
melting point from both directions (Fig. 1). ogrr can be under-
stood as a rough estimate of an ‘effective’ temperature variabil-
ity, freed from the dampening effect of phase transitions on the
daily temperature amplitude. Unlike parameterizations that
aim to explicitly resolve the low variability in the ablation
zone (Fausto and others, 2011; Seguinot and Rogozhina,
2014; Wake and Marshall, 2015), this parameterization raises
the low variability in the ablation zone to suppress the effect
of negative feedbacks.

Parameterizing variability by =5°C, as applied in
PDDconst, strongly overestimate variability. In summer,
ovar rather takes values ~2°C-3.5°C below the runoff
line (Fig. 2, left). Applying a lower bound on daily temp-
erature amplitudes (PDDgpe) essentially increases ogrr by
1-1.6°Cd™" below the runoff-line compared with oyag
(Fig. 2, right). At high elevation or outside of the melt
season ogpr and oyar are almost identical .

In consequence, PDDyar agrees well with PDDgy,
whereas PDDconst reveals a strong bias relative to PDDgp,
which is particularly pronounced for small values and
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Fig. 1. Multiyear monthly mean daily temperature amplitude
averaged over the first 25 years of the MAR simulation (calibration
period) against respective multiyear monthly mean temperatures.
The size of each point is scaled by the surface melt rate, colours

reflect standard deviation of daily mean temperatures throughout
July; grid points with melt rates M < 2 mm d~" are not represented.

dominantly positive for PDDgj, > 2°C d”'. The bias in
PDDgr is less pronounced but also in the main positive
(Fig. 3).

2.3. Calibration of the PDD model

In this study, we first calibrate DDFs for each grid point indi-
vidually before a Greenland-wide calibration is considered
in later sections. We calibrate DDFs for snow and ice and
for each PDD approximation (DDFyag snow, DDFconsT snows
DDFef snow, DDFvaR;ice; DDFconsT,ice; DDFerrjice). For cali-
bration, we use monthly means of the different approxima-
tions of PDD together with the local snow height (SNH),
snow fall (SF) and melt rates, Mpar from the MAR simulation.
We consider a 25-year calibration period a suitable choice.
Relative to parameters obtained from a 69-year calibration
period (i.e. the length of the simulation), errors of <10, 5, 3
and 2% are obtained for periods longer than 3, 6, 16 and
54 years (not shown). Thus, a 25-year period offers a reason-
able accuracy, while the remaining 44 years allow to assess

e e?
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Fig. 2. July ovar (left) and o (right) averaged over the first 25 years
of the MAR simulation (calibration period). Black contour indicates

the runoff line.
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Fig. 3. PDDyag (@), PDDconst (b) and PDDgpr (c) as functions of
PDDgp. Identity is displayed as a grey line in all panels for
comparison.

the temporal stability of the individual realizations. We deter-
mine snow melt Myag snow as

SNH
MMAR,snow = min (T + SF7 MMAR) s dt = 1 month (6)

and ice melt as
MmaR,ice = Mmar — MMAR snow- (7)

To determine DDF of snow locally at a grid point i, we iden-
tify those months, ms, in which snow melt is predominant
(MmaRice = 0, PDD gnow = PDD) and use these to obtain a
local calibration,

_ st MMAR(i7 ms) 8
>, PDD(i,ms) ’ (8)

DDF gnow (i)

for all glaciated grid points i. As the calibration becomes
inaccurate where substantial surface melting does not
occur on a regular basis, we reject the local calibration as
meaningless where PDDs accumulated over the 25-year
period do not exceed 10°Cd~'. For a Greenland-wide
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calibration we modify this method as

Zi,ms Mwmar (i’ ms)
> i.ms PDD(i, ms) ’

DDF gnow = (9)
In a second step, we can consider all months m and all grid
points i to calibrate DDF of ice. Where melt rates are large
enough to remove the snow cover and melt subjacent ice,
we determine the proportion of PDD, which is available for
ice melt as

PDD‘,ice(i, m) = PDD(i,m) — PDD snow (10)
with

MMAR,snow (ia m)

PDD snow(i,m) = DDF 0
,sSnow

, (1)
DDF of ice is then analogously to DDF g, calibrated locally as

B Zm Muar ice (i, m)
> PDDice(i,m) ’

DDF jce (i) (12)

for all grid points that meet the condition that PDD jc. inte-
grated over the 25-year period exceeds 10°Cd™".
Analogously, for the Greenland-wide calibration this method
is modified as in Eqn (9).

3. RESULTS

3.1. Influence of temperature variability on locally-
calibrated parameters

As outlined above, we locally calibrate DDFs for snow and
ice based on PDDCONST/ PDDVAR and PDDEFF. We find a
strong sensitivity of DDFs on the individual PDD approxima-
tion (Fig. 4).

Using PDDyar for calibrations yields the strongest spatial
heterogeneity with DDFyag snow and DDFjc. mostly ranging
from 3 to 40 mm °C~'d™" in the slush zone. In contrast,
the calibration based on PDDg and PDDconst Yields

g
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Fig. 4. Spatial distribution of DDF show (upper panels) and DDF .. (lower panels) as calibrated locally based on PDDyag (left panels),
PDDconst (center panels) and PDDggr (right panels). The black contour line indicates the runoff line which limits the slush zone as

defined in the text.

https://doi.org/10.1017/jog.2018.10 Published online by Cambridge University Press


https://doi.org/10.1017/jog.2018.10

Krebs-Kanzow and others: Dampening of variability hampers melt estimates

more homogenous distribution in the slush zone. DDFgf gnow
and DDFgprice mostly remain in the range between
2.5-15 mm OC_1 d_1 and DDFCONST,snow and DDFCONST.ice
in the range from 2 to 1T0mme°C~ ' d™".

DDFs calibrated for the realization with constant standard
deviation (DDFconst) exhibit primarily a latitudinal depend-
ence (Figs 4, 5). If the realization incorporates the local stand-
ard deviations (DDFyag), calibrations primarily appear to be
strongly temperature-dependent with higher DDFs at lower
temperatures, while some latitudinal dependence persists.
Parameters in the realization with lower bounded daily tem-
perature variability (DDFgre) also exhibit a combination of
temperature dependence, which is not as pronounced as in
the DDFyag, and latitudinal dependence.

3.2. Optimal parameters for Greenland-wide
applications

To address the skill of different realizations of the PDD
model we conduct a Greenland-wide calibration using all
grid points that are within the domain of GrlS. Assuming
a constant standard deviation we obtain DDFconsT show =
5.1 mm OC71 di] and DDFCONST,ice =5.4mm °Ci1 (3171
which is in the range of observation-based calibrations of
high latitude ice sheets and glaciers. DDFgrr and DDFyag
are calibrated to 6.4 mm°C~'d™" and 10.8 mm°C~'d™"
for snow and to 6.1 mm©°C~'d™' and 8.1 mme°C 'd™'
for ice, respectively. DDFqow is not substantially smaller
than DDFc, as it is in the local calibrations, because ice
melt occurs largely at low elevations with relatively warm
summer temperatures, while snow melt happens to largest
parts under colder temperatures as in spring or higher eleva-
tions. The Greenland-wide calibration even results in
DDF gnow = DDF j. for formulation VAR and EFF. An over-
view of the Greenland-wide DDFs is presented in Table 1.

Additional to the three optimally calibrated realization we
define the fourth realization which is also based on PDDyar
but which include temperature-dependent instead of con-
stant Greenland-wide parameters to better match the local

calibrations (Fig. 6). Using an analogue approach to the par-
ameterization proposed by Fausto (2009) we find a good fit of
the locally calibrated DDF 0w With

DDFyagf snow =

sv‘éow Tjuly > Tw
w M T T T.<T T (13)
ﬁsnow + (T _-T ) ( July C) ¢ = Huly <y
w c
gnow T]uly < T

and DDF ¢ with the third-order polynomial:

DDFvarr ice =
ices TJuly =Ty
c _ pw
;/Ze +ice—snow3*((TW - TJuIy)3)7 TC < 7—July <Ty
(TW - T]uly)

icce7 TJuIy < Tc
(14)
with Ty, being the mean July temperature and Bg, =
5mme°C™'d™!, g, =14mm°C'd™", gY =6mm°C'd,
c. =20mm°C'd™', T =6°C and T.=-1°C (Fig. 6)
compared with the parameters g% =% =3mm°C'd™" and

W o —7mm°C ' d™, g, =15mme°C'd™', 7" = 10°Cand T¢ =

ice ice
—1°C in Fausto (2009).
We thus consider four realizations of the PDD model,

Myar = DDFyar X PDDyag;,
Mconst = DDFconst X PDDconsr,
Merr = DDFgpr X PDDggy,

Myarr = DDFyagr X PDDyag,

(15)

which allow to estimate monthly surface melt rates from
monthly climate variables of the MAR simulation, i.e. from
monthly mean temperatures T, monthly standard deviation
of daily mean temperatures oponn, monthly mean daily
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Fig. 5. DDF snow (upper panels) and DDF jc. (lower panels) as calibrated locally based on PDDyag (left panels), PDDconst (center panels) and
PDDgr (right panels) as functions of the local climatologic July temperature, T, of the calibration period. Each scatter point represents one

grid point in the slush zone, colors reflect latitude.
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Table 1. Overview of PDD model realizations. The evaluated realizations are based on approximations of PDD which differ in the represen-
tation of sub-monthly variability o and in greenland-wide calibrated degree-day factors DDF g0 and DDF jce. RMSE;ime is the root mean
square error of the 1948-2016 total Greenland surface melt predictions (Fig. 7) relative to the MAR simulation. RMSEgpace is the root mean
square error of predicted mean surface melt rates in the slush zone during the calibration period (Fig. 9) relative to the MAR simulation

o DDF snow DDF jce RMSESPace RMSEime

°C mm©°C~ "' d™’ mm°C~ " d™! ma™' Gta™'
Myar > 0.5 (Eqn 4) 10.8 8.1 1.19 28.57
Mconst 5.0 5.1 5.4 0.72 33.21
Megr > 2.8 (Eqn 5) 6.4 6.1 0.84 25.88
Mvarr >0.5 (Eqn 4) 5-14 (Eqn 13) 6-20 (Eqn 14) 0.64 38.57

temperature amplitude, dT, snow height, SNH and snow
fall, SF.

3.3. Evaluation of Greenland-wide applications

The MAR simulation covers the years 1948-2016 and, aver-
aged over this 69-year period, hindcasts a total annual
Greenland surface melt of 489 Gt. In the first 50 years of
the simulation, the total surface melt never exceeds 600 Gt
(Fig. 7a). Towards the end of the simulation, surface melt
intensifies and exceeds 600 Gt in 7 out of the last 19 years.
As this intensification is not covered by the calibration
period, total annual Greenland surface melt during the first
25 years amounts to 467 Gt on average (Fig. 8). The year
2012 of the simulation exhibits an exceptional melt of 987
Gt and exceeds all other years of the simulation by more
than 200 Gt. Together with snow fall and refreezing this cor-
responds to a net surface mass loss of 427 Gt over the
summer months. By comparison, the GRACE measurements
indicate a total summer mass loss (including marine dis-
charge) of 628 + 96 Gt (Tedesco and others, 2013). In obser-
vations, the 12 of July 2012 stands out due to an extreme melt
event which affected almost the entire surface of the GrlS
(Nghiem and others, 2012).

We find that all four realizations generally capture the
yearly evolution of the total yearly Greenland surface melt.
Within the 69 years of the simulation the relative bias
exceeds =10% in 5, 6 and 4 years for Myagr, Mconst, Mere,
respectively, but in 20 years for Myage (Fig. 7b). Mconst par-
ticularly fails to reproduce the extreme melt in year 2012
with a bias of 180 Gt. There is no indication, however, that
Mconst becomes increasingly unreliable with the intensify-
ing surface melt towards the end of the simulation. The
root mean square error, RMSEime of the surface melt hindcast
is smallest for Mger and largest for Myagr (Table 1). In general,

Fig. 6. Temperature dependency of DDFyagrsnow (left, red) and
DDFyagr,ice (right, red) in comparison with the respective local
calibration DDFyar(i) (black) for all grid points i in the slush zone
(Fig. 5, left panels). The size of scatter points reflects annual mean
surface melt.
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all four realizations reproduce the melt evolution relatively
well. We want to stress, however, that surface melt estimates
will be heavily offset if the calibration is not adapted to the
PDD formulation: DDFVAR X PDDCONST or DDFCONSTX
PDDyar produce a relative bias of = 100% and —50%,
respectively throughout the simulation (not shown).
Throughout the calibration period of the MAR simula-
tion, surface melt Muar is characterized by a narrow slush
zone at the lower part of the GrlS with melt rates exceeding
3ma" near the western and south-eastern coast (Fig. 8).
The spatial distribution of surface melt is reasonably well
represented in all four realizations. Figure 9 shows the
respective mean local bias of surface melt rates with
respect to surface melt rate from the MAR simulation
(Fig. 8) averaged over the calibration period. Inherent to
their design, the bias in total Greenland-wide surface melt
hindcast vanishes for Myar, Mgrr and Mconst over the cali-
bration period (Fig. 9); for Myagrr the total bias does not
vanish but is small (=1 Gt). Outside of the calibration
period the spatial pattern remains generally the same while
the total bias depends on the selected evaluation period
(not shown). All surface melt estimates, especially Mconsr,
tend to overestimate surface melt in northern Greenland
and underestimate surface melt in southern Greenland,
which is in line with the latitude-dependence found in the
locally-calibrated DDFs (Fig. 5). A negative bias is particu-
larly prominent in the ablation zone of south-western
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Fig. 7. (a) Total Greenland surface melt from 1948 to 2016 as
simulated by MAR (Mmag, black) and predicted from Myag
(green), Mconst (red), Mere (blue) and Myage (cyan). (b) relative
yearly bias of Myar (green), Mconst (red), Meger (blue) and Myagr
(cyan) 1948-2016 relative to Muar -
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Fig. 8. Mean yearly Greenland surface melt of the calibration period
(years 1948-1972), as simulated by MAR. The black contour
indicates the upper boundary of the slush zone. Numbers refer to
the respective spatially-integrated yearly mean surface melt in the
four sectors which are separated by the dotted lines and the mean
total surface melt (lower right corner) in Gt.

Greenland. In agreement with the temperature dependence
found for the locally-calibrated DDFyags (Fig. 5), Myar
tends to overestimate surface melt at low elevations and
underestimate at high elevations. This is also reflected in a
relatively large spatial root mean square of the surface melt
distribuion in the slush zone averaged during the calibration
period, RMSEg,ace (Table 1). The MAR simulation exhibits
some residual surface melt rates in the interior of southern
Greenland which usually do not exceed the refreezing
rates and are thus negligible for the SMB (Fig. 8). It should
be yet noted that only the realization incorporating local vari-
ability and temperature-dependent parameters (Myage) is
able to reproduce this melt at high altitudes due to its tem-
perature-dependent parameterization. The extreme melt of
the year 2012, which is characterized by intensified surface
melt at high altitudes is thus better captured in Myagr than
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in the other realizations. Overall Myagr provides the best
representation of local melt rates which is also reflected in
the smallest RMSEgp.ce as presented in Table 1.

4. DISCUSSION AND CONCLUSION

The PDD model is used to estimate the surface melt of ice
sheets by assuming that the relation between PDD and
surface melt is linear. On a continental scale, however, this
assumption appears not to be justified as model parameters
were found to be spatially incoherent (Hock, 2003) and in
particular temperature-dependent (Tarasov and Peltier,
2002). Furthermore, previous studies have demonstrated
that surface melt estimates derived from the PDD model
are highly sensitive to the representation of sub-monthly tem-
perature variability, for a given parameterization (Charbit and
others, 2013; Seguinot, 2013; Rogozhina and Rau, 2014).
Consequently, the suitability of the originally simple PDD
model has been contested and multiple modifications have
been proposed (Tarasov and Peltier, 2002; Greve, 2005;
Fausto and others, 2009).

In this study, we used the regional climate model MAR as
a reference to investigate how the representation of tempera-
ture variability influences characteristics and accuracy of dif-
ferent realizations of the PDD model.

Local calibration of a realization that incorporates sub-
monthly temperature variability at each grid point yields a
wide range of parameters. These parameters are primarily
temperature-dependent and cover a range, which is in agree-
ment with Hock (2003) and Fausto and others (2009). The
temperature dependence is found to be reduced in two rea-
lizations which particularly overestimate the dampened vari-
ability in the ablation zone, by either applying a lower bound
on diurnal variability or by representing sub-monthly vari-
ability by one constant value. Based on this observation,
we propose that it is the negative feedback between melt
and temperature variability that introduces non-linearity
into the melt-PDD relation.
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Fig. 9. (a) Bias of My prediction of Greenland surface melt to MAR simulation during the calibration period. (b) Same as (a) but for Mconsr.
(c) Same as (a) but for Mggr. (d) Same as (a) but for Myagr. The grey contour indicates the upper boundary of he slush zone. Numbers refer to the
bias in the four sectors which are seperated by the dotted lines and the mean total surface melt (lower right corner) in Gt.
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To evaluate their skill, we used the different realizations of
the PDD model to hindcast MAR surface melt from MAR tem-
peratures. We also evaluated a realization which makes use
of temperature-dependent parameters instead of constant
model parameters (inspired by Fausto and others, 2009). If
calibrated individually (instead of using the parameters
canonically used in Earth system modelling which follow
Huybrechts and others, 1991) all formulations are found to
generally reproduce the melt rates from the MAR simulation.
The formulation inspired by Fausto and others (2009) yields
the best agreement of the spatial distribution of multi-year
mean surface melt but exhibits the strongest biases in the
comparison of year to year total Greenland surface melt. A
realization that partly neglects the dampened variability due
to surface melt by restricting the daily temperature variability
by a lower limit appears to be a more convenient and yet
similarly skillful alternative. Our study suggests that domain-
wide parameterization is suitable for applications that
neglect or suppress the dampened variability of melting sur-
faces; otherwise calibration needs to consider temperature-
dependent parameters as in Fausto and others (2009).

A regional model such as MAR includes parameteriza-
tions of important processes which are poorly constrained
(e.g. snow ageing, meltwater percolation). Also local condi-
tions such as debris cover or shading cannot be represented.
Nevertheless, we expect that the feedback between melt and
temperature variability and its effect on PDD schemes is
robust. The presented calibrations, however, may be
model-dependent. The skill of all realizations seems to
remain stable throughout the reference simulation while
surface melt intensifies towards the end of the 1948-2016
simulation. Further research is needed, however, to evaluate
the PDD model under entirely different climates or for other
ice sheets such as the North American ice sheets during the
last glacial period.

Seguinot (2013) and Rogozhina and Rau (2014) demon-
strate that using a PDD model that incorporates a constant
mean standard deviation instead of acounting for the
locally reduced temperature variability results in strongly
overestimated surface melt. This is however not inconsistent
with our findings. In the above studies the different realiza-
tions are not calibrated individually, but in all cases adopt
the parameters canonically used in Earth system modelling
(Huybrechts and others, 1991). The individually calibrated
parameters presented here differ from the canonical para-
meters. In particular, the calibration of the realization that
uses a constant standard deviation yields a parameter for
ice melt that is substantially smaller than the canonical
value. As inconsistent calibration was found to result in sub-
stantial errors, the disagreement between the different reali-
zations in the above studies may well be a result of a
insufficient calibration.

Existing realizations of the PDD model may be improved
in the light of this study: alternative to restricting the diurnal
cycle by a lower limit, it may be possible to directly diagnose
the ‘effective’ variability (compensating or neglecting the
dampening effect of phase transitions in applications using
climate model output) or by considering temperature vari-
ability from non-glaciated, neighbouring locations (applica-
tions based on observations and reconstructions). Indeed,
Shea and others (2009) present calibrations based on tem-
peratures extrapolated from non-glaciated stations for nine
Canadian glaciers and find these to be relatively consistent
across the region and from year to year.Above all it
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appears vital to use a PDD formulation which is consistent
to the one used for calibration of the PDD model. We
expect that a consistent calibration based on regional
models or on surface melt and temperature records such as
van den Broeke and others (2010) will strongly improve the
accuracy of the PDD model and reduce the sensitivity of
ice sheet models to the incorporated PDD scheme.

ACKNOWLEDGMENTS

We thank Xavier Fettweis for providing MAR model output
and answering related questions. Further we are grateful for
the valuable comments and constructive suggestions from
Julien Seguinot and an anonymous referee, which helped
us to improve the paper. We are grateful to our colleagues
Klaus Grosfeld, Christian Rodehacke and Ingo Sasgen for inspir-
ing discussion. U. Krebs-Kanzow is funded by the Helmholtz
Climate Initiative REKLIM (Regional Climate Change) a joint
research project of the Helmholtz Association of German
research centres. P. Gierz is funded by the German Ministry
of Education and Research (BMBF) German Climate
Modeling Initiative PalMod. This work is part of the
project ‘Global sea level change since the Mid Holocene:
Background trends and climate-ice sheet feedbacks’ funded
from the Deutsche Forschungsgemeinschaft (DFG) as part of
the Special Priority Program (SPP)-1889 ‘Regional Sea Level
Change and Society” (SeaLevel). This study is also promoted
by Helmholtz funding through the Polar Regions and Coasts
in the Changing Earth System (PACES Il) program of the AWI.

REFERENCES

Ahlstrom AP and 15 others (2008) A new programme for monitoring
the mass loss of the Greenland ice sheet. Geol. Survey Denmark
and Greenland Bulletin, 15(15), 61-64

Box J (2013) Greenland ice sheet mass balance reconstruction. part
ii: surface mass balance (1840-2010). J. Clim., 26/18, 6974—
6989. (doi: 10.1175/JCLI-D-12-00518.1)

Braithwaite R (1985) Calculation of degree-days for glacier-climate
research. Z. Gletscher. Glazialgeol., 20/1984, 1-8

Charbit S and 5 others (2013) Influence of ablation-related processes
in the build-up of simulated Northern Hemisphere ice sheets
during the last glacial cycle. Cryosphere, 7(2), 681-698 (doi:
10.5194/tc-7-681-2013)

Contoux C and 5 others (2015) Modelling Greenland ice sheet
inception and sustainability during the Late Pliocene. Earth.
Planet. Sci. Lett., 424, 295-305 (doi: 10.1016/j.epsl.2015.05.018)

Fausto RS and 6 others (2009) Improving surface boundary condi-
tions with focus on coupling snow densification and meltwater
retention in large-scale ice-sheet models of Greenland. /.
Glaciol., 55(193), 869-878

Fausto RS, Ahlstrom AP, Van As D and Steffen K (2011) Present-day
temperature standard deviation parameterization for Greenland.
J. Glaciol., 57(206), 1181-1183

Fettweis X (2007) Reconstruction of the 1979-2006 Greenland ice
sheet surface mass balance using the regional climate model
MAR. Cryosphere, 1(1), 21-40

Fettweis X and 5 others (2011) The 1958-2009 Greenland ice sheet
surface melt and the mid-tropospheric atmospheric circulation.
Clim. Dyn., 36(1-2), 139-159 (doi: 10.1007/s00382-010-0772-8)

Fettweis X and 9 others (2017) Reconstructions of the 1900-2015
Greenland ice sheet surface mass balance using the regional
climate MAR model. Cryosphere, 11(2), 1015-1033 (doi:
10.5194/tc-11-1015-2017)

Franco B, Fettweis X and Erpicum M (2013) Future projections of the
Greenland ice sheet energy balance driving the surface melt.
Cryosphere, 7(1), 1-18 (doi: 10.5194/tc-7-1-2013)


https://doi.org/10.1017/jog.2018.10

Krebs-Kanzow and others: Dampening of variability hampers melt estimates

Gierz P, Lohmann G and Wei W (2015) Response of Atlantic over-
turning to future warming in a coupled atmosphere-ocean-ice
sheet model. Geophys. Res. Lett., 42(16), 6811-6818 (doi:
10.1002/2015GL065276)

Greve R (2005) Relation of measured basal temperatures and the
spatial distribution of the geothermal heat flux for the
Greenland ice sheet. Ann. Glaciol., 42, 424-432 (doi: 10.3189/
172756405781812510)

Heinemann M and 5 others (2014) Deglacial ice sheet meltdown:
orbital pacemaking and CO2 effects. Climate of the Past, 10(4),
1567-1579 (doi: 10.5194/cp-10-1567-2014)

Hock R (2003) Temperature index melt modelling in mountain
areas. J. Hydrol. (Amst), 282(1-4), 104-115 (doi: 10.1016/
S0022-1694(03)00257-9)

Huybrechts P, Letreguilly A and Reeh N (1991) The Greenland ice-
sheet and greenhouse warming. Global and Planetary Chang, 89(4),
399-412 (doi: 10.1016/0921-8181(91)90119-H)

Johannesson T, Sigurdsson O, Laumann T and Kennett M (1995)
Degree-day glacier mass-balance modelling with applications
to glaciers in Iceland, Norway and Greenland. J. Claciol., 41
(138), 345-358

Kalnay E and 22 others (1996) The NCEP/NCAR 40-year reanalysis
project. Bull. Am. Meteorol. Soc., 77(3), 437-471 (doi: 10.1175/
1520-0477(1996)077;0437:TNYRP;2.0.CO;2)

Lefebre F and 7 others (2005) Evaluation of a high-resolution
regional climate simulation over Greenland. Clim. Dyn., 25(1),
99-116 (doi: 10.1007/500382-005-0005-8)

Nghiem SV and 9 others (2012) The extreme melt across the
Greenland ice sheet in 2012. Geophys. Res. Lett., 39 (doi:
10.1029/2012GL0O53611)

Noel B and 6 others (2015) Evaluation of the updated regional
climate model RACMO2.3: summer snowfall impact on the
Greenland Ice Sheet. Cryosphere, 9(5), 1831-1844 (doi:
10.5194/tc-9-1831-2015)

Reeh N (1989) Parameterization of melt rate and surface tempera-
ture on the greenland ice sheet. Polarforschung, 59(3), 113-128

Reijmer CH and 5 others (2012) Refreezing on the Greenland ice
sheet: a comparison of parameterizations. Cryosphere, 6(4),
743-762 (doi: 10.5194/tc-6-743-2012)

Rignot E and 5 others (2011) Acceleration of the contribution of the
Greenland and Antarctic ice sheets to sea level rise. Geophys.
Res. Lett., 38 (doi: 10.1029/2011GL046583)

Roche DM and 5 others (2014) Adding a dynamical cryosphere to
iLOVECLIM (version 1.0): coupling with the GRISLI ice-sheet
model. Geosci. Model Dev,, 7(4), 1377-1394 (doi: 10.5194/
gmd-7-1377-2014)

Rogozhina | and Rau D (2014) Vital role of daily temperature variabil-
ity in surface mass balance parameterizations of the Greenland Ice
Sheet. Cryosphere, 8(2), 575-585 (doi: 10.5194/tc-8-575-2014)

235

Sasgen | and 9 others (2012) Timing and origin of recent regional ice-
mass loss in Greenland. Earth. Planet. Sci. Lett., 333, 293-303
(doi: 10.1016/j.epsl.2012.03.033)

Seguinot J (2013) Spatial and seasonal effects of temperature
variability in a positive degree-day glacier surface mass-
balance model. J. Glaciol., 59(218), 1202-1204 (doi: 10.3189/
2013J0G13J081)

Seguinot J and Rogozhina | (2014) Daily temperature variability
predetermined by thermal conditions over ice-sheet surfaces.
J. Glaciol., 60(221), 603-605 (doi: 10.3189/2014JoG14)036)

Shea JM, Moore RD and Stahl K (2009) Derivation of melt factors
from glacier mass-balance records in western Canada. J. Claciol.,
55(189), 123-130

Tapley B and 5 others (2004) GRACE measurements of mass vari-
ability in the Earth system. Science, 305(5683), 503-505 (doi:
10.1126/science.1099192)

Tarasov L and Peltier W (2002) Greenland glacial history and local
geodynamic consequences. Geophys. J. Int., 150(1), 198-229
(doi: 10.1046/j.1365-246X.2002.01702.X)

Tedesco M and Fettweis X (2012) 21st century projections of surface
mass balance changes for major drainage systems of the
Greenland ice sheet. Environ. Res. lett., 7(4) (doi: 10.1088/
1748-9326/7/4/045405)

Tedesco M and 7 others (2013) Evidence and analysis of 2012
Greenland records from spaceborne observations, a regional
climate model and reanalysis data. Cryosphere, 7(2), 615-630
(doi: 10.5194/tc-7-615-2013)

van den Broeke M, Bus C, Ettema J and Smeets P (2010) Temperature
thresholds for degree-day modelling of Greenland ice sheet melt
rates. Geophys. Res. Lett., 37 (doi: 10.1029/2010GL044123)

Vasskog K and 5 others (2015) The Greenland Ice Sheet during the
last glacial cycle: current ice loss and contribution to sea-level
rise from a palaeoclimatic perspective. Earth-Sci. Rev., 150,
45-67 (doi: 10.1016/j.earscirev.2015.07.006)

Wake LM and Marshall SJ (2015) Assessment of current methods of
positive degree-day calculation using in situ observations from
glaciated regions. J. Glaciol., 61(226), 329-344 (doi: 10.3189/
2015JoG14J116)

Wilton D) and 7 others (2017) High resolution (1 km) positive
degree-day modelling of Greenland ice sheet surface mass
balance, 1870-2012 using reanalysis data. J. Glaciol., 63(237),
176-193 (doi: 10.1017/jog.2016.133)

Wouters B and 6 others (2014) GRACE, time-varying gravity, Earth
system dynamics and climate change. Rep. Prog. Phys., 77(11),
0-0 (doi: 10.1088/0034-4885/77/11/116801)

Ziemen FA, Rodehacke CB and Mikolajewicz U (2014) Coupled ice
sheet-climate modeling under glacial and pre-industrial bound-
ary conditions. Clim. Past, 10(5), 1817-1836 (doi: 10.5194/cp-
10-1817-2014)

MS received 7 July 2017 and accepted in revised form 23 January 2018; first published online 22 March 2018

https://doi.org/10.1017/jog.2018.10 Published online by Cambridge University Press


https://doi.org/10.1017/jog.2018.10

	Estimating Greenland surface melt is hampered by melt induced dampening of temperature variability
	INTRODUCTION
	METHODS
	The modèle atmosphérique régional
	The PDD-model
	Calibration of the PDD model

	RESULTS
	Influence of temperature variability on locally-calibrated parameters
	Optimal parameters for Greenland-wide applications
	Evaluation of Greenland-wide applications

	DISCUSSION AND CONCLUSION
	Acknowledgments
	References


