Atomic Resolution Electron Tomography on a Discrete Grid: Atom Count Errors
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The resolution of state-of-the-art electron tomography is in the nm range. In a new approach [1], atomic resolution was achieved by determining the positions of all atoms in a nanocrystal (Fig. 1) from a small number of electron tomographic projections assuming that the atoms lie on a discrete grid. The exit wave is reconstructed for each of the projections and the number of atoms in each projected column is subsequently determined using channeling theory [2]. The discrete projection data, consisting of the number of atoms in each projected column of the discrete grid, is used as input for a discrete tomography reconstruction algorithm [3, 4], which computes the desired 3D reconstruction. It has been demonstrated [1] that the 3D shape of a 309-atom nanocrystal (Fig. 1) could be reconstructed exactly from only three projections. In this case, the process of counting the number of atoms was assumed to be free of errors. However, count errors are practically realistic and occur when the number of atoms in a column is counted incorrectly, e.g. due to noise.

The algorithm for computing reconstructions on a discrete grid [3, 4] is capable of dealing with these count errors in the projection data, but for such input data the resulting reconstruction will usually deviate slightly from the measured object. The main interest for the current application of nanocrystal reconstruction is to obtain perfect reconstructions, even in the presence of count errors. Therefore, we included a postprocessing step. It better approximates the projection data by repeatedly locating (and modifying) grid cells for which adding (or deleting) an atom improves the current approximation. When no such grid cells can be found, the procedure terminates and outputs the reconstruction.

To test our new algorithm, we started with perfect projections (without count errors) of the nanocrystal from [1]. A number of count errors was added to the projection data by repeatedly selecting a random projected column and adding +1 or -1 (both with 50% probability) to the number of atoms in that particular column (compare Fig. 1c and 1d).

By adding only a few extra projections, the tomographic reconstruction procedure can be made far more resilient to count errors. If more projections are available, the set of measured projections contains a certain amount of redundancy, since a subset of the available projections is already sufficient to compute all atom positions (in the case of error-free projections). It is often possible to exploit this redundancy in order to compute perfect reconstructions even in the presence of count errors. Moreover, if a sufficient number of projections is available, a large number of errors can be corrected. The ability to correct a large number of count errors enforces our expectation that the method can also be applied to real-world data, instead of simulated data. The idea of using redundancy for correcting errors originates from the mathematical field of coding theory, where one tries to find ways of encoding a digital signal so that it can be sent along a noisy transmission channel and still be decoded without errors by the receiver.

Table 1 summarizes the reconstruction results for varying numbers of available projections and varying numbers of count errors. For every case, 100 test runs were performed, each time with
different, randomly generated count errors. The number of atom errors for each reconstruction was determined by counting the number of grid cells in the reconstruction that are different from the original crystal. The results demonstrate that the algorithm is well capable of correcting count errors. Increasing the number of projections significantly increases the tolerable number of errors. When 80 count errors are made, the algorithm still reconstructs the crystal perfectly in 39% of the cases if 6 projections are available.

The principle of the algorithm, its performance, requirements and limitations will be presented. How the approach can be used when working with several different types of atoms will also be discussed.
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Figure 1.  a) 309 atom cuboctahedron shaped nanocrystal (schematic drawing)  
         b) EW phase image in a <001> zone axis  
         c) Number of atoms in each column without count errors  
         d) Number of atoms in each column with several count errors

<table>
<thead>
<tr>
<th>#projections</th>
<th>3 orientations</th>
<th>5 orientations</th>
<th>6 orientations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[001], [110], [110]</td>
<td>[001], [110], [110], [011], [111]</td>
<td>[001], [110], [110], [011], [111], [111]</td>
</tr>
<tr>
<td>#count errors</td>
<td>10 20 40 80</td>
<td>10 20 40 80</td>
<td>10 20 40 80</td>
</tr>
<tr>
<td>% perfect</td>
<td>36 3 0 0</td>
<td>100 97 61 6</td>
<td>100 99 80 39</td>
</tr>
<tr>
<td>avg. #atom errors</td>
<td>1.28 4.51 11.92 27.13</td>
<td>0 0.03 0.57 3.73</td>
<td>0 0.01 0.23 1.18</td>
</tr>
</tbody>
</table>