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ABSTRACT. The 0«C series of yearly sampled cosmogenic 14C in wines (1909-1952) was 
analyzed with the Fourier Vector Amplitude (FVA) method, using cyclograms as a graphic 
tool, to find information on periodicities imprinted by the sun. Because the high sensitivity of 
the FVA algorithm in detecting periodicities and their variations is emphasized by immediate 
visualization of its cyclograms, a suggestion has been found for a modulation event. Data are 
compared with a frequency modulation model, the extension of which to the long 9000-a &4C 
series suggests a first approach to interpret the Suess wiggles. 

INTRODUCTION 

14C is a relatively long-lived cosmogenic radionuclide continuously pro- 
duced on the earth mainly by the nuclear reaction 14N(n,p)14C of secondary 
neutrons on atmospheric nitrogen. The geochemical history of 14C after for- 
mation is mixed with the history of the atmospheric carbon, save that 14C 

decays to the stable 14N by radioactive fl decay with half-life T112 = 5730 ± 
40 a. 

The order of magnitude of the ratio 14C/'2C in living matter, in 
equilibrium with atmosphere and hydrosphere, is - 10 -12; its value has 
slightly changed and fluctuated over the last ten millennia. Our present 
knowledge of natural 14C variations in terrestrial reservoirs derives from 
extensive and high-precision measurements of 14C chronology in tree rings; 
their investigation has also been stimulated by the 14C dating method, one 
of the basic assumptions of which is the time constancy of terrestrial 14C. 

However, their understanding is still unsatisfactory. 
Carbon reservoir models (Lal & Venkatavaradan,1970; Oeschger et at, 

1975; Siegenthaler, Heimann & Oeschger, 1980; Oeschger, 1985) describe 
the global carbon cycle and interpret the measured CO2 content of the 
atmosphere and hydrosphere as dependent on thermodynamic and 
geochemical parameters of the earth's environment. It is usually assumed 
that reservoirs are in steady-state equilibrium with the atmosphere, and 
their 14C content depends both on its influx and exchange; however, Stuiver 
and Quay (1981) have questioned the steady-state equilibrium over the last 
1000 a. 

Cosmic-ray (CR) intensity variations at 1 AU (Astronomical Unit is the 
average distance between the earth and the sun) have been measured in the 
last half a century; their synoptic view supports the existence of solar-ter- 
restrial relationships. Theoretical models predict modulation of cosmogenic 
production in the terrestrial atmosphere by interplanetary magnetic fields, 
controlled by solar activity, and by the geomagnetic field (Lal & Peters, 
1962,1967; Lal & Suess, 1968; Lal & Venkatavaradan, 1970; Castagnoli & 
Lal, 1980; Stuiver & Quay, 1980a, b; Reedy, Arnold & Lal, 1983a, b). 
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Forbush (1954,1966) was the first to point out and measure the inverse cor- 
relation between CR intensity and sunspot numbers in cycles # 17-18. Eddy 
(1977) acknowledged periodicity in solar activity through the regular 
Schwabe cycle of sunspots, which lasts -11 a. Systematic measurements on 
solar activity - CR flux correlation are available now on several solar cycles 
(solar cycle # 22 started Sept 1986) (see Shea & Smart, 1988; Iucci et al, 
1988; Storini, 1989). Analyses of cosmogenic differential reservoirs yield 
information from the past on CR flux and the periodic or recurrent behavior 
of the sun. 

Variations induced by the geomagnetic field have a time scale of 
thousands of years; the long-term sinusoidal trend with a period of 10,000 
a in the 7300-a La Jolla tree rings z'4C (Neftel, Oeschger & Suess, 1981) and 
in the 8600-a Belfast-Seattle tree rings 14C (Stuiver, 1989; Pierazzo, 1987) 
has been generally interpreted as induced by the sinusoidal variation of the 
earth's dipole field. However, changes in the carbon cycle may be respon- 
sible for much of the observed variation in 14C (Lal & Venkatavaradan, 
1970; Lal & Revelle, 1984; Lal, 1985, 1986). Recently, the absence of a 
similar trend in cosmogenic 10Be in polar ice cast some shadow on the 
effective influence of the geomagnetic dipole variation (Beer et al, 1984, 
1988). 

The long 14C series in tree rings (Stuiver & Kra, 1986), show common 
features: the long-period, - 10,000 a, sinusoidal trend (scale of tens of per 
mil) and the short-term de Vries variations (Suess wiggles) with a charac- 
teristic time scale 100-200 a (scale of per mil). The presence of the 
wiggles has been confirmed in several laboratories and wiggles measured in 
different series match each other (Sonett & Suess, 1986; Suess, 1986; Finney 
& Sonett, 1988). Suess (1970, 1980a, b, 1986) has discussed wiggles and 
described their history as well. 

Only decadal or bi-decadal points are available in the atmospheric '4C 

long series from tree rings. Annual sampling was done only for some per- 
iods, due to the limited size of the tree rings and the quantity of wood 
needed for one conventional radiometric measurement, 30-200g, 
depending on the wood and chemical procedure (eg, Pearson et al, 1977; 
Stuiver & Quay, 1980b). Future development of accelerator mass spec- 
trometry could reduce the sample size (WOlfli, 1987, 1989). 

Wines, whiskies and plant seeds provide annual &4C series that 
describe atmospheric 14C. Although some results are still contradictory 
(Povinec, Burchuladze & Pagava, 1983), solar cycle imprinting has been 
found in the 14C series of Georgian wines (Burchuladze et al, 1980; 
Povinec, Burchuladze & Pagava, 1983). Short annual subseries of annual 14C in tree rings yield similar, though less marked, results (Stuiver & 
Quay, 1981; Povinec, Burchuladze & Pagava, 1983). Wines are more sen- 
sitive than tree rings to solar forcing of cosmogenic production. One point 
in a L114C tree-ring series reflects the 14C average concentration during the 
year, whereas one point in a wine series reflects the concentration during 
the spring and early summer, when stratospheric-tropospheric mixing is 
more effective and allows an increase of the cosmogenic concentration in 
the troposphere. Seasonal variations of tracers in terrestrial reservoirs 
peaking in the spring-early summer are characteristic of tracers from the 
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stratosphere (Langway et al, 1975); the same holds for cosmogenic concent- 
rations, because the production rate is larger in the stratosphere (Raisbeck 
et al, 1979). 

ANALYSIS OF THE DATA 

The 0'4C yearly series (1909-1952), from Georgian wines kept in the 
Tbilisi Wine Museum, was reported (Burchuladze et al, 1980) and reviewed 
(Povinec, Burchuladze & Pagava, 1983) along with an analysis of 14C in 
tree rings (Stuiver & Quay, 1981) and a comparison with other contem- 
porary 014C series. The decreasing trend, smaller in wines than in tree rings 
for the same period (Stuiver & Quay, 1981), was attributed to the Suess 
effect. Autocorrelation function and spectra of L'4C series of wines and tree 
rings have shown the 11-a solar cycle (at 95% confidence interval) and its 
correlation with the solar activity record represented by sunspots, over 4 
solar cycles (# 15-19) with a mean amplitude of 4.3 ± 1.1% in wines and 
about half in tree rings. 

We have analyzed the Tbilisi wine series for the properties of the 
Fourier Vector Amplitude (FVA), a high-sensitivity interferential tech- 
nique that uses cyclograms, and also eyes, to detect periodicities and recur- 
rences of a time series of equispaced data. Recently introduced by M Galli 
and coworkers in Bologna (Attolini, Cecchini & Galli, 1981, 1983, 1984), 
the technique is particularly good for picking up imprinting of solar-ter- 
restrial relationships. A comparison between sensitivities - of FVA and of 
standard spectral analysis - has been carried out in simulated series of 
sinusoidal modulation events (amplitude modulation (AM) and frequency 
modulation (FM)) (Pierazzo, 1987). 

We ran programs in double precision (64-bit words) on a VAX 8600 of 
INFN, Padova. We made a normal spectral analysis, detrending the wine 
series from the Suess effect with a weighted least squares linear fit (Fig 1) 

and calculating the points (v,, P(v,)) of the power spectrum (Fig 2) with the 
Discrete Fourier Transform (DFT). On the abscissae axis of Figure 2 we 
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Fig 1. Stationary series of atmospheric &4C measured in Georgian wines (44 points, 1909-1952) obtained 
by detrending the data published in Burchuladze et al (1980) with a weighted least squares linear fit. There 
is no visible AM; - 2 periods of FM may be present. 
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Fig 2. Power spectra of: stationary a14C wine series (1909-1952) (Fig 1) (-); sunspot numbers (1900-1956) 
(- - -); Q14C simulating series (- - -), FM model with a small AM component, T, = 10.5, TFM = 20, TAM 

= 90 with suitable phases and some noise; see text. 

have the continuous frequency v, expressed in a 1, the SI symbol for year'. 
Owing to the DFT's cyclic property, we chose to normalize the sum of the 
DFT's P(v1) to the total length of the time interval; this roughly corresponds 
to normalize to 1 the integral of the power continuous curve P(v) (the 
modulus square of the FT of a continuous and infinite time series) on the 
visible-frequency interval, from 0 to Nyquist frequency VN. 

We then switched to FVA analysis; we review here the essential fea- 
tures of this rattler sophisticated method. The cyclogram is a graphic tool 
which allows a synoptic understanding of the set of the conventional Fourier 
amplitudes at,T, referring to a given trial period i, that are obtained by inte- 
grating the series on a small window T >_ i, while the window moves along 
the series. The amplitudes may be represented as vectors in the complex 
plane. Moving averages a1,T, are calculated, by averaging the amplitudes a1,T 
on the window T which starts at t, and moving the window T. The vector 
(1-row matrix) containing the az,T,t set is called the amplitude series; the 
phase versor series a1T t, also called the phase series, is obtained by the same 
procedure, after dividing each term of the amplitude series by its modulus. 
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The cyclograms of the amplitudes and phases are obtained by drawing the 
polygonal of the vectors aC,T,t and respectively, starting from the origin 
(0,0), which corresponds to the beginning of the temporal series. 

If the series contains only one periodicity tp, the cyclogram calculated 
with a trial period t = tgoes straight as the window T is moved along the 
series, whereas cyclograms calculated with t > to or t < t0 are bent 
clockwise and counterclockwise, respectively. If the series is long enough, a 
bent cyclogram may become a circle, the radius of which depends on the dif- 
ference t - t0. If more than one periodicity is contained in the series, all cy- 
clograms are bent, except those calculated with the right trial periods, which 
correspond to the periodicities contained in the series. If there is no 
periodicity, cyclograms with any trial period go in a random walk. 

FVA is a visual computing system (VCS), which uses cyclograms as a 
graphic tool of a high-sensitivity algorithm, ie, a cyclogram easily visualizes 
the results of the algorithm as an interference between the existing 
periodicity and a trial period. 

Unlike classical spectral analysis, where various detrending, shortening 
or lengthening of non-stationary series may provide different results 
(Sonett, 1984), FVA can extract periodicities even in non-detrended series 
and results are independent of the terminal parts of the series. Moreover, 
information on the phase of the complex amplitude can be recovered while 
the integration window moves along the series; thus, the information on 
temporal evolution of periodicities does not vanish, as it does in conven- 
tional spectral analysis. 

With the elementary probability theory, we can calculate the proba- 
bility that a random walk in the (x, y) plane, obtained with n unitary steps, 
the azimuth of which has a normal Gaussian distribution, reaches a distance 
Rl from the origin greater than a fixed quantity d: 

P(d) = P(R, > d) = exp (-d2/n). 
However, this formula is not correct for small values of n and overestimates 
the real cases, as may be checked by a Monte Carlo simulation; moreover, 
P(d) must be zero for d> n. 

When d approaches n, a better approximation to reality (obtained by a 
Monte Carlo simulation) is made by taking the Fisher transform, z, of the 
modulus square of the complex correlation coefficient, between the poly- 
gonal's versors and versors on the real axis, and approximating its value by 
its hyperbolic tangent. This substitution has no influence on the probability 
values for small z, where tanh z z and the probability is high, whereas, in 
the neighborhood of the upper limit of R, domain, where the probability 
tends to zero, the new expression is more effective (Attolini, Cecchini & 
Galli, 1983, 1984; Pierazzo, 1987). 

We present a method (Fig 3), integrated over the time series, to 
recover the best estimate of a periodicity with cyclograms and to evaluate its 
significance (Pierazzo, 1987; Pierazzo, Sartori & Vanzani, 1988). The 
choice of the integration window T (T = 11, in Fig 3) yields the number of 
the independent versors of the polygonal ( 3 for wines, 1909-1952, 
44a; 4 for sunspots, 1900-1956, 57a) (Attolini, Cecchini & Galli, 1983, 
1984; Pierazzo, 1987). When the abscissa t varies around the suspected 
periodicity, the ordinate shows the probability P(t) that a polygonal with 3 
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Fig 3. Probability curve P(i) of 2-dimensional random paths related to phase-cyclograms, calculated with a 
trial period i and moving window T = 11, to test the null hypothesis of 2 real series: wines (1909-1952), at 
least 3 independent versors (-); sunspots (1900-1956), at least 4 independent versors (- - -). The abscissa 
corresponding to the minimum is the best estimator for periodicity t in the series: 10.5 for atmospheric 14C 
in wines, 10.4 for sunspots. 

(for wines, 4 for sunspots) independent random versors goes farther from 
the origin than the polygonal referring to the phase-cyclogram, calculated 
with i, on the real series. The value of the abscissa where this probability 
reaches the minimum (10.5 a for the wines, 10.4 a for sunspots) provides a 
phase-cyclogram with maximum stretching; this value is assumed the best 
estimate of the periodicity i contained in the real series. Its position does 
not depend on the length of the series, whereas a spectral determination 
does. Its significance against the null hypothesis (random versors) is given 
by the value of the ordinate; we obtain a probability 1.1 10.2 that a random 
walk with 3 independent unit vectors would give a walk longer than the walk 
with t = 10.5 of the real series of wines, which has 3 independent vectors. 
Of course, the curve referring to the sunspot record goes deeper: this prob- 
ability is lower, 1.810 3, since it refers to a longer series (4 independent ver- 
sors). 

This method allows us to choose the best value of a periodicity and its 
significance level in a short interval around the value of the minimum, a 
rough indication of which is shown by the power spectrum, but does not 
allow us to choose the minimum on a larger scale. This plot provides a good, 
though local, evaluation of the periodicity we are looking for, rather inde- 
pendent of the series length, though the method is integrated on the series. 
If the probability curve shows up several minima, a previous comparison 
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between cyclograms is needed. Although the cyclogram behavior for a given 
t does not depend on the window T (T ? t), the probability P(i) depends 
on T, so that, in comparing cyclograms with different t, the same T should 
be used. 

The phase-cyclogram of the wine series, calculated with ti = 10.5 shows 
the features of a FM event (Fig 4). The phase-cyclogram of the sunspot 
record (1900-1956), calculated with i =10.4, is also shown for comparison: 
its behavior does not suggest modulation. 

Fig 4. Cyclogram of the /4C wine series (1909-1952) calculated with the trial period i =10.5, corresponding 
to the minimum of the full curve in Fig 3. Amplitude or frequency modulation may be present, with respect 
to the carrier frequency - 1/10.5. Cyclogram of the corresponding sunspot record (1900-1956) calculated 
with the trial period ti = 10.4, which corresponds to its minimum in Fig 3, is shown for comparison. No sug- 
gestion for modulation comes from sunspots. 

Spectral analysis (Fig 2) of the wine record shows the 11-a solar peak at 
vs = 0.0909 a', sharply equivalent to T = 11 a; but vs is a multiple of the 
fundamental frequency VF = 1/44 a', which scans the solar signal with 3 

points. Analogously, the peak of sunspot record is shown at TS = 11.4 (the 
fundamental frequency is 1/57). However, cyclogram analysis provides T, = 
10.5 a for wines and T = 10.4 for sunspots, with their significance (Fig 3); 
those values are more precise and are rather independent of the series 
length and detrending. The best evaluation of the solar cycle in the last cen- 
tury, deduced by spectral analysis on the sunspot record, is 10.6 ± 0.1 a 
(Herman & Goldberg, 1978). 
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THE FM MODEL 

Modulation is usually meant as sinusoidal, in communication 
engineering. Simulations of (sinusoidal) AM and FM events with carrier 
and modulating waves of known frequencies have been analyzed with cy- 
clograms (Pierazzo,1987). We use standard conventions: the index c refers 
to the carrier wave, frequency v, the index m to the modulating wave, fre- 
quency vm <vc. To distinguish amplitude modulation from frequency mod- 
ulation, we also use indices AM and FM for the modulating wave. We show 
here some basic formulas of modulation of a carrier wave, with angular fre- 
quency f. = 2rrv. and phase cps, by a modulating wave with a = 2rrv,n and 
cp,,, respectively. 

The AM model is expressed by 

AM : y(t) = (1 + A cos (WAMt + CPAM)) cos (clot + cps.) 

where A is the amplitude modulation index or depth of modulation (A < 1); 
the spectrum shows a peak at the carrier frequency escorted by two 
lateral peaks at f. ± JAM, the intensity of which depends on A. 

The FM model is expressed by 

FM : y(t) = cos fit + cps + B cos (CJFMt + (PFM)) 

where B is the frequency modulation index; the frequency, cI(t) = 2niT(t), 
is the time derivative of the argument of the cosine 

SZ(t) = - BWFM sin (UJFMt + (PFM) 

and varies sinusoidally between f. - BcJFM and f + BcJFM. 
Thus r 

B = 'FM -(TFMI7i (zTIT ). 
By developing the previous FM expression (Pierazzo,t987), we obtain 

y(t) as a sum of the carrier cosinusoid plus an infinite number of cosinusoids 
at equispaced frequencies = f. ± kcJFM, with integer k; each term has a 
proper coefficient, which is a Bessel function, with a proper index, of the 
modulation index B. Thus, the spectrum of a FM event consists in a peak at 
the carrier frequency escorted by two lateral bands containing an infinite 
number of peaks at 1. ±ka FM with integer k. 

In both AM and FM models, line intensities are symmetrical with 
respect to the central peak, corresponding to the carrier frequency, and the 
modulating frequency appears as a separation between peaks. In FM, the 
frequency SI(t) varies with modulation index B, but, in the spectrum, only 
the intensity of the lateral peaks depends on B, whereas their positions 
depend just on cJFM. 

In the analysis of finite length series, at least 2-3 modulation periods 
should be processed in order to detect the spacing between peaks. In this 
case, the DFT spectrum represents the Fourier transform of the convolution 
of the given function with a rectangular window (truncation) representing 
centering and length of the data series. An asymmetry may be visible 
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between the left and right bands of the spectrum, if the series does not cover 
an integer number of FM periods. 

The AM model is also represented by the sum of the carrier wave v 
and of the two waves v. ± yAM, thus, the phase-cyclogram of AM events cal- 
culated with a trial period t = T is a straight line. On the contrary, the 
phase-cyclograms calculated with i T are more-or-less complicated, 
describing ellipses that precede in the plane, sometimes yielding a daisy-like 
pattern. The maximum stretching for i T occurs when the trial period 
corresponds to the two lateral frequencies of the spectrum. 

The sum of cosinusoids obtained in a FM model is not so simple as that 
in AM. Thus, phase-cyclograms of FM events calculated with a trial period 
i = T wiggle around a straight line; the wiggle depth is determined by the 
modulation index B. Maximum stretching occurs at the carrier frequency, 
yet, unlike AM, no trial period can rectify the cyclogram, since the fre- 
quency continuously varies. 

The powerful algorythm of FVA detects periodicities with high pre- 
cision and sensitivity, because it measures, as an interferometeric tech- 
nique, the time between two consecutive crossings of the zero-axis - let us 
call it a "pseudoperiod", - along the time range of a stationary series. In a 
FM model, the length of the "pseudoperiod" along the series is not constant 
and depends on the modulation index B and on the phase cPFM. Thus, the 
cyclogram calculated with i = T has wiggles, the depth of which is more or 
less pronounced, depending on B. 

DISCUSSION 

The power spectrum of the short atmospheric 014C record (Fig 2) shows 
the central peak escorted by two nearly equispaced lateral peaks; this 
pattern suggests modulation, with vm 0.05 a-1 which corresponds to a mod- 
ulating period TY1, - 20 a. Spectral analysis cannot distinguish between AM 
or FM, because the series is too short. 

5. 

0 
a° 

v0.0 
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1900, 1950. 

Fig 5. Atmospheric z14C record from wines (1909-1952) as in Fig 1, without the error bars (- - -), compared 
with the yearly series simulated by our FM model with a small AM component, T = 10.5, TFM = 20, 
TAM = 90 with suitable phases, see text (-); some noise has been added to the model to represent a 

stochastic component. 
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dC F.M. simulation 

Fig 6. Phase-cyclograms referring to the series shown in Fig 5. Left side: cyclogram of &4C record with 3 
trial periods: t = 10.5 corresponding to probability minimum of Fig 3, and two values well outside of the 
minimum: t = 11, where the probability ratio is - 3, which is very similar to the cyclogram at the probability 
minimum and t = 9, where the probability ratio is = 20, which looks different from the cyclogram at the 
probability minimum. Right side: phase-cyclogram referring to simulated series (FM model with a small AM 
component, T, = 10,5 TFM = 20, TAM = 90 with suitable phases and some noise, see text) for the same trial 
periods. The behavior of the simulated series suggests that the FM model described in the text reproduces 
the characteristic features of the real Q14C series, stochastic time-behavior apart. 

Some hint of FM can be observed in the behavior of the time series and 
of the cyclograms around the probability minimum, derived from Figure 3. 
The dashed line linking the experimental points (Fig 5) seems not to cross 
the zero line with the same period, but with two alternating 
"pseudoperiods," the small difference of which suggests a low modulation 
index B. The phase-cyclogram (Fig 4) calculated with i = 10.5 (probability 
minimum of Fig 3 and maximum stretching of the phase-cyclogram) has 
slight wiggles about a straight line, suggesting again FM with a low mod- 
ulation index B. 

We have tried to reproduce the phase-cyclogram of the measured Z14C 

in wines with a FM model which could perform 2 modulation periods in 
the 44-a observed record. We have assumed as carrier period T = 10.5 a 
(probability minimum of Fig 3, maximum stretching of the phase-cyclogram 
and in the FM model); we determined the phase of the carrier sinusoid with 
the starting phase-angle of the cyclogram, so that the real and the simulated 
cyclograms have the same straight line to wiggle about. A good choice for 
the modulating period was TFM = 20, as was also roughly suggested by the 
spectrum (Fig 2); we adjusted the phase of the modulating component to 
give the simulated series the same wiggling phase like the real one. This 
simple model reproduces the real cyclogram fairly well (Fig 6). To simulate 
stochastic components in the measurements, we have also added some noise 
- in practice, a pseudorandom variable, RNDM(-1, +1), computer-gen- 
erated in a 64-bit seed - with suitable intensity. 

We then added an AM component, with TAM = 90 a, (FM x AM), 
analogous to the Gleissberg cycle, which modulates the sunspot record; this 
last improvement was unnecessary in the short record of wines we have pro- 
cessed, which covers only half the AM cycle. To extend our model to a 
longer period, we added the AM to represent a possible physical solar cycle 
which could modulate the amplitude of cosmogenic production and be 
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present beside the Gleissberg cycle (Gilliland, 1981). The mixed FM-AM 
model we obtained is 

-4.5 cos 
2zrt 
10+0.8 cos 

frt+ ))( 1 + 0.2 o?t 0.371 + 4RNDM (-1,+1) 
10 90 

FM (T. = 10.5, Tm = 20) x AM ( Tm = 90) + noise 

and is shown with a full line in Figure 5; its spectrum is shown in Figure 2. 
The FM index we have found, B = aIoi FM = 0.8, allows Tto vary between 
7.4 a and 18.1 a, in fair agreement with the range of sunspot periods (Eddy, 
1977), defined as the intervals between sunspot minima. 

Figure 6 shows the phase-cyclograms bur the real Q14C record and for 
the simulated record, calculated with three trial periods: t = 9, 10.5, 11 a; 
t = 10.5 corresponds to the probability minimum for the Q14C record (Fig 
3) and the cyclogram is the same as in Figure 4. The other two values were 
chosen well outside of the minimum: for t =11, where the probability ratio 
is only 3, the stretching is very similar to the phase-cyclogram stretching 
at the probability minimum. The cyclogram for t = 9, where the probability 
ratio is 20, looks different from the cyclogram at the probability 
minimum. The behavior of the phase-cyclogram of the simulated series sug- 
gests that the simple FM model and the mixed FM-AM model reproduce 
the characteristic features of the real 014C series, in the considered half a 
century, whereas the stochastic component causes only slight random devia- 
tions of the cyclogram from a cyclogram without noise. 

We then extended the mixed FM-AM model of atmospheric Q14C to 
a longer period in the past, to compare its predictions with the real atmo- 
spheric L14C series which spans 9000 a (6650 BC - AD 1910) and is bi- 
decadal (Pierazzo, 1987). The model was sampled with Lt = 1 and the 
resulting points were averaged on contiguous 20-a intervals. Figure 7 pre- 
sents the bi-decadal model without noise and with two choices of noise, at 
the same amplitude, only for AD years. The extension to 6650 BC looks 
similar, showing the nearly regular structure of the 200 a wiggles, which 
were generated by aliasing. 

When a bi-decadal record is obtained from an annual record, the 
Nyquist frequency vN is shifted from 0.5 to 0.025; thus, the peak at v. = 
0.09524 corresponding to the carrier solar period we have put in the model, 
T = 10.5 a, is no longer visible. However, aliasing moves the position of 
signal lines, hidden behind the Nyquist frequency, from the semiaxis of 
v > vN to the interval 0 <v < VN, which is the visible-frequency domain. 
Thus, we should find the solar signal (or the remains of it after averaging 
attenuation) at a position in the low-frequency domain, which is predictable 
with a simple formula, v = I4vN - vl = 0.1- 0.09524 = 0.00476. By using 
the equivalent formula for the periods 

T - Tt 
kT - Ot I 

since the carrier period is T = 10.5 and the averaging interval is Lt = 20, 
we obtain the aliased period T = 210 (or v = 0.00476). Power spectrum of 
the simulated series has a very sharp peak at this value, but no visible lateral 
peaks, that are aliased on the same value of the aliased carrier peak, 
because in our model VFM = 2VN. 
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Fig 7. Model prediction on a long bi-decadal atmospheric Q14C record. The FMxAM model, derived from 
the short Q14C record in Georgian wines (T, = 10.5, TFM = 20, TAM = 90 with suitable phases, see text), has 
been extended to past AD years and arranged to predict the bi-decadal experimental series of atmospheric 
z14C (20-a averages on contiguous intervals), made stationary. = model without noise; . and - - - 
= model with 2 choices of noise. -- = experimental A14C bi-decadal points (Stuiver & Kra,1986), de- 
trended with a 10,600-a sinusoid (Pierazzo,1987). Wiggles with time scale of - 200 a are evident: they were 
generated by FM and aliasing. The prediction of &4C amplitude in the recent past is fairly good. Suess effect 
is visible in the more recent wiggle. The model also predicts 14C maxima over the solar activity minima: 
Maunder (1645-1715), Sporer (1416-1543), Wolf (early part of 14th century) (see Stuiver & Quay, 1980). 

Figure 7 also shows an experimental bi-decadal Q14C series for AD years 
taken from the detrended (10,600-a sinusoid) ti 9000 a atmospheric Q14C 

series in tree rings (Pierazzo, 1987). We dare interpret Figure 7, in the naive 
hypothesis that carrier and modulating periods and phases were the same 
as we found in the four solar cycles of wines. This simple model, when 
extended to the recent past, reproduces, in amplitude and in position, the 
increased cosmogenic 14C corresponding to the Maunder (1645-1715), Wolf 
(early part of 14th century) and Sporer (1416-1534 in terms of measured 
14C) minima (Stuiver & Quay, 1980b). The last wiggle, ca 1900, of real 14C 

is lower than the simulated one because of the Suess effect. 
We think that the imperfect agreement (Fig 7) between the model and 

the bidecadal series (perhaps better in the recent past) is due to 1) the small 
lever arm, with which the parameters were determined, ie, 44 a of data to 
make predictions on -= 2000 a; eg, the choice vm = 1/at has caused the 
pile-up of the side bands upon the frequency corresponding to the aliased 
carrier period, 210 a, whereas a different value of vm should preserve, in 
part, the FM side-banded pattern, even when aliased; 2) parameters con- 
stancy hypothesis; 3) arbitrary detrending with a least squares 10,600-a 
sinusoid on the whole - 9000 a to account for the "geomagnetic-dipole 
sinusoid" hypothesis. 
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CONCLUSION 

Annual sampling of 14C yields a record of solar activity in the past. 
Sampling in wines is more effective than in tree rings; unfortunately, this 
procedure is possible only for the recent past. 

FVA provides a very sensitive interferential method for extracting 
information on periodicities imprinted by solar activity on cosmogenic tem- 
poral series measured in terrestrial reservoirs. FVA can follow even a slight 
variation of periodicity along the time domain of the series, by handling the 
phases of the complex amplitudes in the frequency domain. A good part of 
its success is due to the fact that, unlike conventional Fourier analysis, FVA 
is rather insensitive to detrending, noise and series length; moreover, FVA 
displays its results by means of cyclograms. FVA - cyclogram coupling pro- 
vides a powerful, integrated VCS, unrivalled for FM detection. 

A FM model could describe the Q14C atmospheric annual record in 
analyzed wines, on the four solar cycles # 15-18 with a carrier period 
T = 10.5 a, modulated in frequency by Tm = 20 a. Although we are not 
unaware that the lever arm on the wine series is small, we have tried to 
extend this model, suggested by atmospheric 14C in wines, to the past. We 
obtain, maybe surprisingly at first, a prediction of the Suess wiggles, as well 
as the prediction of the increase of cosmogenic 14C content in terrestrial 
reservoirs during the Maunder, Sporer and Wolf minima, in fair agreement 
with the measured values. 
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