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ON FUNCTIONAL CESARO AND HOLDER METHODS 
OF SUMMABILITY 

D. BORWEIN AND B. L. R. SHAWYER 

1. Cesàro and Holder-type methods of summability. Suppose that 
f(x) is integrable L in every finite interval [0, X], and that 8 > 0. Define 

/ ,(*) = {r(S)}-1 P (x - t)s-lf(t)dt, and g(x) = ej(x). 
J 0 

Definition. If T(ô + l)x_ô/$(x) —> a as x —> oo, then we say that the (C, 5) 
limit of f(x) is c, and write/(x) —» o-(C, 5). 

Definition. If e_:rgô(x) —» o- as x —> GO, then we say that the (C, <5) limit of 
/(x) is ci, and write/(x) —-> <J(C, 5). 

Note that (C, 5) is the standard Cesàro method of summability, that 

e~xgi(x) = ( r ( ô ) } " 1 ^ | (x - t)8-Vf(t)dt 
J o 

= {rtf)}"1*-1 J ' OogX/n'-yOogDdi-, 

and that this final integral is the functional Holder transform of/(log T). 
It is well known [4] tha t / (x ) —» a(C, 8) if and only if f(ex) —» o-(C, 5). Our 

primary objective is to prove that if f{x) —> a(C, 8) then fix) —> CJ(C, <5), and 
^a / //̂ ere is a function whose (C, 8) Mrai£ exists but whose (C, 5) /ww/ does wo/ 
exw/. 

We need two lemmas. The first is due to M. Riesz [3]. 

LEMMA 1. For x > t > 0 and 0 < 8 < 1, 

(x — a) ~lf(v)dv = 8 I fb(y)dv I (x — zej)s_1(ze/ — v)~h~ldw. 
0 •/ 0 «/ « 

LEMMA 2. / / 0 < 8 ^ 1 and e~x gs(x) —> o- as x —> 00 , £&ew 

ôx-5 I (x — /)5_V~'g(/)#7 —> o- as x —» 00 . 
•J 0 
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Proof. Suppose first t ha t 0 < b < 1. Using the result of Lemma 1, we have 

P (x - t)h-Vlg{t)dt - r(ô)e-*gô(x) 
J 0 

= I e~ldt I (x — u)h~lg(u)du 
J 0 t / o 

= "jpTT^TTT J e ~ ^ / J gè(v)dv J (x - w)5 _ 1(w - v)~b~1dw 

—— f Vfg«(iO<fe J (x - w ) 5 " 1 ^ - w ) " ' " 1 ^ I" e-(t~v)dt 
— 0 ) J o •/ « •/ » r ( i - « ) • / < > 

f* 
= I / ( x — v)e vgô(v)dv, where 

J o 

7 ^ ) = p Q _ 5x J 0 (y - tt)ô~V~a_1(l - e~u)du. 
o 

I t now suffices to show tha t 

J o 
ôx f / ( x — v)cj)(v)dv —> c 

J 0 

whenever </>(x) is integrable L in every finite interval [0, X] and tends to a as 
x —* co. This is true since (see, for example [2, Theorem 6]) 

ôx~ô I J(x — v)dv = —-r ^"X - 5 I (x — u)bu~b~l(l — e~u)du 
J o 1 U — à) Jo 

ft r*°° 
~~> TTri ^ I ^~ ô _ 1 ( l — e~u)du = 1 as x —» oo , 

1 (1 — o) Jo 
and since, for each fixed y > 0, 

8x~5 I J(x — v)dv —> 0 as x —> oo . 
J o 

When 5 = 1, we have 

/

'x Çx 

e~tg(t)dt — x~le~xgi(x) = x _ 1 I e~lgi(t)dt, 
o J o 

and the desired result now follows from the regularity of the (C, 1) method. 
We now prove two theorems which show the relation between the methods 

(C, a) and (C, a). 

T H E O R E M 1. For a > 0, iff(x) —» a(C, a ) then f(x) —> cr(C, a ) . 

Proof. First suppose tha t 0 < a ^ 1. Since 

J o 

the result follows from Lemma 2. 
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Now suppose that a > 1. Seta = k + ô where 0 < ô g 1 and fe = 1, 2, . . . . 
Integration by parts k times yields 

r(«)/„(*) = ( - i )*/ o%.(o( | )V'(* - tT~l]dt 

= a» f" gk(t)e-'(x - ty-'dt + è aT | g * ( 0 « " " ( * - t)h~1+rdt 
J 0 r=\ J 0 

/

»£ £ 1 / • # 

ft(0c-,(* - 0 ' _ 1 * + E *r fM-l(0c-'(* - t)S~1+rdt 
0 r=0 •/ 0 

+ ) gk+i(t)e-\x - t)"-xdt, 
J 0 

where the ar and &r are constants. 
By assumption, e~xga(x) —> a as x —> oo, and so since fe + 1 ^ a, it is easy 

to show that e~xgk+i(x) —* o- as x —> oo . Thus using Lemma 1 for the term in
volving a0 and the regularity of the Cesàro methods for the other terms, it fol
lows that r(û! + l)x~afa(x) —» a as x —> oo . This completes the proof of Theo
rem 1. 

THEOREM 2. For a > 0, eix —» 0(C, a) , to /fee (C, a) Ziraitf of eix does not exist. 

Proof. By the Riemann-Lebesgue theorem, 

x~a I X (x - ty-V'dt = I (1 - uy-\iuxdu -> 0 as x -^ oo , 
«/ o «/ o 

so t h a t eix —> 0(C, a ) . On the other hand, 

e~x I (x - t)~-Ve"dt = e te f V ^ e 
•/ 0 «̂  0 

^ I °° ,a-i -t(i+i) i, , /-,\ elxY(a) , v 

which does not tend to a limit as x —> oo ; that is, the (C, a) limit of el'z does not 
exist. 

2. Application to t he Borel-type m e t h o d s of summab i l i t y . Suppose 
that X > 0, that \x is real and that N is a non-negative integer greater than — /x/X. 
Let p, sn (n = 0, 1, . . .) be complex numbers. Define 

°° 5 X X W + M - 1 

Definition [1]. If S\tfl(x) —> p as x —* oo , then we say that the (B, X, jit) limit 
of the sequence {sn} is p, and writes sn—>p(B, X, /x). 

The following two theorems are known. 
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THEOREM 3 [5]. The (C, a) (B, X, /x) transform of the sequence \sn} is equal to 
the (B, X, /x + b) transform of the sequence {sn} ; that is 

e~x I (x — tY~lel'S\llx{t)dt = 5 X ( M + Ô(X) . 
«̂  o 

From this it follows that sn-+ p(C, 5) (B, X, /x) if and only if sn-^ p(B, X,/x + <5). 

THEOREM 4. J /s n —» p(£, X, /x) thensn —> p(C, 5) (5, X, /x). 

This is trivial since (C, ô) is a regular method. See also [6]. 
The following theorem, which follows immediately from Theorem 3 and the 

results of §1, extends Theorem 4. 

THEOREM 5. (i) If sn —» p(B, X, /x + <5) then sn —> p(C, ô) (B, X, /x) ; 
(ii) There is a sequence whose (C, 8) (B, X, /x) /imi/ £x?'s/s &w/ whose 

(B, X, /x + Ô) Zimi/ tfoes wo/ exis/. 
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