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SOME EXTENSIONS OF A THEOREM OF HARDY, 
LITTLEWOOD AND POLYA AND THEIR APPLICATIONS 

KONG-MING CHONG 

Introduction. In [6], by means of convex functions <ï> :R—*R, Hardy, 
Littlewood and Pôlya proved a theorem characterizing the strong spectral 
order relation < for any two measurable functions which are defined on a 
finite interval and which they implicitly assumed to be essentially bounded 
(cf. [6, the approximation lemma on p. 150 and Theorem 9 on p. 151 of their 
paper]; see also L. Mirsky [10, pp. 328-329] and H. D. Brunk [1,Theorem A, 
p. 820]). Later in [8], Ky Fan and G. G. Lorentz proved a theorem for two 
systems of decreasing bounded functions fit gt on the unit interval [0, 1] 
satisfying ft<gu i = 1,2, . . . ,n, and obtained Hardy, Littlewood and 
Polya's result as a particular case (see [8, Section 3, p. 630]). Recently, 
W. A. J. Luxemburg [9, Theorems (13.3), (13.5) and (13.6), pp. 125-127] 
gave a generalization of Hardy, Littlewood and Polya's Theorem for functions 
belonging to a universally rearrangement invariant Banach function space 
normed by a saturated Fatou norm. In his paper [9, p. 124], he pointed out 
that the type of convex functions $ considered earlier by Hardy, Littlewood and 
Pôlya in [6] satisfies 

I u->—oo "' I 

It is easy to verify that the original proof of Hardy, Littlewood and Pôlya 
as given in [6] is also immediately applicable to proving the theorem for L1 

functions defined on a finite measure space and for all convex functions <ï> 
which approach linearity asymptotically at both ends of the real line (e.g. the 
convex functions $n defined by 

$n(w) = + ( 1 + u2n)1/2n 

where u G R and n G N, are of this type). 
For L1 functions / , g defined on a finite measure space, the conditions 

imposed earlier on the convex functions $ (i.e. the linearity of <£ at infinity) 
are clearly too restrictive, for even some of the most common convex functions 
<ï> such as <£(w) = u2n, u £ R (with n = a positive integer), and <£(w) = 
exp|«|, u G Rf do not satisfy these conditions. In this paper, using some new 
characterizations of the spectral order relations < and < , i.e. Theorem 1.6 
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and Corollary 1.8 below, we are able to show t h a t all these restrictions, i.e. 
the essential boundedness condition for the functions / and g and the l ineari ty 
of the convex functions <ï> a t infinity in case / , g G L1 — L°°, can be removed 
wi thout affecting the val idi ty of the conclusion of the theorem. Moreover, our 
method enables us to discuss the case of equal i ty in our extension of the Ha rdy , 
Litt lewood and Polya 's Theorem (and hence to obta in for the first t ime 
conditions for equal i ty in the classical Hardy , Lit t lewood and Polya 's 
Theorem) and to prove some very useful new theorems concerning the weaker 
relation < (see Theorems 2.1 & 2.3). 

1. P r e l i m i n a r i e s . Denote by M(X, /*) the set of all extended real-valued 
measurable functions on a measure space (X, A, /x). Let / G M(X, /*), g G 
M(X', /*'), where fi(X) = /x''(Xr). T h e n / and g are said to be equimeasurable 
( w r i t t e n / ^ g) if 

(i) M/-™ = /(r'W) 
for all bounded closed subintervals I of the extended real line R\ here I m a y 
be the singleton set { — oo } or {+oo }. 

E a c h / G M(X, ju) induces on the Borel sets of R a unique Borel measure 
jjLf (called the \x-spectral measure of f or the spectral measure of f with respect to ju) 
which is defined by 

(2) p,(B) = nU~l(B)) 

for each Borel set B C R- Observe t h a t nf is the Lebesgue-Stieltjes measure 
on R generated by the r ight continuous, non-decreasing function —Df, where 
Df : R —> [0, /x(X)] (called the distribution function of / ) is defined by 

(3) Df{t) = * * ( { / > * } ) 

for all t G -R. 
By (1), it is s traightforward to verify t h a t 

(4) $ ( / )X/-HB] ~ $(g)x0-HB} 

for all real Borel measurable functions $ on R and for all Borel subsets B of 
Rt w h e n e v e r / ^ g. Moreover, one can easily see t h a t 

(5) f/d/*= f gay! 
u x u x' 

if / ê M(X, p) and g G M{X'', y!) are equimeasurable. 
If / € M(X, jn) and if I denotes the ident i ty m a p of the extended real line 

R, then, by (1) and (2), it is obvious t h a t 

(6) / - J 

whenever R is provided with the /z-spectral measure nf of / . Consequent ly , 
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(4), (5) and (6) imply that 

(7) / *(/)<*/* = f_*dvf=- j $(t)dDf(t). 
U X •* R *J -oo 

We need the following 'integration by parts' formula for the extension of 
the Hardy-Littlewood-Pôlya rearrangement theorem to be given in the next 
section. 

PROPOSITION 1.1. Suppose f is a measurable function defined on a measure 
space (X, A, /z). Suppose $ : R+ —» R (respectively $ : R—> R) is a left con
tinuous, non-decreasing function which is bounded from below, i.e., <ï>(0+) = 
lim t^o+$(t) (respectively <£( — oo ) = lim!_>_«, $(/)) is finite. Then 

(8) f $(f+)d»= FD,(t)d*(t) + *(P)n&) 
*J x J o 

(respectively 

(9) fjb{f)dn = / " D,(f)d*(f) + *(-co)„(X-)) 

provided that $(0) = 0 (respectively <£( —oo) = 0) if n(X) is infinite, in which 
case the term ^(O)JJL(X) (respectively <£( — OO)JU(X)) does not appear. 

Proof. This follows from (7) and Lebesgue's Monotone Convergence 
Theorem using integration by parts. (We refer to [2, Theorem 3.3, pp. 34-36] 
for the details of proof). 

COROLLARY 1.2. Iff Ç M(X, /x) where n(X) is finite or infinite, then 

(10) f (f-u)+d»^ ) Df(t)dt 

for all u £ R. 

Proof. Let $(t) = /. Then Proposition 1.1 implies 

(f-u)+dfx= I Df_u(t)dt= I Df(t + u)dt= I P/(0*. 
x Jo J o •/w 

COROLLARY 1.3. / / / G -M"(-X\ M) where n(X) is finite, then 

(11) J (/ - «pfc s J [a - 2>,(0]<ft 

/or a// u £ R. 

Proof. This follows from Proposition 1.1 as in Corollary 1.2. 

The following proposition proves another 'integration by parts' formula 
which is essential to establishing conditions for equality in certain rearrange
ment inequalities involving convex functions (see Theorem 2.3 below). 
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P R O P O S I T I O N 1.4. Suppose f £ M(X, /*), where n(X) = a is finite. Suppose 
Q : R -^ R is a non-decreasing convex function with derivative <£' = <j> m-a.e. 
/ / * ( / ) dV{X,,x)andif 

Fi(t) = J [a - D,(s)]ds, Fa(t) = - J Df(s)ds, 
—oo t 

then 

(12) f *(/)<*„ 
*> X 

= <t>(u) I (f-u)dn+ I Fi{t)d4>{t) - I F2(t)d<t>(t) + a${u) 
J X J - o o ^ M 

for all u ^ R such that <f> is continuous at u. 

Proof. By (7), Corollaries 1.2 and 1.3, the result follows using integrat ion by 
par t s and Lebesgue's Monotone and Dominated Convergence Theorem 
repeatedly. (For details, see [2, Theorem 3.11, pp.41-43].) 

If / is any measurable (respectively non-negative integrable) function 
defined on a finite (respectively infinite) measure space (X, A, /x), then there 
exists a unique right cont inuous decreasing function 8f on the interval [0, v(X)], 
called the decreasing rearrangement of/, such t h a t 8f a n d / are equimeasurable. 
In fact, 

(13) df(t) = inf{s G R:Df(s) ^ t) 

where / £ [0, n(X)]. 
In wha t follows, we shall denote the Lebesgue measure on R by m. 

If / , g G M(X, M) U M ( X ' f , / ) and /+ , g+ G V(X, ju) U L 1 ^ ' , /*'), where 
fx(X) = y! (X') = « < °o , then we w r i t e / < g whenever 

(14) I ô/dw ^ I M w > * £ [°» a l 
•/ o ^ o 

and / < g whenever / < g and 

(15) I Mw = I d9dm' •/ o «̂  o 

If a = M P O = v'(Xf) is infinite, then the 'spectral ' order relations < and 
< are defined for non-negative integrable functions / , g £ Ll(X, /x) U 

L X (X' , M') analogously. 
W e shall now give a new characterizat ion of these so-called Hardy , Li t t le-

wood and Pôlya spectral order relations which were originally defined in terms 
of the decreasing rearrangements of the functions involved. First , we prove a 
lemma. 
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LEMMA 1.5. J / /+ G Ll(X, fx) where JJL(X) = a is finite, then 

fdm I (Ôf — u)dm ^ I Dfu J o J u 

for all t Ç [0, a], u G R and equality holds if and only if t and u are related by the 
inequality 

Df(u) ^ / ^ Df(u~). 

The same is true for positive integr able functions defined on an infinite measure 
space. 

Proof. We need only prove the lemma for the case u = 0. The general case 
then follows on replacing / by / — u. 

Now 

/

•* rt Ça rœ 

bfdm ^ I (8f)+dm <; I of+dm = I Dfdm 
0 «^ 0 ^ 0 J 0 

by Corollary 1.2. 
To prove the conditions for equality, we first assume that 

m{ôf > 0} = Df(0) ^ * ̂  ^ / (0 - ) = m{bf ^ 0}. 

Then it is not hard to see that {hf > 0} C [0, /] and [0, t) C {<$/ ^ 0} and in 
this case, 

J Dfdm = I bf+dm = I ô/dra = I ô/dra = I 8fdm. 
0 ^ 0 •/ {5/^0} J [0,0 •/ 0 

On the other hand, if / < Df(0) or t > Df(0~) then it is not hard to see that 
in either case 

I h fdm < I Df< dm 
o 

be virtue of the fact that [0, Df(0)) C {8f > 0} and (£>,(()-), a] C {«/ < 0} 
which can be easily verified. 

THEOREM 1.6. 

(0 f <$i g if and only if I Dfdm ^ I Dgdmforallu £ i?. 

(n) f < g if and only if \f= j g and I D/dm ^ I Dgdmforallu £ i^. 

Proof. Suppose/ < g. Then for any u £ R, choose t such that Df(u) ^ 2 ^ 
Df(u~). Using Lemma 1.5, we have 

Dfdm = I (5/ — u)dm rg I (5̂  — w) dm ^ I Dgdm. 
u J 0 «^ 0 »^ w 
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Conversely, suppose 

I Dfdm ^ I Dgdm 

for all u £ R. For each t Ç (0, a), let w = ôg(t). Then it is easy to see that 
Dg(u) S t ^ Dg(u~). Again, by Lemma 1.5, we have 

/

•t A » Too Çt 

(ôf — u)dm ^ I D/dra ^ I .D^m = 1 (5/ — u)dm. 
COROLLARY 1.7 (Hardy, Littlewood and Pôlya [6, p. 152])./ < g if and only 

ifjf = j g andj(f - w)+ g J (g - w)+/or a// « G J?. 

Proof. This is obvious by virtue of Corollary 1.2 and Theorem 1.6. 

COROLLARY 1.8. / / / ~ is integrable, thenf < g if and only ifjf = jg and either 

J ( / - u)~ ^ J (g ~ uT or J (a - Df)dm ^ J (a - Dt )dm 

for all u G R> 

Proof. Since jf = jg, the result follows from Corollary 1.7 and the fact that 

/ / - « = / ( / - «)+ - / ( / - «)- = /(g - «)+ - Jfe - «)- = /(g - «). 
COROLLARY 1.9 (Luxemburg [9, Lemma (6.2) (i)). If f ~ is integrable, then 

f < g if and only if —f < —g. 

Proof. The result follows immediately from Corollaries 1.7 and 1.8. 

COROLLARY 1.10. / / / « g, then f + « g+. If f < g G L\ then f + « g+ and 

f~ « £ -
Proof. The first part follows immediately from Theorem 1.6 (i) and the fact 

that 

if / Ç M(X, ju) with / + G Ll(X, y). The rest is an easy consequence of the 
first part and Corollary 1.9. 

COROLLARY 1.11. If fnlf, gn l g CLS n—>co, and if fn « g„ (respectively 
fn < gn) f°r n = 1> 2, • • • > ^en f ^ g (respectively f < g) provided that g+ is 
integrable. 

Proof. Since fn [f as n —» co implies (fn — w)+ j ( / — w)+ as w —> GO for 
each w É i ^ , / ( / n - u)+ S j (gn ~ u)+ implies j(f - u)+ ^j(g - u)+ by 
Levi's Monotone Convergence Theorem. The result thus follows. 

Remarks, (i) By (7), (10) and Theorem 1.6, we can characterize the relations 
< and < in terms of spectral measures as follows. For each u £ R, let <ï>M : R —> 
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R be defined by $„(/) = (t - u)+, t G R. Then 

/ « g «=» ! «M/*/ g I M ^ 
^ R d R 

for all u 6 i? and 

/<£^/«£and Jf= Jg. 

This characterization explains why we adopt the terminology ''spectral" order 
relations for < and <. 

(ii) The proof given in Corollary 1.9 is different from and is, in fact, simpler 
than that given by Luxemburg in [9, Lemma (6.2) (i)]. 

(iii) Corollary 1.10 is due to Day [5], but the proof given by him only 
shows t h a t / < g implies/ /4 - ^ jg+ (see [5, Lemma (8.2)(vii)]). A complete 
proof for Corollary 1.10 was first given in Chong and Rice [4, Proposition 
(10.2) (ix)] ; the proof we give here is new. 

2. Some extensions of a theorem of Hardy, Littlewood and Polya. 
In order to extend Hardy, Littlewood and Polya's Theorem to include inte-
grable functions defined on a finite measure space, we need to establish the 
following stronger version of the theorem, showing that it is also true for non-
negative integrable functions defined on general measure spaces. This stronger 
theorem turns out to be the key theorem of the whole section, from which all 
others follow. 

THEOREM 2.1. Suppose (X, A, /z) and (Xr, A', / /) are measure spaces with 
equal total measures, finite or infinite. Suppose f £ Ll(X, n) and g £ Ll(X'', / / ) 
are non-negative. Then f <€ g if and only if 

(i6) r *(/>d/i ^ r *(g>v 

for all non-negative increasing convex functions <ï> : R+ —> R+ such that 3>(0) = 0. 
Iff < g and if, in addition, $ is strictly convex, then equality holds in (16), i.e. 

(17) f *(/)dM= f *(g)d/i' 
u x u x> 

if and only if f ~ g-
If \i(X) = ix'(X') < co, then the restriction that both f and g be non-negative 

may be removed, provided that $ : R —> R+ is a non-negative, increasing convex 
function satisfying 

(18) lim $(w) = 0. 
W->—oo 

Proof. For the first part of the theorem, condition (16) is clearly sufficient by 
virtue of Corollary 1.7 since the function <ï>M : R+ —» R+, u Ç R+, defined by 
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$ K ( 0 = (t — u)+ for t G R+ is non-negative, increasing convex and satisfying 
<M0) = 0. 

To prove that condition (16) is necessary, for each t G R+, let 

Dgdmy F(t) = - J Dfdm. 

T h e n / « g if and only if G(t) S F(t) for all t G R+. 
Since $ : R+ —> i^+ is convex, its derivative <£' exists (except possibly at a 

countable number of points) and is increasing on R+. We can, therefore, assume 
that $ ' = </> a.e. for some increasing function 0 : i?+ —> .R which is right 
continuous. 

If/ « g , assume that J$(g)d/z' < oo (i.e., $(g) G L 1 ^ ' . /x') since $(g) ^ 
0) ; otherwise, there is nothing to prove, for (16) is then trivially satisfied. 
First we claim that $ ( / ) is also integrable. By Proposition 1.1, 

f S(g)d/i'ss ) Dff(t)d*(f) = | 4>(!)dG(t), 
J xt J o •/ 0 

so <ï>(g) G ^(X', M') if and only if <t> is integrable with respect to G over [0, oo]. 
Using integration by parts, we have, for each u G R+

y 

T 4>(t)dG(t) = I U [-G(t)]dct>(t) + <t>{u+)G(u+) - 0(O-)G((T) 
«^ 0 *^ 0 

= 4>(u)G(u) - *(0")G(0) - I G(t)d<j>(t), 
J o 

but (cf. [2, Lemma (3.1), p. 30]) limM^œ 4>(u)G(u) = 0 whenever 

- oo < I <f>(t)dG(t) < oo 
J o 

and so, as u —> oo, Lebesgue's Monotone Convergence Theorem implies that 

<p(t)dG(t) = - G(t)d<j>(t) - <K0_)G(0). 
0 J 0 

Thus 

- oo < I G(t)d(j)(t) < oo. 
•J o 

Since/ < g if and only if G ^ F and since F ^ 0, we have 

/

oo i oo 

G(t)d4>(t) < I F(t)d4>(t) < 0. 
0 *̂  0 

Now following exactly the same arguments as before, we obtain 

(20) ) 4>(t)dF(t) + ) F(t)d<t>(t) = -0((T)F(O) 
•̂  o v o 
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which, a fortiori, implies that 

- oo < I 4>(t)dF(t) < oo. 
J o 

But, by Proposition 1.1, 

f *(f)dn= fœ D,(t)d*(t) = I 4>{t)dF(t). 
j x J o •/ o 

We therefore conclude that $ ( / ) G Ll(X, M)-
To prove (16), we have, using (19) and (20), 

f * ( g ) d M ' - f *(/)<*/x = j * <t>(t)dG(t)- } 4>(t)dF(t) 
J x' J x u o -̂  o 

= *(0-)[F(0) - G(0)] 

+ f" [ f (0 - G(t)]d4>(t) 
J o 

which is non-negative since $ is convex increasing (a fact which implies that 0 
is non-negative increasing) and since / < g if and only if F ^ G. 

Now suppose that $ is strictly convex and increasing and that / <£ g. Then, 
clearly, (17) holds whenever / ^ g. Conversely, suppose (17) holds. Since <ï> 
is strictly convex, its derivative 0 is strictly increasing. Let m^ be the Lebesgue-
Stieltjes measure on R+ generated by 0. Then (17) implies that 

*(0")[F(0) - G(0)] + | [F(t) - G(p)]dm* = 0 
«̂  o 

which, in turn, implies that both 0(O-)[F(O) - G(0)] = 0 and 

(21) | [F(0 -G(f)]dm+ = 0 
•̂  o 

liold, since the left hand sides of both expressions are non-negative. Again, 
since G ^ F, (21) implies F — G = 0 ra^-a.e. on i?+. Now, we claim that T7 = 
G everywhere on R+. Suppose by contradiction that F(t0) ^ G(t0) for some 
to € R+. Then there exists an interval (a, 6] such that t0 G (a, 6] and F 7e G on 
(a, 6], since both F and G are, by definition, continuous on R+. But then 
m0((a, 6]) = 0(6) — 0(a) > 0 since 0 is strictly increasing and a < b and 
thus contradicting the fact that F = G ra^-a.e. on R+. Hence F = G, i.e., 

I Z>rJm = — I Dgdm 
J u J u 

for all u £ R, implying t h a t / < g and g « / o r / ~ g. 
Finally, if n(X) = v'(X') < oo, then exactly the same argument as before 

will apply to prove the last assertion of the theorem. 
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Remark. In Theorem 2.1, the last assertion (concerning the case that both 
jLt(X) and n'{X') are finite and equal) remains valid if $ is only assumed to be 
bounded from below (cf. Proposition 1.1), i.e. limw_>_œ $(u) exists and is finite. 

COROLLARY 2.2. Suppose f £ Ll(X, /*) and g Ç Ll(X', /*') where n(X) = 
^(X'), finite or infinite. If \f\ < |g|, then 

(22) # ( | / | ) <<*(|g|) 

for all increasing convex functions <£> : R+ —» R+ such that $(0) = 0 and$(\g\) Ç 
L 1 ^ ' » /*'). ^ particular, if g 6 LP(X', /*') /or some ^ 1, /Ae» / £ LP(X, ju) 
an^ c| / |p < £|g|p/0r #W non-negative real numbers c. 

Moreover, if \f | < |g| awd i/" $ : i£+ —> i?+ is strictly convex, increasing and 
satisfying 3>(0) = 0 and $(|g|) G Ll(Xf, / / ) , then 

(23) $ ( | / | ) -<*(|g|) 

i / awd 0w/;y if 3>(| / |) ^ $(|g|) or, equivalently, \f\ ~ \g\. 

Proof. Let ^ : R+ —> i£+ be any increasing convex function satisfying 
^(0) = 0. Then, clearly, the composition ^ o $ : R+ —» i£+ is again increasing 
convex and satisfying ^ o 3>(0) = 0 and thus, by Theorem 2.1, 

I ¥O$( | / | )<*M ^ I * o $ ( | g | H / 

for all increasing convex functions SF : R+ —> R+ such that ^ (0) = 0. Hence, 
by Theorem 2.1 again, we conclude that (22) holds. 

The last assertion follows directly from Theorem 2.1 and the first part of 
the corollary. 

For integrable functions defined on finite measure spaces, we have the 
following important consequence of Theorem 2.1. This theorem turns out to 
be an equivalent form of our extension of Hardy, Littlewood and Pôlya's 
Theorem to be given in Theorem 2.5 (see [2, Section 33, pp. 277-287]). 

THEOREM 2.3. Suppose (X, A, jit) and (Xf', A', yj) are finite measure spaces 
such that n(X) = v(X'). Iff Ç Ll(X, /x) and g G V(X', /z'), then f « g if and 
only if 

(24) f *(/)<*/*£ f $>{g)dy! «/ x •/ x, 

for all increasing convex functions 3> : R —> R. 
If f ^ g, where f G Ll(X, ju) and g £ Ll(Xf, /*'), and if <ï> is strictly convex 

such that $ ( / ) G Ll{X, y), then 

(25) f *(f)d*= f $(gW 
2/ awd <w/;y •*// -^ g. 
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Proof. For the first part of the theorem, the sufficiency of condition (24) 
follows as in Theorem 2.1. 

To prove that condition (24) is necessary, let $ : R —> R be any increasing 
convex function. We first consider the case that $ is bounded from below, i.e. 
l i m ^ - ^ $(u) exists and is finite. Let c = \imu^-œ$(u). Then the function 
<£>c = <£ — c is non-negative, increasing convex and satisfies limw^_œ $c(u) = 0. 
Thus, we can apply Theorem 2.1 to obtain 

•> x *J x' 

whenever / <£ g, but this implies that 

f [$(f)-cW^ f [*(g)-cW 
J x U x, 

or that (24) holds since p{X) = n'(Xf) < oo. 
Next assume that $ is unbounded from below, i.e., limu^-œ$(u) = — oo. 

We also assume t h a t / $ ( / ) d / x ^ — oo and J$(g)dn' ^ oo, i.e. both *""( / ) 
and $+(g) are integrable; otherwise, there is nothing to prove. Now for each 
positive integer n, the function ($ + ?z)+ is non-negative, increasing, convex 
and satisfies limM^_œ ($ + n)+(u) = 0. Thus Theorem 2.1 implies /(<£ + 
n)+(f )dfi ^ J* (3> + n)+(g)dii' whenever/ « g. Let <£„ = ($ + ?z)+ — w. Then 
it is plain that 

(In fact, this is also an immediate consequence of the first case considered 
above, since limw_>_œ $n(u) = — n, which is finite.) 

Clearly, 

since $ + = $0. Thus $+(g) G L1(^ / ,M /) implies that $ + ( / ) € L 1 ^ , /*)» 
and so $ ( / ) G L 1 ^ » M). Since $ » ( / ) i $ ( / ) and $n(g) j $(g) a s w - > c o , 
by Levi's Monotone Convergence Theorem, we conclude that (24) holds. 

Finally, suppose / < g and $ is a strictly convex increasing function such 
that $ ( / ) G ^(X, M)« Then, clearly, (25) holds whenever f ~ g. Conversely, 
suppose (25) holds. If $ is bounded from below, i.e. if c = limu_+_œ$(u) is 
finite, then the function <£c = $ — c is non-negative, increasing, strictly 
convex and satisfies 

lim $(w) = Oand I $ « ( / ) * * = I *c(gW. 
U->-œ J X J X' 

Hence/ and g are equimeasurable, by Theorem 2.1. 
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Suppose now that $ is unbounded from below, i.e., l i m ^ - ^ $(u) = — co. 
As in the proof of Theorem 2.1, let <t> be the (right continuous and strictly 
increasing) derivative of $ and let m$ be the Lebesgue-Stieltjes measure on 7? 
generated by </>. Let \i{X) = a = tx'(X'). For t Ç R, let 

Fi(t) = J (a ~ Df)dm, F2(t) = - J Dfdm, 

&(t) = J (a - Df)dm, G2(t) = - J Dgdm. 

Then, by Proposition 1.4, since both $ ( / ) and $(g) are integrable and 
J <£(/ )dfi = )${g)dy!', we have, for each point u of continuity of 0, 

*(«)[ J ( / - «)<*/*] + J Fx(t)d4>(t) - J F2(t)d<}>(t) + a*(u) 

= f*(gW 

= *(«) [ J fe ~ u)dn'j + J Gi(t)d<j>(t) - J G2(t)d<}>(t) + a$(w). 

which implies that 

* («) [ J £<V - J / ^ j + J (Gi - F1)dm^ + J (F2- Gi)dm4> = 0, 

except possibly for those u belonging to an at most countable subset of R, i.e. 
the points of discontinuity of <j>. 

Now, since both $ ( / ) and <£(g) are integrable, it is clear the F\ and Gi are 
integrable with respect to m^ over [ — oo , u] for any point w of continuity of </>. 
Thus Lebesgue's Dominated Convergence Theorem implies that 

/ : 
(Gi - ^ i )^m 0 -> 0 

as w —> —oo and, since / < g if and only if G2 ^ F2, Lebesgue's Monotone 
Convergence Theorem implies 

/ oo i oo 

I (7̂ 2 — G2)dm^ —> I (F2 — G2)dm$ 
J U J - c o 

asw-> — oo . Furthermore, since $ is (strictly) convex increasing, its derivative 
0 is non-negative and (strictly) increasing and thus \\mu^-.œ 4>(u) ̂  0. In view 
of the above, we have 

[ lim 4>(u) J [ J gdy! - Jfdfjij + j (F2 - G2)dm^ = 0 
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which, therefore, implies that 

l im <t>(u) J gdy! - jfdfjij = 0, J °° (F2 - G2)dm^ = 0 

since both are non-negative. If we now proceed in exactly the same way as we 
did in the proof of Theorem 2.1, we arrive at the conclusion t h a t / and g are 
equimeasurable. 

COROLLARY 2.4. Suppose f G LX(X, /*) and g G Ll(X', ix) where ix(X) = 
p! (Xf) < oo. If f <g g, 2/&e# $ ( / ) <?$(&) /0r #W increasing convex functions 
$ : R—> R such that $+(g) G L^iX', M') in which case, 3>+(/ ) is a/50 integrable. 

In particular, if g G Lv(Xf, \i!) for some p ^ 1, /Z r̂c / G LP(X, ju) awrf 
H / lP + 5 ^ Hg|P + 5 / o r all r *t 0, s £ i^, whenever \f\^\g\> 

Moreover, iff < g awd if$:R—*Ris increasing, strictly convex and satisfying 
3>(g) G Ll(X',y,') then $ ( / ) < $(g) if araZ <w/;y if $ ( / ) ~ $(g) or, egwi-
valently, f and g are equimeasurable. 

Proof. This follows from Theorem 2.3 in exactly the same way that Corollary 
2.2 is obtained from Theorem 2.1. 

As a direct consequence of Theorem 2.3 (and hence of Theorem 2.1), we 
can now extend Hardy, Littlewood and Pôlya's Theorem to include unbounded 
L1 functions defined on any finite measure space as follows. (In a subsequent 
paper, we prove that Theorem 2.3 can also be obtained from Theorem 2.5, 
showing that the two theorems are in fact equivalent.) 

THEOREM 2.5. If f G LlÇX, /*), g G Ll(Xf, M') where /z(X) and M ' (Z') are 
finite and equal, then f < g if and only if 

(26) f $(/Ku g f *(gW 
*> X *> X' 

for all convex functions <ï> : R —> R. 
If f < g and if <ï> is strictly convex such that $ ( / ) G Ll(X, /JL), then 

(27) f *(f)dn= f $(g)<V 
•J x ° x' 

if and only if f and g are equimeasurable. 

Proof. For the first part of the theorem, the condition is clearly sufficient by 
virtue of Corollary 1.7, since the functions t^-+ t, t\-* —t and t\-^ (t — u)+, 
where u G R, are all convex in t G R. 

Conversely, assume / < g. If & : R —> R is decreasing convex, then the 
function ^ : R —> R defined by \F(0 = <£( — /) for t G R is clearly increasing 
convex. By Corollary 1.9,/ < g if and only if —/ < —g and thus by Theorem 
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2.3, we have 

•J x *> x' 

i.e. (26) holds. 
Next, if 3> : R —> R is increasing convex, then, clearly, the result follows 

again from Theorem 2.3. 
Finally, if the convex function <î> : R —> R is not of the type we have just 

considered, then there exists a point c £ R, where $(c) 5̂  —00, such that $ 
is non-decreasing on [c, 00 ) and non-increasing on ( — co,c). Now let <ï>c : R —-> 
i^ be denned by <£c(0 = $(c -{- t) where t £ R. Then <ï>c is also convex and 3>c 

is non-decreasing over [0, 00 ) and non-increasing over ( — co , 0). Let/C — j — c 
and gc = g — c. Then f < g implies fc<gc which in turn implies fc

+ < gc
+ 

and fc~ < gc~y by Corollary 1.10. Since the functions 11—» <£>c(0 and 11—> <£c( — 0 
are increasing convex on [0, 00 ), we have 

and 

j x j x , 

«y x *j x , 

by Theorem 2.1 or Theorem 2.3. As $ ^ $(c) = $c(0) on 7Î and $ ( / ) € 
Ll(X, /x), it is clear that <£(c) is finite since 

— 00 < 

Now, 

I Hc)dn Û I *(f)dn< co. 
J x J x 

I Hf)dv= I *e(f-c)dp = f *.(/«)<*/* 

= f [*«(/.+) + #«(-/.") - *.(0)]<fc 

^ I [*o(gc
+) + $«(-g«~) - *MW 

j x , 

= f *w. 
For the last part of the theorem, suppose/ < g and $ is strictly convex such 

that <£(/) G £x(^> /*)• Then, clearly, (27) holds whenever/ and g are equi-
measurable. Conversely, suppose (27) holds. First of all, if <E> is increasing, 
then f < g a n d / $ ( / )dfi = f$(g)dfj,' imply t h a t / a n d g are equimeasurable, by 
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Theorem 2.3. Next if <ï> is non-increasing and strictly convex, then the map 
/1—>$( — £) is increasing and strictly convex in / £ R. Since/ < g implies —/ < 
— g, by Corollary 1.9, the equality 

«̂  X ^ X ' 

implies —f~ —g, again by Theorem 2.3, and s o / and g are equimeasurable. 
Finally, if the strictly convex function <ï> is not of the type we have just con
sidered, then there exists a point c Ç R such that $(c) =̂  — oo and 3> is non-
decreasing on [cy oo ) and non-increasing on ( —oo,c). Let the functions 
$ c , / c and gc be defined as in the proof of the first part of the theorem. Then, as 
before, 

r *(f)dn = [ [$c(/c
+)+*c(-fn - $(c)w 

u X *> X 

=g f [*c(gc+) + #«(-«.") - Hc)W 
J x, 

= f *(g)<V-

Thus the equality 

I *(/)<*/* = I *(g)dM 

and the inequalities 

force the last two inequalities to be equalities. Since the functions $c and 
11—> <ï>c( — 0 are strictly convex increasing on [0, oo ) and since fc

+ <̂  gc
+ and 

fc~ ^ g<T, the equalities 

•^ X ^ X ' ^ X ^ X ' 

imply/ c
+ ^ gc

+ and/ c~ ~ g~t by Theorem 2.3. It is easy to see t h a t / c
+ ~ gc

+ 

and -fc- ~ - g c - imply/c+ - /c~ ~ gc+ - gc-, i-e.,/c ~ gc o r / - c ~ g - c. 
Hence f ~ g. 

Remark. For functions defined on a finite discrete measure space with atoms 
of equal measures, the case of equality in Theorem 2.5 is an improvement of 
that given in Theorem 108 of Hardy, Littlewood and Pôlya [7, p. 89] where 
they imposed the stronger restriction that the second derivative $>" of <£ 
exists and is strictly positive (cf. [7, Theorem 95, p. 77]). 
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COROLLARY 2.6. Suppose f g Ll(Xy M) and g 6 Ll(Xf, /z') where n(X) and 
[i! (Xf ) are finite and equal. 

If f < g> then $ ( / ) < $ ( g ) /or all convex functions $ : R—* R such that 
$+(g) € Ll(X'', / / ) awd in £/za£ case, $ + ( / ) is a/so integrable. 

In particular, if f < g and if g £ L2n(X', fxf) for some integer n 6 N, then 
f e L2n(X, n) and rf2n + s « rg2n + s for all r ^ 0, s £ R. 

Moreover, if f < g and if $ : R —> R is a strictly convex function such that 
$(g) € Ll{X',nf), then $ ( / ) < <£(g) if awrf <w/;y if $ ( / ) ^ $ ( g ) or, eaza-
valently, f and g are equimeasurable. 

Proof. Using the fact that (the composition with) an increasing convex 
function of a convex function on R is again a convex function on R, the corol
lary then follows from Theorems 2.3 and 2.5 in the same way that Corollary 
2.2 is obtained from Theorem 2.1. 

COROLLARY 2.7 (W. A. J. Luxemburg [9]). / / / £ Ll(X, n) and g G Ll(X', /*') 
where ix(X) and \x' (Xf) are finite and equal, then \f\ < |g| whenever f < g. 

Proof. Since the function t —̂> \t\ is convex in / £ R, the result is an immediate 
consequence of Corollary 2.6. 

Remark. The proof given in Corollary 2.7 is much simpler than that given by 
Luxemburg in [9, Theorem (9.5)]. For an alternative proof, see Chong [2, 
Theorem (4.3) (xviii), p. 48]. 

Theorem 2.3 can be extended for not necessarily integrable functions/ and g 
as follows. 

THEOREM 2.8. Suppose (X, A, /z) and (X', A', /x') are finite measure spaces 
such that ix{X) = /{Xf). 

Iffe M(X, ix) and g Ç M(X', / / ) with g+ £ Ll(X'y /*'), then f « g if and 
only if <£(/ ) < $(&) for all non-decreasing convex functions <ï> : R —> R such 
that <ï>+(g) Ç Ll(X', M')> or, equivalently, 

f *(/)<fc ^ f *fe)<fc' 
/or a// non-decreasing convex functions <ï> : R -^ R. 

Proof. The condition is clearly sufficient. 
To prove that the condition is necessary, assume that $+(g) € Ll(X'', /z'). 

Without loss of generality, we may assume $(0) = 0 (otherwise, let $0 = <£ — 
$(0), then <J>0 is non-decreasing convex and satisfying <É>0(0) = 0). I t is easily 
seen that $+(*) = $(A+) for all A 6 M(X, /z) U ikf(X', /z'). Let fn = ( / + 
w)+ — w, gTO = (g + w)+ — ^ where n ^ 0 is an integer. Then fn, gn £ L1 for 
each n è 0. Since $+(g) G L 1 ^ ' , M')> we also have $+(g„) G L 1 ^ ' , / /) for 
all n è 0, i.e., $(&+) G V(X',p'). Thus, by Corollary 2.4, * ( / n ) « <3>fe) 
for each n^0. But, clearly, S ( / n ) j * ( / )> *(&.) I *(g) and so $ ( / ) « $(g), 
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by Corollary 1.11. Hence 

U x t/ x> 

3. S o m e a p p l i c a t i o n s . We shall now give some applications of the fore
going Hardy-Lit t lewood-Pôlya-type rearrangement theorems to rearrangement 
inequalities, i.e. inequalities involving the equimeasurable rearrangements of 
functions. In subsequent papers, we give more applications of these Hardy-
Lit t lewood-Pôlya-type rearrangement theorems, showing tha t they serve as a 
unifying thread connecting many well-known inequalities. 

First of all, we apply them to what we call spectral inequalities. By a spectral 
inequality, we mean an expression of the f o r m / < g or f < g, or to be precise, 
the former is called a strong spectral inequality and the lat ter a weak spectral 
inequality. A spectral inequality f < g (respectively / <£ g) is said to be 
strictly strong (respectively strictly weak) if / and g are not equimeasurable 
(respectively if/ and g do not have equal total integrals). 

Spectral inequalities are essential tools for the s tudy of rearrangement 
inequalities, for, in most cases, spectral inequalities turn out to be the * 'gener
a to r s " for rearrangement inequalities (see [2, Chapters V and VI , pp. 156-238]). 

T h e following theorem, which is related to Theorem 2.3 regarding the case 
of equali ty, proves t ha t a strictly weak spectral inequality is preserved under 
composition with strictly increasing convex functions, provided t ha t the com
posite functions are integrable. In some instances (see [2, Theorem (19.1), 
p. 164], for example), this result enables us to discuss the case of equali ty for 
a wider class of convex functions than the one given in Theorem 2.3. 

T H E O R E M 3.1. Suppose f £ Ll(X, ix) and g £ ^{X', / / ) where n(X) and 

p! (Xf) are finite and equal. If f < g and if 

f $ ( / ) d / i = f $&)<*/•' 
j x *j x , 

for some convex strictly increasing function {in particular, for some strictly 
convex increasing function) <ï> : R —> R such that <£(g) is integrable, then 

I fdfi = I gdn' 
J x J x' 

i.e.,f < g. 

Proof. Since $ is strictly increasing, the inverse $ - 1 of $ exists and is 
increasing. I t is easy to see t ha t $~1 is concave since $ is convex. T h u s — $ _ 1 

is a decreasing convex function. But Corollary 2.4 and the hypothesis imply 
t h a t $ ( / ) < $(g) and so - $ ~ 1 o * ( / ) « - 5 » - 1 o $(g) by Corollary 2.6 
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since — <ï>_1 is convex. Thus — / < — g and so 

J X *> X' 

whence the result follows. 

COROLLARY 3.2. Suppose/ £ Ll(X, /x), g G Ll(X', / /) where n(X) = v (Xr) 
< oo. / / / « g and if 

f fd*< f 
J x U x> 

gdy!, 

then 

f *(f)dn< f *(gW 

for all strictly increasing convex functions (in particular, for all increasing 
strictly convex functions) $ : R —» R such that both $ ( / ) and $(g) are integrable. 

Using spectral inequalities, we can summarize the results obtained in 
Corollaries 2.2, 2.4, 2.6, Theorem 2.8 and Theorem 3.1 as follows. 

THEOREM 3.3. For measurable functions defined on finite measure spaces with 
integrable positive parts (respectively for non-negative integrable functions defined 
on infinite measure spaces), weak spectral inequalities are preserved under 
composition with non-decreasing convex functions on R (respectively non-negative 
non-decreasing convex functions on R which vanish at the origin) provided that 
the composite functions have integrable positive parts. 

For integrable functions defined on finite measure spaces, the following hold: 
(i) Strictly weak spectral inequalities are preserved under composition with 

strictly increasing convex functions, provided that the composite functions are also 
integrable. 

(ii) Strong (respectively strictly strong) spectral inequalities become weak 
(respectively strictly weak) spectral inequalities under the compositions with 
convex (respectively strictly convex) functions on R provided that the composite 
functions have integrable positive parts (respectively the composite functions are 
integrable). 

Proof. This follows directly from Theorems 2.1, 2.3, 2.5, 2.8 and 3.1. 

In what follows, we show that the classical Jensen's Inequality is a rearrange
ment inequality by proving that it is, in fact, a particular case of our extended 
form of Hardy, Littlewood and Polya's Theorem, i.e. Theorem 2.5. Moreover, 
the condition for equality which we obtain for the classical Jensen's Inequality 
is an improvement of that given by Hardy, Littlewood and Pôlya [7, Theorem 
204, p. 151], where they assumed the existence and strict positivity of the 
second derivative of the convex function concerned. 
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The spectral inequality obtained in the following lemma extends a well-
known spectral inequality in [9, Lemma (6.2) (iii), p. 96], but the proof given 
here is different and, in fact, much simpler; it also proves more, since it shows 
that the spectral inequality in [9, Lemma (6.2) (iii)] can be extended to include 
measurable functions with integrable positive parts. 

LEMMA 3.4. Suppose f G M(X, A, /*) where n(X) <oo.Iff+£ Ll(X, A, /x) 
and if E Ç A, then 

hih)Lfdix\XB<fXE 

andy in particular, 

[iè)Lfd»y<f-
Proof. For any / G R, clearly, (f — t) ^ ( / — / ) + and so 

L\\^k)jJdnXE~t\d>i 

= [fE(f-t)d»J + (-t)+n(Ec) 

£ f (f- t)+d,x + (-t)+n(Ee) = f UXM - t)+dn 

whence the result follows by virtue of Corollary 1.7. 

THEOREM 3.5 (Jensen). / / / G Ll(X, /*), where fi(X) < co , and if $ : R —> R 
is convex, then 

(28) *[ïè)W^^/x*(/)*-
If $ is strictly convex, in particular, if $ has strictly positive second derivative, 

then equality holds if and only if f is a constant ii-a.e. 

Proof. Clearly, inequality (28) is an immediate consequence of Theorem 2.3 
by virtue of Lemma 3.4. 

The case concerning equality is simple, owing to the fact that any function 
equimeasurable with a constant must itself be a constant almost everywhere. 

As a concluding remark, in view of Theorem 2.8 and Lemma 3.4, it is evident 
that Jensen's Inequality (28) is true for all / G M(X, /x) with integrable 
positive parts and for all non-decreasing convex functions $ : R —> R. 
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