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Abstract

Political divisions have become a central feature of modern life. Here, we ask whether these divisions affect
advice-taking from co- and counter-partisans in a nonpolitical context. In an incentivized task assessing the
accuracy of nonpolitical news headlines, we find partisan bias in advice-taking: Democratic participants are
less swayed by (accurate) information that comes from Republicans compared to the same information from
Democrats (Republican participants display no such bias). We then adjudicate between two possible mechanisms
for this biased advice-taking: a preference-based account, where participants are motivated to take less advice
from counter-partisans because doing so is unpleasant; versus a belief-based account, where participants sincerely
believe co-partisans are more competent at the task (even though this belief is incorrect). To do so, we examine the
impact of a substantial increase in the stakes, which should increase accuracy motivations (and thereby reduce the
relative impact of partisan motivations). We find that increasing the stakes does not reduce biased advice-taking,
hence no evidence to support the bias is driven by preference. Consistent with the belief-based account, we find
that Democratic participants (incorrectly) believe their co-partisans are better at the task, and this incorrect belief is
much less severe among Republican participants. Further supporting the notion that the stated beliefs are sincere,
raising the stakes of the belief elicitation of relative partisan competence does not affect the stated beliefs. Finally,
participants—instead of ignoring the feedback—actually substantially update in favor of their counter-partisans
given feedback that suggests counter-partisans are competent.

1. Introduction

We live in an era of great political division (Bertrand & Kamenica, 2018; Evans & Fu, 2018; Finkel
et al., 2020; Iyengar, 2021; Prior, 2013). A large body of work has studied the impact of partisanship
on information processing in political contexts, such as political news consumption (Bail et al.,
2018; Broockman & Kalla, 2022; Cinelli et al., 2021; Levy, 2021; Peterson et al., 2021), political
factual beliefs (Bullock et al., 2015; Khanna & Sood, 2018; Peterson and Iyengar, 2021), and policy
preferences (Hawkins & Nosek, 2012; Kahan, 2016). Across these varied political contexts, researchers
regularly observe substantial effects of shared partisanship, wherein participants are more receptive
to political information that is itself ideologically congenial or that comes from congenial sources.
Yet politics occupies only a small fraction of most people’s lives. What effect do political identities
have on interactions outside the domain of politics? For example, a great deal of the news that people
consume and use to inform their daily lives is nonpolitical, such as news related to products, health,
and entertainment. Here, we investigate the potential for such information frictions between counter-
partisans: Are people less receptive to nonpolitical information from counter-partisans? And if so, is
this friction caused by preference-based motivated reasoning or by an accuracy-driven motive that
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discounts information from a source sincerely perceived as being less competent? In addressing these
questions, we make two main contributions.

First, we demonstrate that in the context of assessing the accuracy of nonpolitical news headlines,
participants are indeed less swayed by the same (accurate) information when it comes from a counter-
partisan compared to from a co-partisan—although this effect was only obtained for Democratic
participants and not Republican participants. Most related to the current paper, Marks et al. (2019) found
that people are more likely to solicit advice from co-partisans. They further conducted an analysis on
the subsequent advice-taking behavior after selection. Since they do not experimentally vary whether
participants received information from co-partisans versus counter-partisans, their results cannot assess
the causal effect of advisor identity on advice-taking due to selection bias. To the best of our knowledge,
we are the first to properly explore the effect of shared partisanship on advice-taking' in a nonpolitical
context.”

Second, and more importantly, we differentiate between two alternative explanations for this partisan
bias in advice-taking: one based on preferences and the other based on beliefs.” By the ‘preference-
based’ account, people are motivated reasoners who dislike taking advice from counter-partisans
relative to co-partisans, regardless of their perceived competence of the advisor. For instance, even
if subjects ultimately believe that co-partisans and counter-partisans are equally competent, they may
choose to discount counter-partisan opinions—and therefore, intentionally sacrifice their accuracy and
monetary payoff—to avoid the disutility that comes from siding with counter-partisans (e.g., agreeing
to a counter-partisan opinion makes one feel uncomfortable even though one knows the opinion is
accurate). By the ‘beliefs-based’ account,® subjects take advice based on their honest assessment
of advisor competence and are otherwise perfectly happy to take advice from counter-partisans.
Any discounting of counter-partisan advice is subjectively optimal for maximizing accuracy and the
monetary payoff, because the advisees sincerely believe that counter-partisans are less competent than
co-partisans. Distinguishing between these two accounts is crucial for understanding how to mitigate
the observed bias because different mechanisms require different solutions. However, as pointed out
by recent literature (Baron & Jost, 2019; Little, 2021; Tappin et al., 2020a,b), past literature tends to
ascribe all biased information processing and source selection to (preference-based) political motivated
reasoning, without further clarification of the nature of the motivation.’

How, then, can these two accounts be distinguished?® We propose raising the stakes on accurate
advice-taking (e.g., high incentive on the updated response). Based on the aforementioned definitions,
there is a natural tradeoff between the two accounts: while the financial incentive creates incentives
for belief accuracy, the preference-based account sometimes creates a disincentive that distorts one’s
advice-taking. Therefore, when the stake on accurate advice-taking is sufficiently high, accurate advice-
taking based on true beliefs becomes dominant because intentionally distorting the updated response

'Following the tradition in the advice-taking literature (see, e.g., Bonaccio & Dalal, 2006 for a review), we refer to this
paradigm of belief-updating given a numerical signal from others as ‘advice-taking’. Other fields may call it ‘belief-updating
given a signal’ or ‘reaction to (social) influence’.

2Prior work in Psychology has examined how advice-taking is affected by factors, such as gender (Conlon et al., 2021),
similarity in preferences (Yaniv et al., 2011), general demographic information (Gino et al., 2009), or mental states (Faraji-Rad
et al., 2015). Prior work in Political Science has examined how partisanship affects which information sources people seek out
(Bail etal., 2018; Levy, 2021) and tend to believe (Bullock & Lenz, 2019), but it has largely focused on political information and
politicized topics, rather than nonpolitical contexts.

3The preference-based account we articulate here is related to ‘taste-based’ discrimination, whereby the bias is rooted in
preferences driven by animus (Coffman et al., 2021; Phelps, 1972). The belief-based account, however, differs importantly from
statistical discrimination, which is rooted in rational beliefs about average group competence.

“Motivated beliefs or beliefs driven by expressive responding (Bromberg-Martin & Sharot, 2020; Golman et al., 2017; Kunda,
1990; Sharot, 2011; Zimmermann, 2020), are also possible and they belong to ‘preference-based’ account. The design of our
secondary experiment allows us to examine whether beliefs are sincerely-held and reported.

SPeople could hold a sincere belief of a co-partisan being more competent (even though such a belief is incorrect). Then
favoring the co-party is rational and not due to any emotional desires to discriminate against counter-partisans.

®Little (2021) has pointed out that it is hard to use departure from a Bayesian benchmark to identify political motivated
reasoning because of difficulty with establishing and interpreting a Bayesian benchmark.
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due to ‘preference’ would be very costly. The underlying assumption is that the gain for getting the right
answer (e.g., utility gain from higher expected monetary payoff) is enough to offset the negative utility
from heeding the counter-partisan—Ileading to less discounting of counter-partisan advice relative to the
co-partisan advice. In contrast, if discrimination against counter-partisan advice is driven by the sincere
belief that counter-partisans are less competent, then increasing the task’s monetary payoff will not
relatively reduce the discounting of counter-partisan advice. The rationale is that higher stakes would
not affect one’s perception of advisor competence if the beliefs are sincere in the first place. Very impor-
tantly, one may be concerned that higher stakes increase cognitive efforts (Enke et al., 2023) or lower
ego-centric discounting, which might lead to more advice-taking. Nevertheless, effects like these should
be independent of the advisor’s identity, and thus do not affect the interaction of incentive and advisor
identity (e.g., these effects are canceled out in the interaction, see Section 8 of the Supplementary
Material for an illustration in the regression format). Therefore, only when participants take more advice
from their counter-partisans when the stakes become higher, but do not do so to the same extent facing
a co-partisan advisor, we will have clear evidence for the presence of the preference-based account.

Our initial expectation was that biased advice-taking is driven by the preference-based account, as
implied by literature on political motivated reasoning (Iyengar, 2021; Iyengar et al., 2019; Kahan, 2016;
Khanna & Sood, 2018; Lord et al., 1979; Peterson and Iyengar, 2021). Therefore, we expected raising
the stakes to reduce partisan bias in advice-taking. Contrary to this expectation and the preference-
based account, however, we did not find a significant effect of raising the stakes on biased advice-
taking. This suggests that Democrats are less swayed by the advice of counter-partisans to a similar
extent in the low-stake and high-stake conditions (and Republicans were equally receptive to advice
from co-partisans and counter-partisans regardless of stakes). Consistent with the beliefs-based account,
when we later elicit subjects’ beliefs about the relative performance of Democratic and Republican
subjects, Democrats believe that counter-partisans give worse advice than co-partisans—and this biased
perception is not affected by varying incentives. Consistent with their lack of bias in the main task,
Republicans showed little difference in beliefs about the competence of co- versus counter-partisans.
Finally, in an auxiliary follow-up experiment aiming at providing additional support for our main
results, we find that Democrats’ incorrect beliefs are not deeply entrenched: when we provide feedback
about the performance of co-partisan and counter-partisans, they update their priors accordingly. This
suggests that the discounting of counter-partisan advice may be mitigated if subjects are exposed to
information that counter-partisans are actually competent.

2. Experimental design

In this section, we describe the task, procedures, and conditions of our experiment. Full experi-
mental materials are provided in Supplementary Material. Our study design is pre-registered’ at
https://aspredicted.org/r8yu2.pdf.

2.1. Participants

Our goal was to recruit an online sample of 1,600 left-leaning Democrats and 1,600 right-leaning
Republicans. To identify partisans, we first used the pre-screening options provided by Prolific and
CloudResearch to recruit subjects who identified as either Democrats or Republicans. We then did an
initial screening based on demographic questions at the outset of the study, only allowing subjects
who self-identified in our survey as Democratic and left-leaning, or as Republican and right-leaning,
to proceed. We began by recruiting Amazon Mechanical Turk workers using CloudResearch, and then
after N= 2,342 subjects had been recruited, switched to Prolific as CloudResearch was unable to provide
more subjects.®

7Some of the analysis departs from our pre-registration as suggested by the editor. Nevertheless, all results are qualitatively
the same if we follow our pre-registered analysis.

8The data collection for right-leaning Republicans was unexpectedly slow after we had recruited 2,200 subjects—fewer than
20 qualified subjects per day on CloudResearch. To achieve our pre-registered sample size, we turned to Prolific. To avoid double
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A total of 3,206 subjects (1,601 Republicans and 1,605 Democrats) completed our study from
January 12, 2021, to February 9, 2021, and were included in the analysis. The average time to complete
the survey was 5.8 min. The average total earnings per subject was $2.16 ($0.80 fixed payment plus
an average of $1.36 additional performance-based bonus); the total cost of our study was $9,915.84.
Among the 1,601 Republicans, the average age is about 41 years old, and about 51% are female. Among
the 1,605 Democrats, the average age is about 37 years old, and about 58% are female.

2.2. Procedure

After signing a consent form, subjects provided their worker ID and answered basic demographic
questions of political party, political orientation, age, gender, education, income, and voting behavior
in the 2020 U.S. general election. Then they completed the news rating task, followed by the partisan
competency prior elicitation task, a manipulation check, and then the partisan competency belief-
updating task. Finally, subjects answered a few exploratory questions before finishing the study.

2.2.1. Main task: News rating task

To assess the effect of partisanship on advice-taking in an (almost) non-politicized and (almost)
nonpolitical context with practical relevance, we use a news rating task. We selected a set of 10
nonpolitical news headlines from Allen et al. (2021). Each headline’s veracity had been rated by three
professional fact-checkers using a seven-point scale from 1 = ‘definitely false’ to 7 = ‘definitely true’.
We take the average of the three fact-checker ratings, rounded to the nearest integer, as ground truth.
We provide the list of headlines and ground-truth veracity ratings in Section 2 of the Supplementary
Material. To ensure the headlines are nonpolitical, we pre-tested these headlines and found that
Democrats and Republicans did not have any sizable difference in attitudes toward the headlines in their
initial ratings.’ To measure the extent to which subjects are influenced by information from others—our
key outcome—we introduce our procedure using one of the news headlines as an illustration.

First, subjects see the headline “No One Should Be Doing Keto Diet’ Says Leading Cardiologist //
Dr. Kim Williams says the science behind the fad diet is ‘wrong ™ and provide their initial veracity rating
on a seven-point scale. In addition, the initial response is always incentivized with a low monetary
bonus, which is specified as “This question is worth $0.01”. Next, subjects proceed to the next page
and are shown a rating (which we will refer to as the ‘influence’) from another participant (which we
will refer to as the ‘advisor’). To assess the impact of partisanship on advice-taking, and to test the
preference-based account of partisan bias, we vary the advisor’s political identity and the incentive
level for the subject’s final rating. Subjects see a message that says “Another [Republican participant
who voted for Donald Trump in the 2020 election] / [Democratic participant who voted for Joe Biden
in the 2020 election] gave a rating of X. Please rate the story again.” The influence X is set to be the
average fact-checker rating (truth) of each headline.'’ In addition, we also specify the bonus on the final
response with an additional message: “This question is worth $Y”, where Y is either $10 (high-incentive
condition) or $0.01 (low-incentive condition). Subjects then rate the headline’s veracity a second time
(the final rating) on the same seven-point scale on the same page.

Both the initial and the final ratings are incentivized using a quadratic scoring rule against the fact-
checker average rating: max{Maximum Bonus — 2*|Rating — Truth| "2, 0}; one of the two ratings (initial
or final) is chosen at random for additional bonus payment.'' For example, if the maximum bonus is

entry to the survey, we asked subjects from Prolific to (optionally) provide their MTurk ID if they have one. We excluded N = 33
Prolific entries which had MTurk IDs that appeared in the previous CloudResearch sample. However, all results are robust if we
perform the analysis using only MTurk subjects.

°Indeed, examining our data with 3,200 subjects finds no significant differences in initial veracity ratings for Democrats versus
Republicans on 8 out of 10 headlines (see Table 1 in Section 2 of the Supplementary Material). All our main results are robust to
excluding the two headlines where there were significant partisan differences in initial ratings (see Section 7 of the Supplementary
Material).

10X =5 for the example headline.

"'The minimum additional bonus is $0 by default as no negative bonus is allowed on the online survey platforms.
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$10 and the truth is ‘5°, a rating with an absolute error of 1 corresponds to an $8 bonus; a rating with an
absolute error of 2 corresponds to a $2 bonus; a rating with an absolute error of 3 or larger corresponds
to $0 bonus. Therefore, subjects are incentivized to provide a rating as close as possible to the fact-
checker average and have no incentive to hedge their answers.

To summarize, Democratic (Republican) subjects will view the Democratic (Republican) advisor as
a co-partisan. While the initial rating always uses a $0.01 maximum bonus (low incentive), subjects
are randomly assigned to have their final rating worth either a $0.01 (low incentive) or $10 (high
incentive) maximum bonus. Thus, we use a 2 X 2 between-subject design: [co-partisan advisor,
counter-partisan advisor| X [low incentive for final rating, high incentive for final rating]. As described
earlier, if preference-based motivated reasoning exists, the coefficient of this interaction should be
positive. Critically, the actual influence shown to subjects for each news headline does not vary across
conditions, but is always set to be the fact-checker average rating. Thus, subjects would maximize
their payoffs by changing their final rating to match the influence. By holding the influence constant,
our design allows us to investigate how subjects respond to the same piece of high-quality advice
under different advisor identities and incentive levels. To avoid deception, we ran a large pilot that
included at least one Democrat voting for Biden and Republican voting for Trump who also gave
the fact-checker average rating for each headline, and reported the ratings of these specific pilot
subjects.

2.2.2. Secondary task 1: Partisan competency prior belief elicitation task

In addition to observing if and how subjects update their responses in the main news sharing task,
we also directly examined their beliefs about the relative competence of co- versus counter-partisans.
Specifically, we asked whether, out of 100 pairs of Republican and Democratic voters from a previous
study, they thought the Republicans or Democrats performed better overall, as well as the probability
(between 50% and 100%) that their response to this question about relative performance was correct
(see Figure 1.4 in Section | of the Supplementary Material for a screenshot).

To investigate potential expressive responding or motivated beliefs about partisan competence, we
also randomly vary the incentive level on belief accuracy. For example, when participants are answering
“Which party do you think had a better performance in the news tasks” and “What's the probability
your answer is correct”, they are told “A correct guess and an accurate probability is worth $2°, where
Z is either $10 (high incentive) or $0.01 (low incentive). The value of Z is re-randomized here and
is independent of condition in the previous news rating task. Subjects’ answers are scored using the
brier scoring rule: max{Maximum Bonus — 10*|probability — correct probability| 2, 0}. Subjects in the
high-incentive condition have a maximum bonus amount of $10 while subjects in the low-incentive
condition have a maximum bonus amount of $0.01. To construct the prior belief measure, we use the
subject’s stated probability (between 50% and 100%) if they believed the other party would do better,
and 100% minus their stated probability if they believed their own party would do better. Since the 100
Republicans were marginally more accurate in our pilot study, the response that maximizes the bonus
is Republican and 100%.

2.2.3. Secondary task 2: Partisan competency belief-updating task

In another secondary task, we assess the extent to which these beliefs about the relative competency
of co- versus counter-partisans are malleable. After subjects state their priors, we provide them with
performance feedback: “We select 20 pairs from the 100 previous comparisons. In 17 out of 20 pairs,
[Republicans] / [Democrats] had more accurate news judgments than [Democrats] / [Republicans]”.
In other words, we give subjects a noisy signal which suggests the group of 100 co-partisans or 100
counter-partisans might have performed better. Since the feedback partially informs the subjects about
the relative competence of 100 Republicans and 100 Democrats, subjects should update their prior
belief given the feedback. Subjects are then given a manipulation check to see whether they read
and understand the provided feedback. Only those who passed the manipulation check (over 97% of
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Figure 1. Shown is the Democratic subjects’ (left panel) and Republican subjects’ (right panel)
average scaled amount of updating in the news rating task [(initial distance — updated distance) /
(initial distance + 1)], as a function of whether the advisor is a co-partisan (green) or counter-partisan
(orange), and whether the incentive for the final rating is low (30.01) versus high ($10). Error bars
indicate 95% confidence intervals. We remove subjects whose initial distance is 0 (i.e., no room for
updating).

participants) were allowed to continue'”. Finally, we ask the subjects to answer the same two belief
elicitation questions as in the prior belief elicitation task. The incentive is $0.01 for all subjects.

2.3. Design recap

To summarize, our design helps to distinguish between the preference-based and belief-based accounts
of biased partisan advice-taking in the following ways. First, the 2 X 2 design in our News Veracity
Task tests a key prediction of the preference-based account: to the extent that preferences are driving
the discounting of counter-partisan influence, increasing the incentive for accurate responding should
reduce preference-driven bias (i.e., interaction between high incentive and counter-partisan advisor
identity should be positive.)'* Second, the Partisan Competence Belief Elicitation tests a key prediction
of the belief-based account: that subjects will believe that co-partisans are more competent than
counter-partisans. This task also allows us to test whether such a belief, if held, is sincere versus

12 All results are robust if we include the 89 subjects who fail this attention check.
13 A higher incentive may offset the disutility of following counter-partisan advice, which leads to greater updating specifically
when the advisor is a counter-partisan.
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motivated (by examining whether it is affected by raised incentives). Finally, the partisan competence
belief-updating task assesses the malleability of subjects’ beliefs. If partisan bias is purely based on
sincere (but incorrect) beliefs, subjects should be willing to correct their beliefs when informed that
counter-partisans are competent. Conversely, if subjects are motivated to believe that counter-partisans
are inferior, they should be resistant to such information, especially given the low stakes.

3. Results
3.1. Biased partisan advice-taking

We begin by testing for partisan bias in advice-taking in the news rating task, and asking how such
bias varies based on the incentive level. Specifically, as suggested by a reviewer, we construct our
dependent variable as ‘(initial distance — updated distance) / (initial distance + 1)’.'* For example,
imagine a subject with an updated rating of 5 given advice 5, her scaled amount of updating is 0.67
if her initial rating is 7 and 0.5 if her initial rating is 6. This measure better accounts for the distance
between the initial rating and the advice with a correction for continuity. If we were to use the weight
on advice measure'” (Logg et al., 2019), then the measure in the latter case would be 100%, where in
fact, the advice might only have a small influence (e.g., the advice changes one’s belief of the correct
rating being 5 from 10% to 60%). Reassuringly, our results are qualitatively the same whether we use
weight on advice or absolute amount of updating'® as the dependent variable (see Section 3 of the
Supplementary Material).

For our main analysis, we regress the dependent variable on the following independent variables (all
predictors in this paper are centered): an advisor-type indicator (1 = counter-partisan advisor, —1 = co-
partisan advisor), an incentive-level indicator (1 = high incentive, —1 = low incentive, the subject’s
degree of right-wing extremity'’, and all two- and three-way interactions. We remove subjects whose
initial distance is 0 (about 13.8% of subjects’ initial ratings are the same as the influence). Reassuringly,
our results (including results from using the alternative dependent variables) are qualitatively the same
when we include subjects whose initial distance is 0 (see Section 3 of the Supplementary Material).

We find a significant negative coefficient on the advisor-type indicator (b = —0.017, p = 0.001)'%,
such that in the low-incentive condition, subjects update less when the influence comes from a counter-
partisan advisor.'” This establishes the basic phenomenon of interest: biased advice-taking based on
partisanship exists, even though the task domain is largely nonpolitical. We also observe a significant
two-way interaction between the advisor-type indicator and subject’s degree of right-wing extremity
(b = 0.006, p = 0.0002) such that in the low-incentive condition, Democratic subjects displayed
significantly larger biased advice-taking than Republican subjects. In fact, when analyzing the two
partisan subgroups separately, while the coefficient on the advisor-type indicator is highly significant for
Democrats (b =—0.04, p < 0.0001), it is non-significant for Republican subjects (b = —0.005, p = 0.46).
To contextualize the magnitude of the effect for Democrats in the low-incentive condition, the (scaled)
amount of updating based on a Republican advisor was 68.9% smaller than for a Democratic advisor.

Next, we examine the effect of raising the stakes. Although the coefficient on the incentive-
level indicator is not significant (b = 0.008, p = 0.14), it being positive suggests that subjects are
‘updating more’ when facing higher monetary incentive. Furthermore, the coefficient is significantly
positive (b = 0.02, p = 0.006) and positive (b = 0.045, p = 0.06) if we use weight on advice and

!4Initial (updated) distance means distance between the initial (updated) rating and the advice.

15The amount of update normalized by the distance between the initial answer and advice.

16The absolute amount one updates in the direction of the advice.

7Constructed as political leaning minus 4 for Democratic subjects and political leaning minus 6 for Republican subjects.
Therefore, values of —3(3), —2(2), —1(1) correspond to extremely left (right), left (right), and moderately left (right) leaning. Our
results are robust if we use binary classification of subject’s partisanship as the independent variable.

18p is the original regression coefficient.

19This coefficient is negative in 8 out of 10 headlines when we run this regression on each news headline separately.
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absolute amount of updating—instead of the scaled amount of updating—as the dependent variable.”’

These results indicate that subjects respond to co-partisan influence more when the stakes are higher.
This may serve as a manipulation check which suggests that the $10 high incentive can affect subjects’
decision-making.

Next, we examine the key test for the preference-based account of biased advice-taking: Does
increasing the incentive reduce the discounting of counter-partisan advice relative to co-partisan
advice? We first look at results pooling all Democratic and Republican subjects. We do not find a
positive interaction between the advisor-type indicator and the incentive-level indicator (b = —0.015,
p = 0.84).”! Nor do we find a significant three-way interaction (b = 0.001, p = 0.60). Furthermore,
even when only examining Democrats (the subgroup who showed counter-partisan bias in the low-
incentive condition), we continue to find no significant interaction between the advisor-type indicator
and the incentive-level indicator (b = 0.004, p = 0.51).”> The analytical results above are consistent
with a visual inspection of Figure 1 (i.e., biased advice-taking among Democrats but not Republicans;
although raising the stakes increase advice-taking, it does not reduce the gap between advice-taking
given co-partisan versus counter-partisan advice.).

This lack of effect of raising the stakes on the discounting of counter-partisan advice is inconsistent
with the preference-based argument. If a preference to avoid counter-partisan advice sits in opposition
to an economic motive for accuracy, increasing the accuracy motive would have decreased the
discounting of counter-partisan advice. Thus, our empirical results from the news rating task do not
support the preference-based account as a major driver of the biased advice-taking observed among
Democrats.

3.2. Prior beliefs about partisan competence

We now turn to the partisan competency prior belief elicitation task to test key predictions of the belief-
based account of biased advice-taking. Given our main results, the beliefs-based account would predict
that, on average, Democratic subjects should believe that their co-partisans are more competent than
counter-partisans, but such belief should be much weaker (or absent) among Republican subjects.
Furthermore, if such beliefs are motivated, then raising the stakes on the belief elicitation should
reduce the gap between co-partisans and counter-partisans: the higher incentive for stating an accurate
prior should push subjects to reveal their suppressed prior belief (as well as mitigating any expressive
responding). Conversely, if the beliefs are sincere, then raising the stakes should have no effect.
Consistent with the results in the main task, Figure 2 shows that although both Democratic and
Republican subjects expected co-partisans to perform better on the task than counter-partisans (i.e.,
the mean belief of co-partisan being better than counter-partisan is greater than 50%), this belief is
much stronger among Democrats than among Republicans.”® Furthermore, the belief of prior partisan
competence was not affected by the incentive level, suggesting sincere rather than motivated beliefs.
To examine the results analytically, we regress subjects’ estimate of the probability that their co-
partisans outperform the counter-partisan as the dependent variable on an incentive-level indicator
(1 = high incentive on prior belief task, —1 = low incentive on prior belief task), subject’s degree of
right-wing extremity, and their interaction. First, we find a significant negative effect of the subject’s
degree of right-wing extremity, such that being more right-leaning is associated with less co-partisan
favoritism in the prior belief task (b = —1.89, p < 0.0001). This is consistent with Republicans showing
less partisan bias in the news rating task as depicted in Figure 2. Second, we find no significant effect
of incentive level (b = —0.03, p = 0.93), which is consistent with the beliefs being sincere rather than
motivated. We also note that believing one’s co-partisans are more competent, although apparently

208ee Table 3 in Section 3 of the Supplementary Material.

2!n addition, we find no significant effect on the incentive-level indicator (b = —0.003, p = 0.62); or significant interaction
with subject’s degree of right-wing extremity (b = 0.001, p = 0.50).

22This interaction is also not significant when examining only Republican subjects (b = 0.01, p = 0.15).

23See Section 4 of the Supplementary Material for the histograms of prior beliefs.
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Figure 2. Shown is Democratic subjects’ (blue bars) and Republican subjects’ (red bars) prior
probability of co-partisans being more accurate than counter-partisans, across levels of the incentive

(low = $0.01 and high = $10) for the prior belief elicitation task. Error bars indicate 95% confidence
intervals.

sincere, is not actually correct within our sample: as described in Methods, the headlines were selected
to be non-partisan, and in terms of actual accuracy of the initial ratings, there was almost no difference
between Democrats and Republicans.”

3.3. Can feedback change beliefs about partisan competence?

Finally, we examine how subjects update their beliefs about co-partisan and counter-partisan com-
petence when told that out of a subset of 20 Democrat-Republican pairs, either the Democrats or
Republicans performed better. Given that the results of the previous task suggest that the discounting
of counter-partisan advice is due to sincere (but incorrect) beliefs, we would expect participants to be
willing to update their beliefs in the direction of the feedback they are provided.

Indeed, Figure 3 shows that regardless of the incentive on the prior belief elicitation, both
Democratic and Republican subjects updated in the direction of the feedback. We also run a regression
with the amount of change in the probability of co-partisan being better as the dependent variable, and
independent variables of the feedback condition (1 = counter-partisan-better, —1 = co-partisan-better),
the prior incentive level dummy (1 = high incentive on prior belief, —1 = low incentive on prior belief),
subject’s degree of right-wing extremity, and all two-way and three-way interactions.

Most importantly, we find a significant negative effect of counter-partisan-better feedback
(b = -16.3, p < 0.001), such that subjects update very differently for the two types of feedback.

24 Across the 10 news headlines, the average absolute errors of initial news rating judgment are 2.0522 and 2.0520, respectively,
for Republican and Democratic subjects.
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Figure 3. Shown is Democratic subjects’ (blue bars) and Republican subjects’ (ved bars) amount of
change from prior to posterior belief (posterior minus prior) when provided with feedback, based on
whether the feedback indicated that co-partisans or counter-partisans performed better. Error bars
indicate 95% confidence intervals.

Specifically, if subjects receive feedback that co-partisans did better, they update in favor of their own
party by about 12%; if subjects receive feedback that counter-partisans did better, they update in favor
of their counterparty by about 19%. Thus, rather than ignoring uncongenial feedback, people are willing
to change their beliefs accordingly. Nevertheless, our results do not directly speak to the extent to which
motivated reasoning matters to the formation of prior belief about partisan competence, because we
cannot properly compare updating given different signals using the current experimental set-up.>> We
also find no significant interaction between feedback type and incentive level of prior belief elicitation
(b =-0.23, p = 0.59). This suggests that ‘forcing’ subjects to state a sincere prior belief with higher
stakes has no impact on how they subsequently process the feedback (e.g., subjects do not have the
urge to state a posterior belief that favors their co-partisans), which is further suggestive evidence for
subjects operating under their sincere beliefs at the moment of the advice-taking task.

4. Discussion

Here, we have shown that partisan bias can have spill-over effects in a nonpolitical domain: Democrats
in our experiment were more prone to being influenced by information from co-partisans than counter-
partisans, even though the information provided was exactly the same and the context had nothing to do

25Whether subjects are updating more or less than would be rational under Bayesian inference depends on their certainty about
their stated prior belief of competence, which is difficult to measure; this makes clean comparison to a Bayesian benchmark in
tasks such as ours infeasible, see Section 5 of the Supplementary Material for a detailed explanation.
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with politics. Beyond documenting this phenomenon, our design allows us to make a further theoretical
contribution by distinguishing whether the biased advice-taking is driven by a preference or is rational,
based on sincere beliefs.

Our experimental results do not support the preference-based account. We do not find that incentives
for accuracy reduce Democrats’ rejection of information from counter-partisans relative to co-partisans.
Conversely—and consistent with the belief-based account—we do find that Democratic subjects have
strong incorrect perceptions that co-partisans are more competent at the (nonpolitical) news rating
task. Furthermore, we find that this perception that co-partisans are more competent is not reduced
by incentives, and is correctable by receiving (uncongenial) feedback. Together, these findings suggest
that people are ‘rational’—in the sense of following their sincerely held (albeit incorrect within the task
context) beliefs about partisan competence—when processing information from party members rather
than acting against their beliefs for partisan motivations.

Our observations in favor of the belief-based account over the preference-based account of biased
advice-taking—although perhaps surprising given the current received wisdom about partisanship—
resonate with recent work from political psychology that questions the pervasiveness of motivated
reasoning during partisan interactions and emphasizes the importance of differences in prior beliefs
(Bago et al., 2020; Tappin et al., 2020a,b). This alternative portrait of partisan discrimination suggests
a surprisingly straightforward way for the society to mitigate the problem of ignoring information from
counter-partisans: although motivated reasoning may still have a role in biased information search and
prior belief formation, simply providing people with information indicating the competency of counter-
partisans is at least successful in shifting beliefs. Nevertheless, future work may explore the extent to
which shifted beliefs correspond to shifted behaviors.

More broadly, our results shed light on the causes of echo chambers. Instead of preference-based
motivated reasoning, one important yet somewhat overlooked fundamental cause of the problem is
that people may simply discount out-party information because of a perception that the out-group is
less competent. By this account, echo chambers and polarization can also occur because people do
not have the opportunity to learn positive information about counter-partisans. Counterfactually, if
people were exposed to more positive information about counter-partisans—for example, by traditional
media outlets, or social media ranking algorithms, and so forth—people’s perceptions may change,
and political polarization may be mitigated. Most importantly, recent evidence from the field is
supportive of this claim. For example, Levy (2021) shows that exposure to counter-attitudinal news
decreases negative attitudes toward an opposing political party. Broockman and Kalla (2022) shows
that incentivizing regular Fox News viewers to watch news from CNN has a substantial effect on
those viewers’ overall political stance (e.g., political factual beliefs, attitudes, views, etc.) Kalla and
Broockman (2022) shows that learning the perspectives of voters who have an opposing view on
political issues reduces through in-depth two-way conversions in political campaigns substantially
reduces the affective polarization of the political activists who initiate the campaigns.

Finally, there are several limitations of our study that it is important to bear in mind. First, consistent
with most research in management, economics, and psychology, our experiments use convenience
samples from MTurk and Prolific. It is now known that these online panels tend to be more left-leaning.
Although our analysis has taken subjects’ political leaning into account, it is possible that the results
are different if we use a subject pool that is representative of the population. For example, Republicans
and Democrats in our sample are equally competent in evaluating nonpolitical news, which may or may
not be true in the population. Future work should see how our findings, and in particular, the surprising
partisan asymmetries we observed, generalize to more representative samples. Second, some of our key
results are null results. Of course, lack of evidence for an effect should not be confused with evidence
for a lack of effect; but our sample size of 3,206 subjects is quite large, and follow-up experiments all
clearly provide support for a lack of effect. Third, our identification assumes that the incentive in our
high-incentive conditions ($10) is high enough for subjects to disregard the preference-based account
(if it exists). Although $10 is quite large for online studies, it might not be large enough. Thus, it is
possible that we would see some evidence of incentives reducing partisan motivations if the stakes
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were higher. Relatedly, one might be worried about whether $0.01 is already enough to eliminate the
preference-based account. This is less concerning because if partisan preference can be neutralized
by $0.01, it probably does not pose a real threat to our society. Fourth, one may be concerned about
experimenter demand effects, social desirability, or ‘expressive responding’. However, if such effects
were indeed driving our results, we would expect raising the stakes to mitigate these effects (Berinsky,
2018)—yet, we find no effect of incentive when eliciting prior belief of partisan competence. Finally,
our experiment examined advice-taking in only one nonpolitical task (news evaluation). Future work
should investigate how our findings generalize across other tasks. Last but not least, future work
may also adopt the concept behind our experimental design to examine the role of preference-based
reasoning at different stages of belief formation and decision-making.

5. Conclusion

In sum, we find evidence, even in a nonpolitical task, of biased advice-taking that discriminates
against counter-partisan opinions. To understand whether this biased advice-taking behavior is driven
by partisan preferences or sincere beliefs, we developed a novel experimental design that uses a high
incentive on task accuracy to reduce the impact of partisan preferences. Our findings suggest that the
biased advice-taking observed among Democrats is driven by (incorrectly) believing that co-partisans
are more competent at the task, rather than a desire or motivation to intentionally discount information
from counter-partisans, or due to the formation of motivated beliefs. Furthermore, we find that subjects’
prior belief of partisan competence is subject to change after being given performance feedback. Taken
together, these results suggest that partisan bias when processing nonpolitical information may be due
to people not being exposed to the news that depicts positive images of counter-partisans, resulting in
the formation of an inaccurate belief that counter-partisans are incompetent. If people somehow have
more exposure to positive news of counter-partisans, our results suggest that they are indeed willing
to correct their beliefs—which may possibly boost the communication across party lines and mitigate
political polarization. More generally, the experimental design we propose here can be used to study
whether a wide variety of other types of identity-based discriminatory behaviors (e.g., based on race or
gender) are sincere or motivated.

Supplementary material. The supplementary material for this article can be found at https://doi.org/10.1017/jdm.2023.28.
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