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DUAL PROBLEMS OP QUASICONVEX MAXIMISATION.

ALEXANDER M. RUBINOV AND BELGIN §IM§EK

A conjugacy operation is introduced on the set Q{X) of all quasiconvex lower
semicontinuous nonnegative functions vanishing at zero. This operation is used
in order to introduce and study a dual problem with respect to a maximisation
problem where both constraint and objective functions belong to Q(X).

1. Let X be a locally convex Hausdorff topological vector space and R+ = R+ U {+00}
where R+ is the set of all nonnegative real numbers. Let us consider the set Q{X) of
all quasiconvex lower semicontinuous functions q defined on X and mapping into R+
with the property g(0) — 0. Recall that a function q defined on X is called quasiconvex
if the sets Sc(q) = {x £ X : q(x) ^ c} are convex for all c. Clearly, q G Q(X) if and
only if the set Sc(q) is convex and closed and 0 G Sc(q) for all c ^ 0.

The purpose of this paper is to present a new concept of the dual problem with
respect to a maximisation problem where both constraint and objective functions be-
long to Q(X). Duality for convex extremal problems is constructed as a rule by the
following scheme: if the primal problem is a maximisation then the dual problem is a
minimisation As it turns out the scheme: maximisation in the primal problem and
maximisation in the dual problem is more suitable for our nonconvex case. First we
introduce a conjugacy operation on the set Q{X).
2. Let us consider the level sets:

Se(q) = {xGX: q{x) < c} and Tc(q) = {x : q{x) < c}

of the given function g 6 Q{X). Now we determine a conjugate function q* which is
defined on the space X', dual with respect to X and such that a level set Si/C(q*) is
equal to the polar of the level set Se(q) for all 0 ^ c ^ +00. Recall that the polar with
respect to a nonempty subset S of X is the set 5° = {£ G X' : l(x) ^ 1, Vz 6 5}.
By definition the polar of the empty set coincides with X'.

DEFINITION 2.1: Let q e Q(X). The function q* denned on the space X' by the
formula
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is called the conjugate function with respect to q. Let us note that this definition is
close to the definition which is given by Thach [1, 2].

PROPOSITION 2 . 2 . Let q e Q(X) and 0 ̂  c ̂ +oo. Then

(i) Sl/e(q*) = Te°(q)
( ) / ( ) (

c'>c

PROOF: We consider only the case where 0 < c < +oo.
(i) By definition of the conjugate function we have £ G Si/C(q*) if and only if the

inequality £{x) > 1 implies q(x) ^ c. Let £ G S!/C(q*) and x G Te(q). Since q(x) < c
it follows that i(x) < 1 and £ G T°(q). We have S1/c(q*) C T°(q). Similar reasoning
shows that T°{q) C S1/c(q*).

ii) If £ e Ti/C(g*) and c' > c then the inequality £(x) > 1 implies q(x) > c' > c.
Let x £ 5c/(g). By definition, q(x) < c' so £(x) ^ 1. Thus £ € S°,{q). Hence
€ € U (^c'(9))° w d T1/c(q*) C U (^<:'(9))0- J t i s e a sy t o c h e c k t h a t t h e reverse

c'>c e'>c
inclusion holds. U

COROLLARY 2 . 3 . q* e <?(X') for aJ] g e

3. Let / , g G CJ(X'). We consider an extremal problem (Pc)'-

f(x) —* sup under condition g(x) < c,

where c G (0, +oo). Clearly, this problem is not convex even if / and g are convex
functions. Let us remark that the problem

f(x) —» sup under condition gt(x) < ct- (t = 1, • • • ,m)

can be rewritten as the following problem which is of type (Pc) :

f(x) —» sup under condition g{x) < 1

where g = sup (l/cijgi. A point x is called a solution of the problem (Pc) if g{x) = c
i

and f(x) = sup{/(z) : ^(x) < c}. Therefore the solution is not an admissible element.
If / is continuous and Sc(g) = c£ Tc(g) then

sup f{x)= sup /(x)
g(x)<c g(*Kc

and the vector x is a solution of the problem

/(x) —» max under condition y(x) ̂  c
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and x is an admissible element for this problem.

Let sup / ( z ) = d < +00 and consider the problem

g*(l) —» sup under condition f*{l) < -:•
d

This problem is called the dual with respect to the problem (Pc). We denote this
problem by (.Di/d) • It is not usual for the value of the primal problem to be used
in the formulation of a dual problem but we believe this approach is suitable for the
theoretical investigation of the problem (Pc). Now we consider a function <p(c) which
coincides with value of problem

(1) v>(c) = sup{/(z) : g{x) < c} c 6 (0, +00)

THEOREM 2 . 4 . If tp is a strictly increasing function then the value of the dual
problem (.Di/d) coincides with 1/c, that is, if

sup f(x) = d then sup </*(̂ ) = —.
s(*)<c 1 c

a

PROOF: Let d' > d. Since sup f(x) < d' we have Tc(g) C Tdi(f) and therefore
9(')<c

by Proposition 2.2:

If i G T1/d(f*) then there exists d' ><f such that t £ 51/di(/*) and thus p*(£) < 1/c.
Hence

sup g*{t) ^ -.
/ ( ) / d c

Let sup </*(̂ ) < 1/c and number c' > c such that
( 0 /

sup «/*(£) < - < -•
r(t)<i/d c c

So, we have T1/d(f) C Ti/c'(5*) and 5d(/) D 5c#(ff). This inclusion shows that
sup f(x) < d. Thus

y>(c') = sup /(z) ^ sup /(z) ^ d - <p(c).
g(x)<c' » ( K '
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But we assumed c' > c therefore tp(c') > tp(c) and we have a contradiction. D

COROLLARY 2 . 5 . Let the function <p be defined by formula (1) if c > 0 and
<p{c) = 0 if c ^ 0. Suppose that tp is strictly increasing and lower semicontinuous (that

is, continuous from the left) on (0,+oo). Let

[ 0 ifd^O

\ svip{g*(l) : /*(£)< d} ifd>0

Then ij> = (f*)~ on (0,+oo). (Let us note that ip belongs to Q(R) and therefore the
conjugate to <p exists. At the same time xf>(d) is the value of the dual problem (.Dd)
for positive d.)

PROOF: Since <p is strictly increasing and continuous from the left we have

Let V(c) = d. Then by Theorem 2.4 we have if>{l/d) = 1/c and <p*(l/c) = l/((p{c)) =

1/d. Therefore <p*(ij>{l/d)) = <p*{l/c) = 1/d for all 0 < d < +oo and ij> = (y*)""1. •

Let q £ Q(X) and q* be its conjugate function. Let q(x) > 0 and q*(£) > 0.
Then, using the definition, we have that the inequality l{x) > 1 implies the inequality
q*(£)q(x) ^ 1. A linear functional I is called a subgrudient of the function q at the
point x° if q*(l)q(x°) = 1 and t{x°) — 1. Let I be a subgradient at the point x°.

Then q*(£)q(x°) = 1 shows that

1 1

Let c < q(x°). It is easy to check that q{x) > c if i{x) > 1. Hence the inequality
q(x) < c implies £(x) < 1. Since c is an arbitrary number with the property
c < q(x°) we have that the inequality q(x) < q(x°) implies ^(a;) ^ 1 and sup £(x) ^ 1

q(x)<d

for £{x°) = \. So

(2) sup£(z) = l where d = q(x").
q{x)<d

We see that x° is a solution in our sense of the extremal problem

l(x) —> sup under condition q(x) < d

because q(x°) = d and £(x°) = 1. It is easy to check that the reverse assertion is
true, that is, if functional £ 6 X' and x° is a solution of the problem (2) then £ is a
subgradient at the point x°.
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Let us give a geometrical interpretation of the subgradient. We consider the level
set Tq(xoj(g) of function q, the hyperplane H = {x : £(x) = 1} and closed half space
H~ — S\{t) = {x : £(x) ^ 1}. The vector x° is a solution of problem (2) if and only
if T9(xo)(g) is a subset of H~ and x° G H. Let us assume that q is a continuous
function and q(x°) > 0. Then the set Tq(xo){q) is open and convex. If x° € c£Tq(xo)(q)
then there exists a support hyperplane H with respect to T,(sa)(g) at the point x".
If H = {x : £{x) — 1} then £ is a subgradient of q at the point x°. So if q is
continuous and c£T9(,.<>)(</) = Sq(xo)(q) then a subgradient exists at every point x°
with the property q(x°) > 0.

THEOREM 2 . 6 . Let f,g € Q(X). Assume that the {unction <p which is defined
by formula (1) is strictly increasing on (0,+oo) and t i e /unction / is continuous.
Let c be a positive number and d G (0, +oo) be the value of the problem (Pc) and
ctTd(f) = Sd{f)- Then the vector x is a solution of problem (Pc) if and only if there
is a common subgradient I of the functions f and g at the point x such that £ is a
solution of the dual problem (Ui/j) .

PROOF: 1. Let z b e a solution of the problem (Pc)- Then g(x) — c, f(x) — d.

Since sup f(x) = d we have Te(g) C Sd(f) = c£Td(f). Since the function /
( ) ( )

is continuous, the convex set Td(/) is open and x is a boundary point of this set.
Therefore there exists a support hyperplane H = {x : £{x) = 1} with respect to the
set Td(f) at the point x. Since Tc(g) C c£Td{f) and £(x) = 1 we have that H is the
support hyperplane with respect to Tc(g) at the same point.

So £ is a subgradient of / at the point x and a subgradient of g at this point. By
definition,

= 1, that is /•( L iW - fix) - d'

g'(t)g{*) = l, that is g*(£) = - L = \ .

Let us consider the dual problem

g*(£) —> sup under condition f*{£) ̂  3 .
a

If function y?(c) is strictly increasing then by Theorem 2.4 the value of this problem
coincides with 1/c. Since f*{£) — 1/d and g*{£) — 1/c the vector £ is a solution of
this problem. So we have a necessary condition for a maximum.

2. Let a point x" be such that there is a common subgradient £ at the point x° of
functions / and g which is a solution of the dual problem (.Di/d). Equalities hold as
follows:
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Therefore f(x°) — d and g(x°) — c, that is, x" is a solution of the problem (Pc). So
we have a sufficient condition for a maximum.

A geometrical interpretation of duality for the minimisation of a convex function
under convex constraints is the existence of a separating hyperplane for two convex sets.
Theorem 2.6 shows that duality for the maximisation of a quasiconvex function can be
interpreted geometrically through the existence of a common supporting hyperplane for
two convex sets, one contained within the other. Note that Thach [1, 2] considers one
of these sets and the complement of the other. U
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