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1. Introduction

Let \( L(H) \) be the algebra of all bounded linear operators on a separable complex Hilbert space \( H \). In a recent paper [7], explicit expressions for solutions of a boundary value problem in the Hilbert space \( H \), of the type

\[
\frac{d}{dt} U(t) = A + BU(t) - U(t)C \quad \text{EU(b) - U(0)F = G} \quad (1.1)
\]

are given in terms of solutions of an algebraic operator equation

\[
MU - UN = P. \quad (1.2)
\]

If \( H \) is finite-dimensional, an explicit algebraic expression for the solution of the equation (1.2) is given in [9]. For the infinite-dimensional case, and when the coefficient operators of (1.2) are annihilated by some analytic function, a methodology for solving the equation (1.2) is given in [6]. Sufficient conditions in order that (1.2) has a solution in certain classes of operators are given in [10] when \( M \) and \( P \) are selfadjoint operators. If \( M \) is a right invertible operator and \( N \) is a unilateral shift operator, a characterization is given in [1] of the operators \( P \) for which the equation (1.2) is solvable.

If the Rosenblum’s condition

\[
\sigma(M) \cap \sigma(N) = \emptyset \quad (1.3)
\]

is satisfied and \( M \) and \( N \) are infinite-dimensional unitary operators on \( H \), the solution of (1.2) can be obtained by means of an infinite operator series. Under the uniqueness condition (1.3) and under certain conditions imposed on the operator coefficients, infinite integral expressions for the solution of the equation (1.2) are given in [2] and [5].

For \( T \) in \( L(H) \) we denote by \( \sigma_a(T) \) the approximate point spectrum of \( T \) and \( \sigma_a(T) = \{ \lambda \in \mathbb{C}; \lambda I - T \text{ is not onto} \} \). We denote by \( \mathbb{C}_\# \) the complementary set in the complex
plane of the imaginary axis. Section 2 contains an algorithm for solving the equation (1.2) by application of a method of calculus of the square root of the identity operator in the Banach algebra $L(H)$. We apply the results to obtain explicit iterative approximations to the solutions of boundary value problems of the type (1.1).

2. An algorithm for the algebraic operator equation $MU - UN = P$; Applications

We begin with a theorem that allows us to obtain the operator $\text{sig}(A)$ as the limit of a sequence of operators, where $\text{sig}$ denotes the analytic function on $C_+$, defined by $\text{sig}(z) = 1$, if the real part of $z$, $Rz$ is positive and $\text{sig}(z) = -1$, if $Rz$ is negative. Notice that if $A$ lies in $L(H)$ and its spectrum $\sigma(A)$ is contained in the half plane $Rz > 0$, then from the minimal theorem, [4], one has $\text{sig}(A) = I$. Analogously, if $\sigma(A)$ is contained in the half plane $Rz < 0$, then it follows that $\text{sig}(A) = -I$.

**Theorem 1.** Let $A$ be an operator in $L(H)$ with spectrum $\sigma(A)$ contained in $C_+$. Let $Z_0 = A$, and let $\{Z_n\}_{n \geq 0}$ be the sequence of operators defined by

$$Z_{n+1} = (Z_n + Z_n^{-1})/2, \quad n \geq 0. \quad (2.1)$$

Then the sequence $\{Z_n\}$ converges in the operator norm of $L(H)$ to $\text{sig}(A)$.

**Proof.** First of all we show that $Z_n$ is an invertible operator in $L(H)$ for $n \geq 0$. It is clear from the hypothesis that $Z_0 = A$ is invertible. From the spectral mapping theorem, [4], the spectrum $\sigma(Z_{n+1})$ is the set of all complex numbers of the type $(z + 1/z)/2$, with $z$ belonging to $\sigma(Z_n)$. Moreover, it is easy to show that $R(z + 1/z) = (1 + 1/|z|^2)Rz$, for a non zero complex number $z$. Thus, $Z_{n+1}$ is invertible and $\text{sig}(z + 1/z) = \text{sig}(z)$, when $z$ lies in $\sigma(Z_0)$, in particular, it follows that $Z_n + \text{sig}(Z_0)$ is an invertible operator in $L(H)$, for any $n \geq 0$.

Let us consider the sequence of operators defined by the expression

$$f_n(A) = (Z_n - \text{sig}(A))(Z_n + \text{sig}(A))^{-1}, \quad n \geq 0. \quad (2.2)$$

Taking into account the commutativity between $Z_n$ and $\text{sig}(A)$, and by computation it follows that

$$f_{n+1}(A) = \left(\frac{Z_n^2 + I}{2Z_n} - \text{sig}(A)\right)\left(\frac{Z_n^2 + I}{2Z_n} + \text{sig}(A)\right)^{-1}$$

$$= \left(\frac{Z_n^2 + I - 2Z_n \text{sig}(A)}{2Z_n}\right)\left(\frac{Z_n^2 + I + 2Z_n \text{sig}(A)}{2Z_n}\right)^{-1}$$

$$= (Z_n^2 - 2Z_n \text{sig}(A) + I)(Z_n^2 + 2Z_n \text{sig}(A) + I)^{-1} = (Z_n - \text{sig}(A))^2((Z_n + \text{sig}(A))^2)^{-1}$$

$$= ((Z_n - \text{sig}(A))(Z_n + \text{sig}(A))^{-1})^2 = (f_n(A))^2.$$
From here, $f_n(A) = (f_0(A))^{2n}$, for $n \geq 0$. If we prove that the spectral radius of the operator $f_0(A)$, denoted by $r(f_0(A))$ is strictly less than one, then we will have

$$
\|f_n(A)\| \rightarrow 0, \quad \text{in } L(H). \tag{2.3}
$$

From the spectral mapping theorem it follows that

$$
r(f_0(A)) = \sup \{|w|; w \in \sigma(f_0(A))\} = \sup \left\{\left|\frac{z - \text{sig}(z)}{z + \text{sig}(z)}\right|; z \in \sigma(A)\right\}. \tag{2.4}
$$

If $z$ lies in $\sigma(A)$, it is clear that $|z - \text{sig}(z)| < |z + \text{sig}(z)|$, thus, $r(f_0(A)) \leq 1$.

If the spectral radius $r(f_0(A))$ were one, then from the compactness of the spectrum $\sigma(A)$, there would be some $z_0$ in $\sigma(A)$ such that $|z_0 - \text{sig}(z_0)| = |z_0 + \text{sig}(z_0)|$. But it is not possible because in this case $Rz_0 = 0$, in contradiction with the fact $z_0 \in \sigma(A) \subseteq \mathbb{C}_+$. From the expression (2.2), the invertibility of $f_n(A)$, and by inversion it follows that

$$
Z_n = (I + f_n(A))(I - f_n(A))^{-1} \text{sig}(A). \tag{2.5}
$$

From (2.3) and (2.5), it follows that $\{Z_n\}_{n \geq 0}$ converges to $\text{sig}(A)$ in the operator norm of $L(H)$.

We denote by $\text{sig}^+$ the analytic function on $\mathbb{C}_+$, defined by $\text{sig}^+(z) = 1$, if $z \in \mathbb{C}_+$ and $Rz > 0$ and $\text{sig}^+(z) = 0$, if $z \in \mathbb{C}_+$ and $Rz < 0$, that is $\text{sig}^+(z) = (1 + \text{sig}(z))/2$. The following results are based in a theorem of Davis–Rosenthal, which ensures the existence of solutions of the equation (1.2) when the spectral condition

$$
\sigma_d(M) \cap \sigma_s(N) = \emptyset \tag{2.6}
$$

is satisfied. Moreover, if $U$ is a solution of (1.2), the following similarity condition is verified

$$
\begin{bmatrix}
M & -P \\
0 & N
\end{bmatrix} = \begin{bmatrix}
I & U \\
0 & I
\end{bmatrix} \begin{bmatrix}
M & 0 \\
0 & N
\end{bmatrix} \begin{bmatrix}
I & U \\
0 & I
\end{bmatrix}^{-1}. \tag{2.7}
$$


Suppose for a moment that $M$ and $N$ are operators such that that the condition (2.6) is satisfied and $\sigma(M) \subset \mathbb{C}_+$, $\sigma(N) \subset \mathbb{C}_+$. From (2.7) and the application of the Riesz–Dunford functional calculus in (2.7) it follows that

$$
\text{sig}^+\left(\begin{bmatrix}
M & -P \\
0 & N
\end{bmatrix}\right) = \begin{bmatrix}
I & U \\
0 & I
\end{bmatrix} \left(\text{sig}^+\left(\begin{bmatrix}
M & 0 \\
0 & N
\end{bmatrix}\right)\right) \begin{bmatrix}
I & -U \\
0 & I
\end{bmatrix} = \begin{bmatrix}
I & U \\
0 & I
\end{bmatrix} \text{sig}^+(M) \begin{bmatrix}
0 & -U \\
\text{sig}^+(N) & 0
\end{bmatrix} \begin{bmatrix}
I & -U \\
0 & I
\end{bmatrix} = \begin{bmatrix}
\text{sig}^+(M) & U \text{sig}^+(N) - \text{sig}^+(M)U \\
0 & \text{sig}^+(N)
\end{bmatrix}. \tag{2.8}
$$
With the hypothesis of Theorem 1, if \( \{Z_n\}_{n \geq 0} \) is the sequence of operators given in Theorem 1, which converges to \( \text{sig}(A) \), then the sequence \( (Z_n + I)/2 \), converges to \( \text{sig}^+(A) \), that is, \( Z_0 = A, \ Z_{n+1} = (Z_n + Z_n^{-1})/2 \), satisfies

\[
\text{sig}(A) = \lim_{n \to \infty} Z_n, \quad \text{sig}^+(A) = \lim_{n \to \infty} (Z_n + I)/2.
\]

Let \( \{Z_n\}_{n \geq 0} \) be the sequence of operators in \( L(H \oplus H) \) which converges to the operator matrix

\[
A = \begin{bmatrix} M & -P \\ 0 & N \end{bmatrix}.
\]

then from Theorem 1, (2.9) and (2.6), it follows that

\[
\text{sig}^+ \left( \begin{bmatrix} M & -P \\ 0 & N \end{bmatrix} \right) = \lim_{n \to \infty} (Z_n + Z_n^{-1} + 2I)/4
\]

where

\[
Z_1 = (Z_0 + Z_0^{-1})/2 = \left( \begin{bmatrix} M & -P \\ 0 & N \end{bmatrix} + \begin{bmatrix} M & -P^{-1} \\ 0 & N \end{bmatrix} \right)/2
\]

Recurrently one gets for \( n > 0 \)

\[
Z_{n+1} = \begin{bmatrix} M_{n+1} & -P_{n+1} \\ 0 & N_{n+1} \end{bmatrix} = (1/2) \left( \begin{bmatrix} M_n & -P_n \\ 0 & N_n \end{bmatrix} + \begin{bmatrix} M_n^{-1} & M_n^{-1}P_nN_n \\ 0 & N_n^{-1} \end{bmatrix} \right)
\]

\[
M_{n+1} = (M_n + M_n^{-1})/2; \quad N_{n+1} = (N_n + N_n^{-1})/2
\]

\[
P_{n+1} = (P_n - M_n^{-1}P_nN_n)/2.
\]

From (2.8), (2.10) and (2.11) it follows that

\[
U \text{ sig}^+ (N) - \text{sig}^+ (M)U = \lim_{n \to \infty} P_{n+1}/2 = \lim_{n \to \infty} (P_n - M_n^{-1}P_nN_n)/4
\]

where \( M_0 = M, \ N_0 = N \) and \( P_0 = P \). Notice that from (2.12) we can obtain an explicit expression of \( U \) as limit of a sequence of operators, under certain conditions such as are stated in the following theorem.

For the operators \( M \) and \( N \) whose spectra are contained in \( \mathbb{C}_\Phi \), we can express their spectra as the union of two spectral sets. In fact, \( \sigma(M) = \sigma_1 \cup \sigma_2 \), where \( \sigma_1 = \)

\[
\ldots
\]
\{z \in \sigma(M); Rz > 0\}; \; \sigma_2 = \{z \in \sigma(M); Rz < 0\}; \; \sigma(N) = \sigma_3 \cup \sigma_4, \text{ where } \sigma_3 = \{z \in \sigma(N); Rz > 0\} \; \sigma_4 = \{z \in \sigma(N); Rz < 0\}. \text{ Thus, one gets }

\text{sig}^+(M) = E_1, \text{ and } \text{sig}^+(N) = E_3

where \( E_1 \) and \( E_3 \) are the projection operators defined by means of the Riesz–Dunford functional calculus, [4],

\[ E_1 = (1/2\pi i) \int_{\gamma_1} e_1(z)(zI - M)^{-1} \, dz; \quad E_3 = (1/2\pi i) \int_{\gamma_3} e_3(z)(zI - N)^{-1} \, dz \]

where \( \gamma_i \), for \( i = 1, 3 \) are appropriate Jordan curves containing \( \sigma_i \) in their interior, and

\[ e_1(z) = \begin{cases} 
1, & z \in \sigma_1 \\
0, & z \in \sigma(M) \sim \sigma_1
\end{cases} \]

\[ e_3(z) = \begin{cases} 
1, & z \in \sigma_3 \\
0, & z \in \sigma(N) \sim \sigma_3
\end{cases} \]

being

\[ E_1 = e_1(M); \quad E_3 = e_3(N) \]

the operators obtained from the action of the Riesz–Dunford functional calculus on \( M \) and \( N \), respectively and the analytic functions \( e_i(z) \), for \( i = 1, 3 \).

In particular, if \( \sigma(M) \) is contained in \( Rz > 0 \), then \( E_1 = I \), and \( E_1 = 0 \) when \( \sigma(M) \) is contained in \( Rz < 0 \).

**Theorem 2.** Let us consider the operator equation (1.2), where the spectra \( \sigma(M) \) and \( \sigma(N) \) are contained in \( \mathbb{C}_+ \) and satisfy the condition (2.7). Then:

(i) If \( \sigma(M) \cap \sigma(N) = \emptyset \), and \( \sigma(M) \) is contained in \( Rz < 0 \), \( \sigma(N) \) is contained in \( Rz > 0 \) the only solution of (1.2) is given by

\[ U = \lim_{n \to \infty} (P_n - M_n^{-1}P_nN_n)/4 \]  \hspace{1cm} (2.13)

where \( M_n, N_n \) and \( P_n \) are given by (2.11) with \( M_0 = M, N_0 = N \) and \( P_0 = P \).

(ii) If \( \sigma(M) \) is contained in \( Rz > 0 \), and \( (E_3 - I) \) is an invertible operator in \( L(H) \) then a solution of the equation (1.2) is given by

\[ U = \lim_{n \to \infty} (E_3 - I)^{-1}(P_n - M_n^{-1}P_nN_n)/4 \]  \hspace{1cm} (2.14)

where \( M_n, N_n \) and \( P_n \) are given by (2.11) with \( M_0 = M, N_0 = N \) and \( P_0 = P \).

(iii) If \( \sigma(N) \cap \sigma(M) = \emptyset \), and \( \sigma(M) \) is contained in \( Rz > 0 \), \( \sigma(N) \) is contained in \( Rz < 0 \), the only solution of (1.2) is given by

\[ U = \lim_{n \to \infty} (M_n^{-1}P_nN_n - P_n)/4 \]  \hspace{1cm} (2.15)

where \( M_n, N_n \) and \( P_n \) are given as in (i).
(iv) If \( \sigma(N) \) is contained in \( Rz > 0 \), and \( (I - E_1) \) is invertible operator in \( L(H) \) then a solution of (1.2) is given by

\[
U = \lim_{n \to \infty} (P_n - M_n^{-1}P_nN_n)(I - E_1)^{-1}/4
\]

(2.16)

where \( M_n, N_n, P_n \) are given as in (ii).

**Proof.** It is a consequence of (2.12) and the previous remarks before the statement of the theorem.

The next theorem yields uniqueness and existence conditions for the boundary value problem (1.1) for the infinite-dimensional case and explicit approximations norm convergent in \( L(H) \) to a solution of such problem.

**Corollary 1.** Let us consider the boundary value problem (1.1) and let \( M, N \) and \( P \) be the operators defined by

\[
M = E \exp(bB); \quad N = F \exp(bC)
\]

\[
P = G \exp(bC) - E \int_0^b \exp((b - s)B)A \exp(sC) ds
\]

then:

(i) The problem (1.1) is solvable if and only if the condition (2.6) is satisfied where \( M, N \) and \( P \) are given by (2.17).

(ii) The problem (1.1) has only one solution, if and only if, the condition (1.3) is satisfied.

(iii) Under the compatibility condition (i), a solution of (1.1) is given by the limit in the norm of \( L(H) \) of the sequence

\[
V_n(t) = \exp(tB)U_n \exp(-tC) + \int_0^t \exp((t-s)B)A \exp((s-t)C) ds
\]

(2.18)

where \( \{U_n\}_{n \geq 0} \) is defined by the following expressions and under the following conditions:

(a) If \( \sigma(N) \cap \sigma(M) = \emptyset \), \( \sigma(M) \) is contained in \( Rz < 0 \), and \( \sigma(N) \) is contained in \( Rz > 0 \), then

\[
U_n = (P_n - M_n^{-1}P_nN_n)/4
\]

where \( M_n, N_n, P_n \) are given as in (2.11) with \( M_0 = M, N_0 = N \) and \( P_0 = P \).

(b) If \( \sigma(M) \) is contained in \( Rz > 0 \), and \( (E_3 - I) \) is invertible, then

\[
U_n = (E_3 - I)^{-1}(P_n - M_n^{-1}P_nN_n)/4
\]

where \( M_n, N_n, P_n \) and \( E_3 \) are given as in (2.11) with \( M_0 = M, N_0 = N, P_0 = P \) and \( E_3 \) represents \( \text{sig}^+ (N) \).
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Proof. (i) It is a consequence of Theorem 3(i) of [7], and Theorem 4 of [3]. (ii) It is Theorem 3(ii) of [7], and (iii) is a consequence of (i) and Theorem 2(i) and Theorem 2(ii).

Remark 1. Explicit expressions for the approximate solution $U_n$ of (1.2) may also be obtained under conditions on $M$ and $N$ analogous to those in Theorem 2(iii), (iv).
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