Embedding of a Maximal Curve in a Hermitian Variety
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Abstract. Let \(X\) be a projective, geometrically irreducible, non-singular, algebraic curve defined over a finite field \(F_q\) of order \(q^2\). If the number of \(F_q\)-rational points of \(X\) satisfies the Hasse–Weil upper bound, then \(X\) is said to be \(F_q\)-maximal. For a point \(P_0 \in X(F_q)\), let \(\pi\) be the morphism arising from the linear series \(D := [(q + 1)P_0]\), and let \(N := \dim(D)\). It is known that \(N \geq 2\) and that \(\pi\) is independent of \(P_0\) whenever \(X\) is \(F_q\)-maximal.
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1. Introduction

Let \(X\) be a projective, geometrically irreducible, non-singular, algebraic curve defined over \(F_q\), the finite field of order \(q\). There is a natural way to define a \(F_q\)-linear series \(D\) on the curve \(X\) provided that \(\mathcal{A}(F_q) \neq \emptyset\), and geometrical and arithmetical properties of \(X\) may be investigated by using \(D\). This linear series \(D\) arises from the characteristic polynomial \(h(t)\) of the Jacobian \(J\) (over \(F_q\)) of \(X\) in the following way; see [7, Section 1.3]. Let \(\prod_{i=1}^{T} h_i(t)\) be the factorization of \(h(t)\) over \(\mathbb{Z}[t]\). Since the Frobenius morphism \(\text{Fr}_{J}\) (over \(F_q\)) on \(J\) is semisimple and the representation of endomorphisms of \(J\) on the Tate module is faithful [22, Theorem 2], [17, VI, Section 3], we have

\[
\prod_{i=1}^{T} h_i(\text{Fr}_{J}) = 0, \quad \text{on } J.
\]

Now let \(P_0 \in \mathcal{A}(F_q)\) and set \(m := |\prod_{i=1}^{T} h_i(1)|\). Then the foregoing equation is equivalent to the following linear equivalence of \(F_q\)-divisors on \(X\):

\[
\sum_{i=1}^{U} z_i \text{Fr}_{X}^{U-i}(P) + \text{Fr}_{X}^{U}(P) \sim mP_0, \quad P \in X,
\]

(1.1)

where \(\sum_{i=1}^{U} z_i t^{U-i} + t^U := \prod_{i=1}^{T} h_i(t)\); see [7, Section 1.3].
Assume from now on that $\ell$ is a square, and let $q := \sqrt{\ell}$. Then $h(t) = (t + q)^N$ if and only if $\mathcal{X}$ is $\mathbf{F}_q^*$-maximal, that is $\#\mathcal{X}(\mathbf{F}_q^*)$ attains the Hasse–Weil upper bound $1 + q^2 + 2q$, where $g$ is the genus of $\mathcal{X}$. From (1.1), every $\mathbf{F}_q^*$-maximal curve $\mathcal{X}$ is equipped with a $\mathbf{F}_q^*$-linear series $\mathcal{D} = \mathcal{D}_\mathcal{X} = [(q + 1)P_0]$ which is independent of $P_0 \in \mathcal{X}(\mathbf{F}_q^*)$ and satisfies the so-called “Fundamental Equivalence” [6, Corollary 1.2]:

$$qP + \text{Fr}_\mathcal{X}(P) \sim (q + 1)P_0, \quad \text{for any } P \in \mathcal{X}. \quad (1.2)$$

In particular, $(q + 1)P \sim (q + 1)P_0$ for all points $P \in \mathcal{X}(\mathbf{F}_q^*)$; see [19, Lemma 1].

Maximal curves have been intensively studied also in connection with coding theory and cryptography. The pioneer work by Stöhr and Voloch [21], giving among other things an alternative proof of the Hasse–Weil bound via Weierstrass Point Theory, has been widely used to investigate maximal curves, their $D$-Weierstrass points and the support of the $\mathbf{F}_q^*$-Frobenius divisor associated to $D$. However, the fundamental question in this context, namely whether the $\mathbf{F}_q^*$-morphism $\pi : \mathcal{X} \to \pi(\mathcal{X})$ associated to $D$ is an isomorphism, has only had a partial answer so far [6, Proposition 1.9]. Our Theorem 2.5, which is the first statement in Theorem 0.1, states that $\pi$ is indeed an isomorphism. This result was originally stated in [7, Section 2.3] but the proof giving there is not correct. Hence the maximal curve $\mathcal{X}$ may be identified with a curve of degree $q + 1$ embedded in the projective space $\mathbf{P}^N(\overline{\mathbf{F}}_q^*)$ with $N = \dim(D)$.

This allows us to investigate in more detail the geometric behaviour of $\mathcal{X}$. In the smallest case, $N = 2$, the curve $\mathcal{X}$ is a non-degenerate Hermitian curve, according to a result due to Rück and Stichtenoth; see [19]. Our Theorem 3.4, which is actually the second statement in Theorem 0.1, is a generalization for $N > 2$, as it states that $\mathcal{X}$ lies on a Hermitian variety $\mathcal{H} \subseteq \mathbf{P}^N(\overline{\mathbf{F}}_q^*)$ defined over $\mathbf{F}_q^*$. It might be that $\mathcal{H}$ is degenerate in some cases, such a possibility occurring when $\mathcal{X}$ is $(N - 1)$-strange, that is, the osculating hyperplanes to $\mathcal{X}$ at generic points have a non-empty intersection. This kind of pathology in positive characteristic has been considered by several authors; see for example [9, 12, 15, 16]. What we are able to prove in this direction is the existence of a projection $\phi : \mathbf{P}^N(\overline{\mathbf{F}}_q^*) \to \mathbf{P}^M(\overline{\mathbf{F}}_q^*)$ such that $\phi(\pi(\mathcal{X}))$ lies on a non-degenerate Hermitian variety defined over $\mathbf{F}_q^*$ of $\mathbf{P}^M(\overline{\mathbf{F}}_q^*)$; see Theorem 0.2 and Section 3. Here $M$ is the dimension of the smallest linear series $\mathcal{R}$ containing all divisors $qP + \text{Fr}_\mathcal{X}(P)$ with $P$ ranging over $\mathcal{X}$. In other words, $M$ is the dimension of the smallest $\mathbf{F}_q^*$-vector subspace $V$ of the function field $\mathbf{F}_q^*(\mathcal{X})$ such that for any two points $P_1, P_2 \in \mathcal{X}$ there exists $f \in V$ satisfying $qP_1 + \text{Fr}_\mathcal{X}(P_1) = qP_2 + \text{Fr}_\mathcal{X}(P_2) + \text{div}(f)$. The converse of the first statement of Theorem 0.2 also holds; see Theorem 0.3 and Section 4. Putting together these two theorems we see that the study of $\mathbf{F}_q^*$-maximal curves is equivalent to that of projective geometrically irreducible non-singular curves of degree $q + 1$ lying on a non-degenerate Hermitian variety defined over $\mathbf{F}_q^*$ in a projective space over
$\tilde{F}_q$. Note that $q + 1$ is the minimum degree that a non-singular curve of degree bigger than one lying on a non-degenerate Hermitian variety can have.

2. Maximal Curves and their Natural Embedding in a Projective Space

Our terminology in this and subsequent sections is the same as employed in Section 2 of [21], and in [6].

In this section we assume that $X$ is a $F_q$-maximal curve. Our aim is to show that $X$ is $F_q$-isomorphic to a curve in $\mathbb{P}^N(\tilde{F}_q)$, where $N$ is the dimension of the linear series $D = D_X = (q + 1)P_0$ with $P_0 \in X(\tilde{F}_q)$. Let $\pi: X \to \mathbb{P}^N(\tilde{F}_q)$ be the morphism associated to $D$.

**Lemma 2.1** ([6, Prop. 1.9]). The following statements are equivalent:

1. $X$ is $F_q$-isomorphic to $\pi(X)$;
2. $\pi(P) \in \mathbb{P}^N(\tilde{F}_q)$ if and only if $P \in X(\tilde{F}_q)$, for $P \in X$;
3. $q$ is a Weierstrass non-gap at $P$, for $P \in X$.

Hence we can limit ourselves to prove the above statement (2). To do this we need some previous results concerning $D$-orders and $F_q$-Frobenius $D$-orders.

Let $e_0 = 0 < e_1 = 1 < \cdots < e_N$ and $v_0 = 0 < v_1 < \cdots < v_{N-1}$ denote respectively the $D$-orders and the $F_q$-Frobenius $D$-orders of the curve $X$.

**Lemma 2.2** ([6, Thm. 1.4]). The following statements hold:

1. $e_N = q$;
2. $v_{N-1} = q$;
3. $v_1 = 1$ if and only if $N \geq 3$;
4. 0, 1, and $q$ (resp. $q + 1$) are $(D, P)$-orders provided that $P \notin X(\tilde{F}_q)$ (resp. $P \in X(\tilde{F}_q)$).

Let $\pi = (f_0 : \ldots : f_N)$ where each projective coordinate $f_i$ belongs to $F_q(\mathcal{X})$, the function field over $F_q$ of $\mathcal{X}$. As in [21], we will consider $\pi: X \to \mathbb{P}^N(\tilde{F}_q)$ as a parametrized curve in $\mathbb{P}^N(\tilde{F}_q)$, and the points $P \in X$ will be viewed as its places (or branches). Then the intersection divisor $\pi^{-1}(H)$ of $X$ arising from a hyperplane $H$ of $\mathbb{P}^N(\tilde{F}_q)$ is defined in the usual manner, and $D$ turns out to be the linear series of hyperplane sections, see [21, p. 3]. In particular, the osculating hyperplane at $P$ is the hyperplane in $\mathbb{P}^N(\tilde{F}_q)$ which intersects the branch $P$ with multiplicity $j_N$, where $(j_0, j_1, \ldots, j_N)$ is the $(D, P)$-order sequence, see [21, p. 4].

Put $L((q + 1)P_0) = (f_0, \ldots, f_N)$. By Lemma 2.2(1) and [8, Thm.1], there exist $z_0, \ldots, z_N \in F_q(\mathcal{X})$, not all zero, such that

$$z_0^q f_0 + \ldots + z_N^q f_N = 0.$$  \hspace{1cm} (2.1)

Some features of the homogeneous $N$-tuple $(z_0, \ldots, z_N)$ are stated in the following lemma.
LEMMA 2.3

(1) The osculating hyperplane at \( P \in \mathcal{X} \) has equation
\[
w_i^0(P)X_0 + w_i^1(P)X_1 + \ldots + w_i^N(P)X_N = 0
\]
where \( w_i := t^e z_p \) with \( t \) a local parameter at \( P \), and \( e_p := -\min\{v_P(z_0), \ldots, v_P(z_N)\} \);
(2) The following relation also holds:
\[
z_0 f_0^0 + \ldots + z_N f_N^0 = 0. \tag{2.2}
\]
(3) The \( \mathbf{F}_{\delta^i} \)-rational functions \( z_0, z_1, \ldots, z_N \) are uniquely determined by Equation (2.1) up to a non-zero factor in \( \mathbf{F}_{\delta^i}(\mathcal{X}) \);

**Proof.** (1) For \( i = 0, \ldots, N \), let
\[
w_i(t) = \sum_{j=0}^{\infty} a_j^{(i)} t^j \in \bar{\mathbf{F}}_\delta[[t]]
\]
be the local expansion of \( w_i \) at \( P \). As there exists \( i \in \{0, \ldots, N\} \) such that \( a_0^{(i)} \neq 0 \) (e.g. \( i \) satisfying \( e_P = -v_P(z_i) \)), we can consider the following hyperplane in \( \mathbf{P}^N(\bar{\mathbf{F}}_\delta) \):
\[
H : \sum_{i=0}^{N} (a_0^{(i)} f_i) X_i = 0.
\]
Then, thanks to Lemma 2.2(4), part (1) follows, once we have shown that \( v_P(\pi^{-1}(H)) \geq q \). Taking Equation (2.1) into consideration,
\[
v_P\left( \sum_{i=0}^{N} (a_0^{(i)} f_i) \right) = v_P\left( t^e \sum_{i=0}^{N} \sum_{j=1}^{\infty} a_j^{(i)} t^{e - q} f_i \right), \tag{2.3}
\]
yielding the desired relation \( v_P(\pi^{-1}(H)) \geq q \).

(2) By the Fundamental Equivalence (1.2), \( \mathbf{F}_{\delta^i}(P) \) belongs to the osculating hyperplane at \( P \) for every \( P \in \mathcal{X} \). Then from Equation (2.1) we infer for all but a finitely many points \( P \in \mathcal{X} \) that
\[
\sum_{i=0}^{N} z_i(P) f_i(P) f_i = 0
\]
and part (2) follows.

(3) This is clear because once the projective coordinates are fixed, then the osculating hyperplane at any point is uniquely determined modulo a non-zero element of \( \mathbf{F}_{\delta^i} \). \hfill \square

**LEMMA 2.4.** Let \( P \in \mathcal{X} \) be such that \( \pi(P) \in \mathbf{P}^N(\mathbf{F}_{\delta^i}) \). Then \( P \in \mathcal{X}(\mathbf{F}_{\delta^i}) \).

**Proof.** Since \( \pi(P) \) is \( \mathbf{F}_{\delta^i} \)-rational we can take it to be the point \((1 : 0 : \ldots : 0)\) by means of a \( \mathbf{F}_{\delta^i} \)-linear transformation. The new coordinates still satisfy Equations
(2.1) and (2.2). In addition, we can assume that \( \pi = (1 : f_1 : \ldots : f_N) \) so that \( v_P(f_i) \geq 1 \) for \( i \geq 1 \). Now, the set-up and the results of the computation involving local expansion in the proof of Lemma 2.3(2) together with Lemma 2.2(4) allow us to limit ourselves to check that \( v_P(\pi^{-1}(H)) \geq q + 1 \) for every point \( P \) chosen such that \( \pi(P) \in \mathbb{P}^N(F_\phi) \). As we have already noted, \( v_P(f_i) \geq 1 \) for \( i \geq 1 \). Then, taking also into consideration Equation (2.3), we only need to see that \( a_1^{(0)} = 0 \). As a matter of fact, this follows from Equation (2.2), and hence the proof of the lemma is complete.

As a corollary to Lemmas 2.1 and 2.4, we obtain the following result.

**THEOREM 2.5.** The morphism \( \pi \) is a closed embedding, i.e., \( \mathcal{X} \) is \( \mathbb{F}_q \)-isomorphic to \( \pi(\mathcal{X}) \).

**Remark 2.6.** (1) As was shown in [6, Section 2], [7, Section 2.3], a class of \( \mathbb{F}_q \)-maximal curves can be characterized by the type of the Weierstrass semigroup at some \( \mathbb{F}_q \)-rational point of the curve. The semigroups involved in such a characterization belong to a special family of numerical semigroups \( H \) defined by the following two properties:

(i) \( q, q + 1 \in H; \)

(ii) there exist \( r, s \in H \) so that each \( h \in H \) with \( h \leq q + 1 \) is generated by \( r \) and \( s \).

Indeed, if a \( \mathbb{F}_q \)-maximal curve has a \( \mathbb{F}_q \)-rational point \( P_0 \) such that the Weierstrass semigroup \( H(P_0) \) at \( P_0 \) satisfies each of the above two conditions, then \( H(P_0) = (r, s) \). In particular, the genus of such a curve is \( (r - 1)(s - 1)/2 \). Other interesting properties of maximal curves depending on the behaviour of their Weierstrass points were pointed out in [7, Section 2.4].

(2) Theorem 2.5 implies that

\[
\text{Aut}_{\mathbb{F}_q}(\mathcal{X}) \cong \{ A \in PGL(N + 1, q^2) : A\pi(\mathcal{X}) = \pi(\mathcal{X}) \}.
\]  

(2.4)

For a stronger result on \( \text{Aut}(\mathcal{X}) \), see Theorem 3.7.

**Remark 2.7.** For an application of Theorem 2.5 in Section 3 we stress that the condition of \( \mathcal{D} \) being a complete linear series was not used. Hence Theorem 2.5 holds true if \( \mathcal{D} \) is replaced by a (non-complete) linear subseries \( \mathcal{R} \) of \( \mathcal{D} \) as long as \( \mathcal{R} \) contains all divisors \( qP + \text{Fr}_{\mathcal{X}}(P) \) with \( P \in \mathcal{X} \), and \( \pi \) means the morphism associated to \( \mathcal{R} \).

3. On the Dual of \( \pi(\mathcal{X}) \)

The **dual** curve (also called **strict dual** \( \mathcal{Z}^* \)) of a non-degenerate, projective, geometrically irreducible, algebraic curve \( \mathcal{Z} \) of a projective space \( \mathbb{P} \) is the closure
in the dual projective space $\mathbb{P}^*$ of the subset of points which represent the osculating hyperplane $L_p^{N-1}$ to $\mathcal{Z}$ at some general point $P \in \mathcal{Z}$, see for instance [12] and [9].

In this section, we assume that $\mathcal{X}$ is a maximal curve over $\mathfrak{F}_q$, and identify $\mathcal{X}$ with $\pi(\mathcal{X})$ according to Theorem 2.5. Let $\pi^* : \mathcal{X} \to \mathbb{P}^N(\mathfrak{F}_q)$ be the morphism with coordinate functions $z_0, z_1, \ldots, z_N$ introduced in the previous section. By Lemma 2.3(1), $\mathfrak{F}_q \circ \pi^*$ is the Gauss map $P \mapsto L_p^{N-1}$, where $\mathfrak{F}_q : (X_0 : \ldots : X_N) \mapsto (X_0^{q^i} : \ldots : X_N^{q^i})$. This leads us to consider the curve $\pi^*(\mathcal{X})$ in $\mathbb{P}^N(\mathfrak{F}_q)$. Note that, $\pi^*(\mathcal{X})$ might be a degenerate curve in the sense that it might happen that $\pi^*(\mathcal{X})$ is contained and non-degenerated in a subspace $\mathbb{P}^M$ of $\mathbb{P}^N(\mathfrak{F}_q)$. By a result due to Kaji [16, Prop. 1], see also [9, Prop. 2], if this is the case then there is an $(N - M)$-dimensional subspace $\mathbb{P}^{N-M}$ of $\mathbb{P}^N(\mathfrak{F}_q)$ which is the intersection of the osculating hyperplane to $\mathcal{X}$ at general points $P \in \mathcal{X}$, that is apart from a finite number of points $P \in \mathcal{X}$.

In our situation, no point of $\mathcal{X}$ lies on $\mathbb{P}^{N-M}$. In fact, let $R \in \mathbb{P}^{N-M}$, and assume on the contrary that $R \in \mathcal{X}$. Choose a point $Q \in \mathcal{X}$ such that $Q \neq R$ but the osculating hyperplane $L_Q$ to $\mathcal{X}$ at $Q$ contains $\mathbb{P}^{M-N}$. Since $L_Q$ meets $\mathcal{X}$ in $Q$, $\mathfrak{F}_Q(Q)$ we have that $\mathfrak{F}_Q(Q) = R$, and hence $Q$ is uniquely determined by $R$. But this is a contradiction, as we can choose $Q$ in infinite different ways.

Furthermore, $\mathbb{P}^M$ is invariant under the Frobenius collineation $(X_0 : \ldots : X_N) \mapsto (X_0^{q^i} : \ldots : X_N^{q^i})$. This yields that $\mathbb{P}^M$ is defined over $\mathfrak{F}_q$. Take a new $\mathfrak{F}_q$-invariant frame in $\mathbb{P}^N(\mathfrak{F}_q)$ in such a way that $\mathbb{P}^M$ has equation $X_{M+1} = 0, \ldots, X_N = 0$. Then $z_{M+1} = 0, \ldots, z_N = 0$ and $\pi^* : \mathcal{X} \to \mathbb{P}^M$ is given by $(z_0 : \ldots : z_M)$. Hence, according to Lemma 2.3(1), the equation of the osculating hyperplane to $\mathcal{X}$ at $Q$ is $\sum_{i=0}^{M} \gamma_i X_0 + \cdots + \sum_{i=0}^{M} \gamma_M X_M = 0$, where $\pi^*(Q) = (\gamma_0 : \ldots : \gamma_M)$.

**Lemma 3.1.** We have deg($\pi^*(\mathcal{X})$) = $q + 1$, and the linear series cut out on $\pi^*(\mathcal{X})$ by hyperplanes of $\mathbb{P}^M$ contains all divisors $qP + \mathfrak{F}_Q(P)$ with $P \in \mathcal{X}$.

**Proof.** Choose a point $P_0 = (z_0 : \ldots : z_N) \in \mathcal{X}(\mathfrak{F}_q)$. Here, $z_i \neq 0$ for some $i$ with $0 \leq i \leq M$. In fact, if $z_i = 0$ for $i = 0, \ldots, M$, then $P_0$ would belong to the hyperplane osculating at general points of $\mathcal{X}$ and so $P_0$ would be in the above $\mathbb{P}^{N-M}$ which is impossible as we have shown before. Now consider the hyperplane $H$ of equation $z_0^2 X_0 + \cdots + z_M^2 X_M = 0$ which can be regarded as a hyperplane of $\mathbb{P}^M$.

Let $P \in \mathcal{X}$ such that $\pi^*(P) = (\gamma_0 : \ldots : \gamma_M) \in H \cap \pi^*(\mathcal{X})$, $\gamma_i \in \mathfrak{F}_q$. We have that $z_0^2 \gamma_0 + \cdots + z_M^2 \gamma_M = 0$ so that $z_0^2 \gamma_0 + \cdots + z_M^2 \gamma_M = 0$. This shows that the osculating hyperplane to $\mathcal{X}$ at $P$ passes through $P_0$ (Lemma 2.3(1)). Since $P_0 \in \mathcal{X}(\mathfrak{F}_q)$, this is only possible when $P = P_0$. Thus we have proved that $H \cap \pi^*(\mathcal{X})$ contains no point different from $\pi^*(P_0)$. We want to show next that the divisor $(\pi^*)^{-1}(H)$ of $\mathcal{X}$ is $(q + 1)P_0$. To do this we have to show that

$$v_{P_0}((\pi^*)^{-1}(H)) = v_{P_0}(z_0^2 w_0 + \cdots + z_M^2 w_M) = q + 1,$$

where $v_{P_0}$ denotes the valuation at $P_0$, $w_i := t^{\gamma_i} z_i$, $t$ is a local parameter at $P_0$ and $e_{P_0} := -\min\{v_{P_0}(z_0), \ldots, v_{P_0}(z_N)\}$. (Recall that $z_{M+1} = \cdots = z_N = 0$.)
After a $\mathbb{F}_{q^2}$-linear transformation of $\mathbb{P}^N(\bar{\mathbb{F}}_{q^2})$ we may assume that $P_0 = (1 : 0 : \ldots : 0)$ and that

$$f_0 = 1, \quad f_i = a_i t^{i^2} + \cdots, \quad f_N = a_N t^{N^2} + \cdots,$$

where $f_i = f_i / f_0$ and $(0, j_1, \ldots, j_N)$ is the $(D, P_0)$-order sequence of $X$. Then we have to show that $v_{P_0}(w_0) = q + 1$.

From Equation (2.2) we deduce that

$$w_0(t) + w_1(t)(a_1 t^{j_1^2} + \cdots)^{q} + \cdots + w_N(t)(a_N t^{j_N^2} + \cdots)^{q} = 0. \quad (3.1)$$

On the other hand, we claim that $v_{P_0}(w_1(t)) = 1$. By (2.1)

$$w_0(t)^{q} + w_1(t)^{q}(a_1 t^{j_1^2} + \cdots)^{q} + \cdots + w_N(t)^{q}(a_N t^{j_N^2} + \cdots)^{q} = 0.$$

From the definition of $w_i$ it follows that $v_{P_0}(w_i(t)) = 0$ for almost one index $i$. Since $1 = j_1 < j_2 < \cdots < j_N = q + 1$ and $j_{N-1} \leq q$ the only possibility is $i = N$, and $w_1(t) = u t + \cdots$ with $u \neq 0$. The latter relation proves the claim. Now, this together with Equation (3.1) yield that $v_{P_0}(\pi^*(\pi^{-1}(H))) = q + 1$. Hence, $(\pi^*)^{-1}(H)$ of $X$ is $(q + 1)P_0$ from which the first part of the Lemma 3.1 follows. The second part follows from the Fundamental Equivalence (1.2).

This lemma together with Remark 2.7 have the following corollary.

**Lemma 3.2.** The curves $X$ and $\pi^*(X)$ are $\mathbb{F}_{q^2}$-isomorphic.

Also, since $D$ is a complete linear series, Lemma 3.1 gives the following result:

**Lemma 3.3.** Every $z_i$, $0 \leq i \leq N$, is an $\mathbb{F}_{q^2}$-linear combination of $f_0, \ldots, f_N$.

Now, we are in a position to prove the following theorem.

**Theorem 3.4.** The curve $X$ lies on a Hermitian variety defined over $\mathbb{F}_{q^2}$ of $\mathbb{P}^N(\bar{\mathbb{F}}_{q^2})$.

**Proof.** Without loss of generality we may suppose that $f_0 = z_0 = 1$. For $i = 0, \ldots, N$, let $z_i = \sum_{j=0}^N c_{ij} f_j$ with $c_{ij} \in \mathbb{F}_{q^2}$. Note that $c_{ij} = 0$ for $M + 1 \leq i \leq N$ and that the matrix $C = (c_{ij})$ has rank $M + 1$. We prove that $C$ is actually a Hermitian matrix over $\mathbb{F}_{q^2}$. To do this, we re-write Equation (2.2) in the following manner:

$$1 + \sum_{i=0}^{N} (c_{i0} f_i)^{q} f_1 + \cdots + \sum_{i=0}^{N} (c_{iN} f_i)^{q} f_N = 0.$$

Taking into account the uniqueness of the $N$-tuple $(z_0 = 1, z_1, \ldots, z_N)$ proved in
Lemma 2.3(3), comparison with Equation (2.1) gives
\[
\sum_{i=0}^{N} c_i^q f_i = \sum_{i=0}^{N} c_i f_i, \ldots, \sum_{i=0}^{N} c_i^q f_i = \sum_{i=0}^{N} c_i f_i.
\]

Since \( f_0 = 1, f_1, \ldots, f_N \) are linearly independent over \( \mathbf{F}_q \), this yields \( c_i = c_i^q \) for every \( 0 \leq i, k \leq N \). This proves that \( C \) is Hermitian. After a \( \mathbf{F}_q \)-linear transformation of \( \mathbf{P}^N(\mathbf{F}_q) \) we may assume that \( C \) is the \( N \times N \) diagonal matrix with \( M + 1 \) ones on its diagonal. Then (2.1) becomes \( f_0^{q+1} + \ldots + f_N^{q+1} = 0 \), and hence \( \mathcal{X} \) lies on the Hermitian variety of equation \( X_0^{q+1} + \ldots + X_M^{q+1} = 0 \).

\[ \square \]

Remark 3.5. From the proof above, \( z_i = f_i \) for \( 0 \leq i \leq M \). Hence \( \pi^*(\mathcal{X}) \) is the projection \( (f_0 : \ldots : f_N) \rightarrow (f_0 : \ldots : f_M) \), and \( \pi^*(\mathcal{X}) \) lies on a non-degenerate Hermitian variety defined over \( \mathbf{F}_q \) of \( \mathbf{P}^M(\mathbf{F}_q) \).

Taking into account Lemma 3.2 we obtain the following result.

THEOREM 3.6. \( \mathcal{X} \) admits a non-singular model given by a curve defined over \( \mathbf{F}_q \) which has degree \( q + 1 \) and lies on a non-degenerate Hermitian variety defined over \( \mathbf{F}_q \) of \( \mathbf{P}^M(\mathbf{F}_q) \) of dimension \( M \leq N \).

From the above arguments, it also turns out that the osculating hyperplane to \( \mathcal{X} \) at any point \( P \in \mathcal{X} \) coincides with the tangent hyperplane to the non-degenerate Hermitian variety at the same point \( P \). This allows us to improve the previous result (2.4) on \( \text{Aut}_{\mathbf{F}_q}(\mathcal{X}) \):

THEOREM 3.7. \( \text{Aut}_{\mathbf{F}_q}(\mathcal{X}) \) is isomorphic to a subgroup of the projective unitary group \( \text{PGL}(M + 1, \mathbf{F}_q) \).

Proof. By a way of contradiction, assume that \( \mathcal{X} \) lies not only on \( \mathcal{H} \) but also on the non-degenerate Hermitian variety \( \mathcal{H}' \) which is assumed to be the image of \( \mathcal{H} \) by a non-trivial \( \mathbf{F}_q \)-linear collineation fixing \( \mathcal{X} \). Choose any point \( P \in \mathcal{X} \). Then the \( \mathcal{H} \) and \( \mathcal{H}' \) have the same tangent hyperplane at \( P \), as each of these tangent hyperplanes coincides with the osculating hyperplane to \( \mathcal{X} \) at \( P \). To express this geometric condition in algebraic terms, set \( P := (x_0 : \ldots : x_M) \), and write the equations of \( \mathcal{H} \) and \( \mathcal{H}' \) explicitly: \( \mathcal{H} := X_0^{q+1} + \ldots + X_N^{q+1} = 0 \); \( \mathcal{H}' := X'C(X)^q = 0 \) where \( X := (X_0, \ldots, X_M) \), and \( C \) is a non-singular non-identity unitary matrix of rank \( M + 1 \). Then the above geometric condition in algebraic terms is that the homogeneous \( (M + 1) \)-tuples \( (x_0, \ldots, x_M) \) and \( (c_{0,0}x_0^q + \ldots + c_{M,0}x_M^q, \ldots, c_{0,M}x_0^q + \ldots + c_{M,M}x_M^q) \) are equal up to a non-zero factor. Another meaning of the latter relation is that the non-trivial \( \mathbf{F}_q \)-linear collineation associated to the matrix \( C \) fixes \( \mathcal{X} \) pointwise. Since \( \mathcal{X} \) is not contained in a hyperplane of \( \mathbf{P}^M \), so \( C \) must be the identity up to a non-zero factor. But this occurs only if \( \mathcal{H} \) and \( \mathcal{H}' \) coincide; a contradiction.

\[ \square \]
Remark 3.8. We point out that the possibility mentioned in the Introduction and Remark 2.7 can actually occur.

Let \( F_q^r(X) \) be the rational function field, and let \( \mathcal{X} \) be the normal rational curve \( \mathcal{X}' \) of degree \( q + 1 \) in \( \mathbb{P}^{q+1}(\overline{F}_q) \) given by the coordinate functions \( f_i = x_i, \ i = 0, \ldots, q + 1 \). Clearly \( \mathcal{X} \) is an \( F_q^r \)-maximal curve of genus \( g = 0 \). For a point \( P(a) = (1 : a : \ldots : a^{q+1}) \in \mathcal{X} \), the hyperplane of \( \mathbb{P}^{q+1}(\overline{F}_q) \) of equation \( a^{q+i}x_0 - a^i x_1 - a^{q+i} x_q + x_{q+1} = 0 \) cuts out on \( \mathcal{X} \) the divisor \( qP + F_{r(X)}(P) \). To show it note that \( F_{r(X)}(P(a)) = P(a^{q+i}) \), and choose a local parameter \( t \) of \( \mathcal{X} \) at \( P(a) \). Then \( x_i = (a + t)^i, \ i = 0, \ldots, q + 1 \), is a local expansion of \( \mathcal{X} \) at \( P(a) \), and the claim follows from the following straightforward computations

\[
a^{q+i} - a^i(a + t) - a^i(a + t)^i + (a + t)^{q+1} = t^i(a - a^{q+i} + t)
\]

and

\[
a^{q+i} - a^i a^{q+i} - a^i(a^{q+i})^i + (a^{q+i+1})^i = 0.
\]

This shows that the smallest linear series \( \mathcal{R} \) containing all divisors \( qP + F_{r(X)}(P) \) with \( P \) ranging over all points \( P \) of \( \mathcal{X} \) is cut out by the 3-dimensional linear systems of all hyperplanes of equation \( u_0x_0 + u_1x_1 + u_qx_q + u_{q+1}x_{q+1} = 0 \); that is \( M = 3 \) in our case. On the other hand, since \( \mathcal{X} \) is rational, the complete linear series \( [(q + 1)P] \) with \( P \in \mathcal{X}(\overline{F}_q) \) has dimension \( N = q + 1 \). Hence, for \( q > 2 \), the strict inequality \( M < N \) occurs.

Our final remark is that \( \mathcal{X} \) is in the intersection of the Hermitian variety \( \mathcal{X}_0^q \mathcal{X}_3 + \mathcal{X}_0 \mathcal{X}_3 - \mathcal{X}_1^{q+1} - \mathcal{X}_2^{q+1} = 0 \) and the quadric \( \mathcal{X}_0 \mathcal{X}_3 - \mathcal{X}_1 \mathcal{X}_2 = 0 \).

4. Curves Lying on a Hermitian Variety

The aim of this section is to show that the property given in Theorem 3.6 characterizes \( F_q^r \)-maximal curves. For this purpose, we assume from now on that \( \mathcal{X} \) is a projective geometrically irreducible non-singular algebraic curve defined over a finite field \( F_q^r \) which is equipped with a non-degenerated \( F_q^r \)-birational morphism 

\[ \pi = (f_0 : \ldots : f_M) : \mathcal{X} \to \mathbb{P}^M(\overline{F}_q) \]

such that the curve \( \mathcal{Y} := \pi(\mathcal{X}) \) has the following properties:

- It has degree \( q + 1 \), and it lies on a non-degenerate Hermitian variety \( \mathcal{H} \subseteq \mathbb{P}^M(\overline{F}_q) \) defined over \( F_q^r \).

The main result in this section is the following theorem.

THEOREM 4.1. The curve \( \mathcal{X} \) is \( F_q^r \)-maximal.

The Hermitian variety \( \mathcal{H} \) of \( \mathbb{P}^M(\overline{F}_q) \) is assumed to be in its canonical form

\[ x_0^{q+1} + \ldots + x_M^{q+1} = 0. \]

By our hypothesis,

\[ f_0^{q+1} + \ldots + f_M^{q+1} = 0. \quad (4.1) \]
For any point $P \in \mathcal{X}$, let $\pi(P) = (x_0 : \ldots : x_M)$. Choose a local parameter $t$ at $P$, and arrange the coordinate functions to have $v_P(f_i) \geq 0$ for $i = 0, \ldots, M$ and $v_P(f_k) = 0$ for at least one index $k \in \{0, \ldots, M\}$. Then

$$f_i(t) = \sum_{j=0}^{\infty} a_{i,j} t^j \in \mathbb{F}_q[[t]]$$

is the local expansion of $f_i$ at $P$. Here, $a_i = a_{i,0}$ and $a_{i,0} \neq 0$. The tangent hyperplane $H_P$ to the Hermitian variety at $\pi(P)$ has equation $x_0^q X_0 + \cdots + x_M^q X_M = 0$.

The first step toward Theorem 4.1 is the following lemma.

**Lemma 4.2.** The linear series $\mathcal{R}$ cut out on $\mathcal{Y}$ by hyperplanes contains the divisor $qP + \text{Fr}_X(P)$ for every $P \in \mathcal{X}$.

**Proof.** We show that $H_P$ cuts out on $\mathcal{Y}$ the divisor $qP + \text{Fr}_X(P)$. From Equation (4.1),

$$\left(\sum_{j=0}^{\infty} a_{i,j} t^j\right)^q f_0 + \cdots + \left(\sum_{j=0}^{\infty} a_{M,j} t^j\right)^q f_M = 0.$$  \hfill (4.2)

Writing the lower order terms in $t$, we have

$$\sum_{j=0}^{M} a_{i,j}^q t^j f_i + t^q \sum_{j=0}^{M} a_{i,0} a_{i,1}^q t^j + t^{q+1} \sum_{j=0}^{R} a_{i,1}^{q+1} + t^{q+2} \ldots = 0.$$

Hence $v_P(\pi^{-1}(H_P)) \geq q$ and equality holds if and only if $\sum_{j=0}^{M} a_{i,1}^q a_{i,0} = 0$. We show that, if $P \in \mathcal{X}(\mathbb{F}_q^r)$, then $\sum_{j=0}^{M} a_{i,1}^q a_{i,0} = 0$. From (4.2),

$$\sum_{j=0}^{M} a_{i,j}^q + t^q \sum_{j=0}^{M} a_{i,0} a_{i,1} + t^{q+1} \ldots = 0.$$

Thus, $\sum_{j=0}^{M} a_{i,j}^q a_{i,1} = 0$. Since $(\sum_{j=0}^{M} a_{i,j}^q a_{i,1}) t^q = \sum_{j=0}^{M} a_{i,0} a_{i,1}^q$ for $P \in \mathcal{X}(\mathbb{F}_q^r)$, the claim follows. Since $\pi$ is birational and $\deg(\mathcal{Y}) = q + 1$, we obtain $\pi^{-1}(H_P) = (q + 1)P$ for every $P \in \mathcal{X}(\mathbb{F}_q^r)$, which shows the lemma for every $P \in \mathcal{X}(\mathbb{F}_q^r)$. For the case $P \notin \mathcal{X}(\mathbb{F}_q^r)$, we also need to check that $\text{Fr}_X(P) \in H_P$. This inclusion occurs when $\sum_{j=0}^{M} a_{i,j}^q = 0$. Since the latter relation is a consequence of (4.2), the claim follows. Hence, $\pi^{-1}(H_P) = qP + \text{Fr}_X(P)$ because $\pi$ is birational and $\deg(\mathcal{Y}) = q + 1$. \hfill $\square$

Then, from Remark 2.7 and Lemma 4.2, follows that $\mathcal{X}$ and $\mathcal{Y} = \pi(\mathcal{X})$ are $\mathbb{F}_q$-isomorphic. Hence, if $M = 2$, $\mathcal{Y}$ is the Hermitian curve and so $\mathcal{X}$ is $\mathbb{F}_q$-maximal. From now on we assume $M \geq 3$.

Our approach is based on a certain relationship between the Wronskians determinants of $\mathcal{Y}$ and its projection to a $(M-1)$-dimensional subspace of $\mathbb{P}^M(\mathbb{F}_q^r)$. More precisely, let $\bar{\pi} : \mathcal{X} \to \mathbb{P}^{M-1}(\mathbb{F}_q^r)$ be defined by $\mathcal{X} \to (f_0 : \ldots : f_{M-1})$; i.e., $\mathcal{Y}$ is the projection of $\mathcal{Y}$ from the point $(0 : \ldots : 0 : 1)$ to
the hyperplane $X_M = 0$. It might happen that $\mathcal{Y}$ and $\tilde{\mathcal{Y}}$ are not $\mathbb{F}_q$-birationally equivalent. However, it is always possible to avoid this situation by changing the coordinate system in $\mathbb{P}^M(\tilde{\mathbb{F}}_q)$. A technical lemma is needed.

**Lemma 4.3.** (1) The space $\mathbb{P}^M(\tilde{\mathbb{F}}_q)$ contains a point $P$ satisfying each of the following three conditions:

- $P$ is not on $\mathcal{H}$;
- no tangent line to $\mathcal{Y}$ at a $\mathbb{F}_q$-rational point passes through $P$;
- no chord through two $\mathbb{F}_q$-rational points of $\mathcal{Y}$ passes through $P$.

(2) Let $r$ be a $\mathbb{F}_q$-rational line through a $\mathbb{F}_q$-rational point $R$ of $\mathcal{Y}$. Then $r \cap \mathcal{Y}$ only contains $\mathbb{F}_q$-rational points from $\mathcal{Y}$.

**Proof.** (1) Take a $\mathbb{F}_q$-rational point $Q \in \mathcal{Y}$. Since the number of $\mathbb{F}_q$-rational points of $\mathcal{X}$ is $q^2 + 1 + 2\eta q \leq q^2 + 1$, there are at most $q^2$ chords through $Q$ and another $\mathbb{F}_q$-rational point of $\mathcal{Y}$. But, since $M \geq 3$, the number of $\mathbb{F}_q$-rational lines through $Q$ is at least $q^3 + q^2 + 1$ and hence one of these lines is neither a line contained in $\mathcal{H}$, nor a tangent line to $\mathcal{Y}$ at $Q$, nor a chord through $Q$ and another $\mathbb{F}_q$-rational point of $\mathcal{Y}$. Now, any $\mathbb{F}_q$-rational point $P$ outside $\mathcal{H}$ is a good choice for $P$.

(2) Assume on the contrary that $r$ meets $\mathcal{Y}$ in a non $\mathbb{F}_q$-rational point $S$. Then $r$ is the line joining $S$ and $F_r(S)$. This implies that $r$ is contained in the osculating hyperplane of $\mathcal{Y}$ at $S$. Hence the common points of $r$ with $\mathcal{Y}$ are only two, namely $S$ and $F_r(S)$. But this contradicts the hypothesis that $R \in r \cap \mathcal{Y}$. $\square$

Take a point $P$ as in Lemma 4.3(1). By a classical result (see [20], and also [14, 23.4]), the linear collineation group $PGU(1 + 1, q^2)$ preserving $\mathcal{H}$ acts transitively on the set of all points of $\mathbb{P}^M(\tilde{\mathbb{F}}_q)$ not on $\mathcal{H}$. Hence a linear collineation of $\mathbb{P}^M(\tilde{\mathbb{F}}_q)$ can be applied which preserves $\mathcal{H}$ and maps $P$ to $(0 : \ldots : 0 : 1)$. Lemma 4.3 ensures now that $\mathcal{Y}$ and $\tilde{\mathcal{Y}}$ are $\mathbb{F}_q$-birationally equivalent.

So we can assume that $\mathcal{Y}$ is $\mathbb{F}_q$-birationally equivalent to $\tilde{\mathcal{Y}}$.

Choose a separating variable $t$ of $\mathcal{X}$, and define $D_t$ as the Hasse derivative with respect to $t$; see [11]. Then [21, Section 1]:

$$\mathcal{W}(f_0, \ldots, f_{M-1}) := \det \begin{bmatrix} \left[ D_t^{i_0} f_0 \right] & \left[ D_t^{i_0} f_1 \right] & \ldots & \left[ D_t^{i_0} f_{M-1} \right] \\ \vdots & \vdots & \ldots & \vdots \\ \left[ D_t^{i_{M-1}} f_0 \right] & \left[ D_t^{i_{M-1}} f_1 \right] & \ldots & \left[ D_t^{i_{M-1}} f_{M-1} \right] \end{bmatrix}$$

and

$$\mathcal{W}(f_0, \ldots, f_M) := \det \begin{bmatrix} \left[ D_t^{i_0} f_0 \right] & \left[ D_t^{i_0} f_1 \right] & \ldots & \left[ D_t^{i_0} f_M \right] \\ \vdots & \vdots & \ldots & \vdots \\ \left[ D_t^{i_M} f_0 \right] & \left[ D_t^{i_M} f_1 \right] & \ldots & \left[ D_t^{i_M} f_M \right] \end{bmatrix}.$$
LEMMA 4.4. We have that
\[
\text{div}(\mathcal{W}(f_0, \ldots, f_M)) = \text{div}(\mathcal{W}(f_0, \ldots, f_{M-1})) - q \text{div}(f_M) \\
+ \text{div}(f_0 D_i^q f_0^q + \cdots + f_M D_i^q f_M^q).
\]

Proof. Multiplying the last column by $f_0^q$ and adding to it $f_0^q$ times the first column plus $f_i^q$ times the second column etc. plus $f_M^q$ times the penultimate column gives
\[
f_M^q \mathcal{W}(f_0, \ldots, f_M) = \begin{bmatrix}
  f_0 & f_1 & \cdots & f_0^{q+1} + \cdots + f_M^{q+1} \\
  D_i f_0 & D_i f_1 & \cdots & f_0^q D_i f_0 + \cdots + f_M^q D_i f_M \\
  \vdots & \vdots & \ddots & \vdots \\
  D_i^q f_0 & D_i^q f_1 & \cdots & f_0^q D_i^q f_0 + \cdots + f_M^q D_i^q f_M
\end{bmatrix}.
\]

Each element but the last one in the last column is actually 0. In fact, this follows from the relation (4.1) by derivation. Furthermore, the $q$th Hasse derivative of the same relation gives
\[
f_0^q D_i f_0 + \cdots + f_i^q D_i f_M + f_0 D_i^q f_0^q + \cdots + f_M D_i^q f_M^q = 0,
\]
and this completes the proof. \(\square\)

Let $R_M$ be the ramification divisor of the linear series cut out on $\mathcal{Y}$ by hyperplanes of $\mathbf{P}^M(\mathbf{F}_q)$. The following result comes from [21, p. 6]:

LEMMA 4.5. Let $P \in \mathcal{X}$. If $t$ is a local parameter of $\mathcal{X}$ at $P$, then
\[
v_P(R_M) = v_P(\mathcal{W}(f_0, \ldots, f_M)).
\]

Similarly, let $R_{M-1}$ be the ramification divisor of the linear series cut out on $\mathcal{Y}$ by hyperplanes of $\mathbf{P}^{M-1}(\mathbf{F}_q)$.

LEMMA 4.6. Let $P \in \mathcal{X}$. If $t$ is a local parameter of $\mathcal{X}$ at $P$, then
\[
v_P(R_{M-1}) = v_P(\mathcal{W}(f_0, \ldots, f_{M-1})).
\]

Proof. By [21, p. 6],
\[
v_P(R_{M-1}) = v_P(\mathcal{W}(f_0, \ldots, f_{M-1})) + (\epsilon_0 + \epsilon_1 + \cdots + \epsilon_{M-1})v_P(dt) + M \tilde{\epsilon}_P,
\]
where $\tilde{\epsilon}_P := -\min\{v_P(f_0), \ldots, v_P(f_{M-1})\}$. Actually, $\tilde{\epsilon}_P = 0.$ In fact, $\tilde{\epsilon}_P > 0$ together with $e_P = 0$ would imply that the point $U_M := (0 : \ldots : 0 : 1)$ lies on $\mathcal{Y}$ but this contradicts (4.1). Since $t$ is a local parameter at $P$, we also have $v_P(dt) = 0$, and the claim follows. \(\square\)

The following result will play a crucial role in the sequel.
LEMMA 4.7.

\[ v_p(f_0D_0^q f_0^q + \ldots + f_M D_M^q f_M^q) = \begin{cases} 
1 & \text{when } P \in X(F_{q^2}), \\
0 & \text{when } P \not\in X(F_{q^2}). 
\end{cases} \]

Proof. From the proof of Lemma 4.2 we obtain the following result. For any point \( P \in X \),

- \( P \not\in X(F_{q^2}) \) if and only if \( \sum_{i=0}^{M} a_{i,1}q^{i} \neq 0 \),
- \( P \in X(F_{q^2}) \) if and only if \( \sum_{i=0}^{M} a_{i,1}q^{i} = 0 \) but \( \sum_{i=0}^{M} a_{i,1}q^{i+1} \neq 0 \).

On the other hand,

\[ f_0D_0^q f_0^q + \ldots + f_M D_M^q f_M^q = \left( \sum_{j=0}^{\infty} a_{0,j}q^{j} \right) \left( a_{0,1}q^{1} + q^{q} \left( \ldots \right) \right) + \ldots + \left( \sum_{j=0}^{\infty} a_{M,j}q^{j} \right) \times \left( a_{M,1}q^{1} + q^{q} \left( \ldots \right) \right). \]

Hence

- \( v_p(f_0D_0^q f_0^q + \ldots + f_M D_M^q f_M^q) = 0 \) if and only if \( \sum_{i=0}^{M} a_{i,0}q^{i+1} \neq 0 \),
- \( v_p(f_0D_0^q f_0^q + \ldots + f_M D_M^q f_M^q) = 1 \) if and only if \( \sum_{i=0}^{M} a_{i,0}q^{i} = 0 \) but \( \sum_{i=0}^{M} a_{i,1}q^{i+1} \neq 0 \).

Now, comparison with the previous result proves Lemma 4.7. \( \square \)

Now we are in a position to finish the proof of Theorem 4.1. By [21, p. 6],

\[ \sum v_p(R_M) = (e_0 + e_1 + \cdots e_M)(2g - 2) + (M + 1)(q + 1) \]

and

\[ \sum v_p(R_{M-1}) = (e_0 + e_1 + \cdots e_{M-1})(2g - 2) + M(q + 1). \]

Hence \( \sum (v_p(R_M) - v_p(R_{M-1})) = q(2g - 2) + q + 1 \). Lemmas 4.4, 4.5, 4.6, and 4.7 together with \( \sum v_p(f_M) = q + 1 \) give Theorem 4.1.

5. Examples

We will show how each of the known examples of maximal curves with \( \deg(D) = 3 \) can be embedded in a non-degenerate Hermitian variety of \( P^1(F_{q^2}) \). In this way we obtain an independent proof of the maximality of these curves.

EXAMPLE 5.1 ([4, Thm. 2.1.(IV)(2)]). Let \( q \equiv 2 \pmod{3} \), and fix a primitive third root of unity \( \varepsilon \in F_{q^2} \). For \( i = 0, 1, 2 \), let \( C_i \) be a projective, geometrically irreducible, non-singular, algebraic curve defined over \( F_{q^2} \) whose function field over \( F_{q^2} \) is generated by \( x \) and \( y \) satisfying the irreducible polynomial relation

\[ \varepsilon^i x^{(q+1)/3} + \varepsilon^{2i} x^{2(q+1)/3} + y^{q+1} = 0. \]
Let
\[ f_0 := x, f_1 := x^2, f_2 := y^3, f_3 := xy \]
be the coordinate functions of a morphism \( \pi : C_i \to \mathbf{P}^3(\mathbf{F}_q) \). Note that these three curves \( \pi(C_i) \) are pairwise \( \mathbf{F}_q \)-projectively equivalent in \( \mathbf{P}^3(\mathbf{F}_q) \). In fact, the linear transformation induced by the matrix
\[
T_4^{(i)} = \begin{bmatrix}
\varepsilon^i & 0 & 0 & 0 \\
0 & \varepsilon^{3i} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & \varepsilon^i
\end{bmatrix}
\]
maps \( \pi(C_0) \) to \( \pi(C_i) \). We show that \( \pi(C_i) \) is a non-singular algebraic curve defined over \( \mathbf{F}_q \) of degree \( q + 1 \) and contained in the non-degenerate Hermitian surface \( \mathcal{H}_3 \) of equation \( X_0^{q+1} + X_1^{q+1} + X_2^{q+1} + X_3^{q+1} = 0 \). To do this we start with the relation in \( \mathbf{F}_q[X, Y] \):
\[
(Y^{q+1} + X^{2(q+1)/3} + Y^{q+1})(\varepsilon X^{q+1} + \varepsilon^2 X^{2(q+1)/3} + Y^{q+1})
\]
\[
(\varepsilon^2 X^{(q+1)/3} + \varepsilon X^{2(q+1)/3} + Y^{q+1}) = X^{q+1} + X^{2(q+1)} + Y^{3(q+1)} - 3X^{q+1} Y^{q+1}
\]
which is just a special case of the classical identity
\[
a^3 + b^3 + c^3 - 3abc = (a + b + c)(a + \varepsilon b + \varepsilon^2 c)(a + \varepsilon^2 b + \varepsilon c).\]
This yields \( X^{q+1} + X^{2(q+1)} + Y^{3(q+1)} - 3X^{q+1} Y^{q+1} = 0 \) and thus, \( f_0^{q+1} + f_1^{q+1} + f_2^{q+1} - 3f_3^{q+1} = 0 \). This shows that \( \pi(C_i) \) lies on the non-degenerate Hermitian variety \( \mathcal{H}_3 \), up to the projective transformation \( (X_0 : X_1 : X_2 : X_3) \to (X_0 : X_1 : X_2 : wX_3) \) with \( w^{q+1} = -3 \). Furthermore, \( \pi(C_i) \) is contained in the cubic surface \( \Sigma_3 \) of \( \mathbf{P}^3(\mathbf{F}_q) \) of equation \( X_0^3 + w^3 X_0 X_1 X_2 = 0 \). More precisely, the intersection curve of \( \mathcal{H}_3 \) and \( \Sigma_3 \) splits into the above three pairwise projectively equivalent curves, namely \( \pi(C_0) \), \( \pi(C_1) \), and \( \pi(C_2) \), each of degree \( q + 1 \). By Theorem 0.3, \( \pi(C_i) \) is a non-singular maximal curve defined over \( \mathbf{F}_q \). According to [4, Thm. 2.1. (IV)(2)], its genus is equal to \( (q^2 - q + 4)/6 \).

**Example 5.2** ([3], Section 6). A similar but non-isomorphic example is given in [3]. Again, assume that \( q \equiv 2 \pmod{3} \), and fix a primitive third root of unity \( \varepsilon \in \mathbf{F}_q \). For \( i = 0, 1, 2 \), let \( C_i \) be curves as in Example 5.1 whose function field over \( \mathbf{F}_q \) is generated by \( x \) and \( y \) satisfying the irreducible polynomial relation
\[
\varepsilon^i y x^{(q-2)/3} + y^3 + \varepsilon^{2i} x^{(2q-1)/3} = 0.
\]
Let
\[
f_0 := x, f_1 := x^2, f_2 := y^3, f_3 := -3xy \]
be the coordinate functions of a morphism $\pi : C \to \mathbb{P}^3(\bar{\mathbb{F}_q})$. Note that these three curves $\pi(C_i)$ are pairwise $\mathbb{F}_q$-projectively equivalent in $\mathbb{P}^3(\bar{\mathbb{F}_q})$. In fact, the linear transformation induced by the matrix $T_4^{(3)}$ in Example 5.1 maps $\pi(C_0)$ to $\pi(C_i)$.

We show that $\pi(C_i)$ is a non-singular algebraic curve defined over $\mathbb{F}_q$ of degree $q+1$ and contained in the non-degenerate Hermitian surface $\mathcal{H}_3$ of equation $X_0^q+X_1^q+X_2^q+X_3^q = 0$. As in Example 5.1 we start with the relation in $\mathbb{F}_q[X, Y]$

\[
(\ y^3 X + Y^3 + X^{2q+1})e \cdot X Y^2 + Y^q + e^2 X^{2q+1} + \ (Y^q - X^q) + e X^{2q+1} = Y_3 X_3 y^2 + Y_3 y^{q+1} - 3X_3 y^{q+1}.
\]

This implies $y^3 X + X^{2q+1} + 3X y^{q+1} = 0$ so that $y^3 X + X^{2q+1} + 3X y^{q+1} = 0$. Hence $f^3 f_0^3 + f^3 f_1 + f^3 f_0 - 3 f_3 y^{q+1} = 0$ and this shows that $\pi(C_i)$ lies on the surface $\Sigma_{q+1}$ of equation $X_0^q + X_1^q X_2 + X_2^q X_0 - 3X_3 y^{q+1} = 0$. Furthermore, $\pi(C_i)$ is contained in the cubic surface $\Sigma_3$ of $\mathbb{P}^3(\bar{\mathbb{F}_q})$ of equation $X_3^3 + 27X_0 X_1 X_2 = 0$. More precisely, the intersection curve of $\Sigma_{q+1}$ and $\Sigma_3$ splits into the above three pairwise projectively equivalent curves, namely $\pi(C_0)$, $\pi(C_1)$, and $\pi(C_2)$, each of degree $q+1$.

To prove that $\Sigma_{q+1}$ is projectively equivalent to $\mathcal{H}_3$, we use the same argument employed in [3]. Choose a root $a$ of the polynomial $p(X) := X^{q+1} + X + 1$. Then $a^{q^2+q+1} = 1$, and hence $a \in \mathbb{F}_q$. By [3, Lemma 4], $a^{q+1} + a^{q^2+q+1} + a = 0$ and $a^{q^2+q+2} + a^{q+1} + 1 = 0$, but $a^{q^2+q+2} + a^{q+1} + a^q \neq 0$ as $(a^{q^2+q+2} + a^{q+1} + a^q)^{q+1} - a^q = 1$.

Furthermore, the matrix

\[
M_3 = \begin{bmatrix}
  a & 1 & a^{q^2+1} \\
  a^{q+1} & a & 1 \\
  1 & a^{q^2+1} & a
\end{bmatrix}
\]

is non-singular. Also, choose an element $\mu \in \mathbb{F}_q$ satisfying $-3\mu^{q+1} = a^{q^2+q+1} + a^{q^2+q+2} + a^{q+1} + 1 = 0$, but $a^{q^2+q+2} + a^{q+1} + a^q \neq 0$ as $(a^{q^2+q+2} + a^{q+1} + a^q)^{q+1} - a^q = 1$.

A straightforward computation shows that $\kappa^{-1}$ maps $\Sigma_{q+1}$ to $\mathcal{H}_3$, and $\Sigma_3$ to the cubic surface $\Sigma_3$ of equation

\[
(X_0^3 + X_1^3 + X_2^3 + \text{Tr}(a^{q+1})X_0^2 X_1 + X_1^2 X_2 + X_2^2 X_0) + \text{Tr}(a)(X_0^2 X_1 + X_1^2 X_0 + X_2^2 X_1) + (3 + \text{Tr}(a^{q+1}))X_0 X_1 X_2 - a^{q+1} \mu^3 X_3^3 = 0
\]

where $\text{Tr}(u) := u + a^q + a^{q^2}$ is the trace of $u \in \mathbb{F}_q$ over $\mathbb{F}_q$. Furthermore $a^{q+1} \mu^3 \in \mathbb{F}_q$, and this shows that $\Sigma_3$ is actually defined over $\mathbb{F}_q$. Now, $\pi(C_i)$ is mapped under $\kappa^{-1}$ to
a projectively irreducible algebraic curve of degree \( q + 1 \) defined over \( \mathbb{F}_{q^2} \) and contained in \( \mathcal{H}_3 \). By Theorem 0.3, \( \kappa^{-1}(C_i) \) is a non-singular maximal curve defined over \( \mathbb{F}_{q^2} \). By [3, Lemma 6.1.5], its genus is equal to \((q^2 - q - 2)/6\).

**EXAMPLE 5.3** ([6]). Let \( q \) be odd and for \( i = 1, 2 \), let \( C_i(\mathbb{F}_{q^2}) \) be curves as in Example 5.1 whose function field over \( \mathbb{F}_{q^2} \) is generated by \( x \) and \( y \) such that
\[
y^q + y + (-1)^{q(q+1)/2} = 0.
\]
The functions
\[
f_0 := 1, f_1 := x, f_2 := y, f_3 := y^2
\]
define a morphism \( \pi : C_i \to \mathbb{P}^3(\mathbb{F}_{q^2}) \). The resulting curves \( \pi(C_i) \) are projectively equivalent, since the linear transformation induced by the matrix
\[
T_1 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
with \((-1)^{q(q+1)/2} = -1\), maps \( \pi_0(C_0) \) to \( \pi(C_1) \). The polynomial relation
\[
(Y^q + Y - X^{(q+1)/2})(Y^q + Y + X^{(q+1)/2}) = Y^{2q} + 2Y^{q+1} + Y^2 - X^{q+1}
\]
implies that \( y^{2q} + 2y^{q+1} + y^2 - x^{q+1} = 0 \) and so that \( f_3^q + f_3 + 2f_2^{q+1} - f_1^{q+1} = 0 \). This proves that \( \pi(C_i) \) lies on the surface \( \Sigma \) of equation \( X_1^qX_0 + X_1^qX_0^q + 2X_2^{q+1} - X_1^{q+1} = 0 \) which is actually a non-degenerate Hermitian variety of \( \mathbb{P}^3(\mathbb{F}_{q^2}) \). Also, \( C_i \) lies on the quadratic cone \( K \) of equation \( X_1^2 - X_0X_3 = 0 \), and hence the intersection of \( \Sigma \) and \( K \) splits into the curves \( \pi(C_0) \) and \( \pi(C_1) \). By Theorem 0.3, \( \pi(C_i) \) is a non-singular maximal curve defined over \( \mathbb{F}_{q^2} \). Its genus is equal to \((q - 1)^2/4\), according to [6].

**EXAMPLE 5.4** ([1]). Let \( q = 2^i \), and put \( \text{Tr}[Y] := Y + Y^2 + \ldots + Y^{q/2} \). For \( i = 0, 1 \in \mathbb{F}_2 \subseteq \mathbb{F}_{q^2} \), let \( C_i \) be curves as in Example 5.1 whose function field over \( \mathbb{F}_{q^2} \) is generated by \( x \) and \( y \) such that
\[
\text{Tr}[y] + x^{q+1} + i = 0.
\]
Let \( \pi : C_i \to \mathbb{P}^3(\mathbb{F}_{q^2}) \) be given by the coordinate functions
\[
f_0 := 1, f_1 := x, f_2 := y, f_3 := x^2.
\]
Since
\[
(\text{Tr}[Y] + X^{q+1}) + (\text{Tr}[Y] + X^{q+1} + 1) = Y^q + Y + X^{q+1} + X^{2q+2},
\]
we have \( y^q + y + x^{q+1} + x^{2q+2} = 0 \). This implies that \( \pi(C_i) \) lies on the non-degenerate Hermitian variety \( H \) of equation \( X_1^qX_0 + X_1^qX_0^q + X_1^{q+1} + X_3^{q+1} = 0 \). Furthermore,
the quadratic cone $K$ of equation $X_3X_0 = X_1^2$ also contains $\pi(C_i)$. Hence $H \cap K$ splits into $\pi(C_0)$ and $\pi(C_1)$. Note that $\pi(C_0)$ and $\pi(C_1)$ are projectively equivalent curves in $\mathbb{P}^3(\mathbb{F}_q^*)$, and hence both have degree $q + 1$. Again, by Theorem 0.3, $\pi(C_i)$ is a non-singular maximal curve defined over $\mathbb{F}_q^*$. Its genus is equal to $q(q - 2)/4$.

Remark 5.5. Let $\mathcal{X}$ be a $\mathbb{F}_q^*$-maximal curve with $\dim(D) = 3$. Suppose that $\mathcal{X}$ admits a plane model with equation $Y^d = f(X)$, where $f(\mathcal{X}) \in \mathbb{F}_q[X]$ is assumed to have all its roots in $\mathbb{F}_q^*$, and $f(0) = 0$. Furthermore, we assume that $d$ is coprime to $\ell := \deg(f)$, $d, \ell \leq q + 1$, and that either $2d \leq q + 1$ or $2\ell \leq q + 1$. Then $\mathcal{X}$ turns out to be $\mathbb{F}_q^*$-isomorphic to either to (any) one of the curves in Example 5.3 or to (any) one of the curves in Example 5.4. This can be shown by using previous results from [6] and [1]. Here we give a independent proof via Theorem 3.4.

To do this, we note at first that $\gcd(d, \ell) = 1$ implies the existence of just one point $P_0 \in \mathcal{X}(\mathbb{F}_q^*)$ lying over $x = \infty$. Moreover, $\text{div}_\infty(x) = dP_0$ and $\text{div}_\infty(y) = \ell P_0$. Now, by $\dim(D) = 3$, the second and third non-negative elements of the Weierstrass semigroup at $P_0$ are $q$ and $q + 1$, respectively. Hence

$$(d, \ell) \in \{(q + 1, q/2), (q, (q + 1)/2), (q/2, q + 1), ((q + 1)/2, q)\}.$$

Then we have a $\mathbb{F}_q^*$-morphism $\pi = (f_0 : f_1 : f_2 : f_3) : \mathcal{X} \to \mathbb{P}^3(\mathbb{F}_q^*)$. By Theorem 3.4, $\pi$ satisfies a relation of type

$$\sum_{0 \leq i,j \leq 3} u_{ij}f_if_j^q = 0,$$  

(5.1)

where $u_{ij} = a_{ij}^q$ and $u_{ij} \in \mathbb{F}_q^*$, that is $U = \{u_{ij}\}$ is a $4 \times 4$ non-trivial Hermitian matrix with entries in $\mathbb{F}_q^*$. For $(d, \ell) = (q + 1, q/2)$ (resp. $(q/2, q + 1)$), we have $\pi = (1 : y : y^2 : x)$ (resp. $(1 : x : y : x^2)$) and, after some computations, from Equation (5.1) one finds that $f(X) = X^q + X^{q-1} + \ldots + X^2 + X$ (resp. $f(X) = X^q + X$).

For $(d, \ell) = ((q + 1)/2, q)$ (resp. $(q, q + 1)$), we have $\pi = (1 : y : y^2 : x)$ (resp. $(1 : x : x^2 : y)$), but no Hermitian matrix $U$ exists such that Equation (5.1) holds.

**Example 5.6 ([10]).** Let $q = 3'$, and put $\text{Tr}[Y] := Y + Y^3 + \ldots + Y^{q/3}$. For $i = 0, 1, 2 \in \mathbb{F}_3 \subseteq \mathbb{F}_q^*$, let $C_i$ be curves as in Example 5.1 whose function field over $\mathbb{F}_q^*$ is generated by $x$ and $y$ such that

$$\text{Tr}[y] - x^q - x + i\text{Tr}[y] + i = 0.$$

Since

$$(\text{Tr}[Y] - X^q - X)(\text{Tr}[Y]^2 - X^q - X + \text{Tr}[Y] + 1)(\text{Tr}[Y]^3 - X^q - X - \text{Tr}[Y] + 1) = (X^q + X)(X^q + X - 1)^2 - (Y^q - Y)^2,$$

we have

$$(x^3 + x^2 - y^q + x)^q + (x^3 + x^2 - y^q + x) - x^{q+1} - y^{q+1} = 0.$$

Let $\pi = C_i \to \mathbb{P}^3(\mathbb{F}_q^*)$ be given by the coordinate functions $f_0 := 1, f_1 := x, f_2 := y, f_3 := x^3 + x^2 - y^q + x$. It can be checked that these three curves are pairwise
projectively equivalent in $\mathbf{P}^3(\mathbf{F}_q)$. From the equation above, $\pi(C)$ lies on the non-degenerate Hermitian variety of equation $X_0X_0^2 + X_1X_2X_3 - X_0^{d+1} - X_2^{d+1} = 0$. Furthermore, the cubic surface of equation $X_1X_2^2 - X_1^3 + X_1^2X_0 + X_2^5X_0 - X_1X_0^3$ also contains $\pi(C)$. It turns out that $\pi(C)$ has degree $q + 1$, and Theorem 0.3 ensures that $\pi(C)$ is a non-singular maximal curve defined over $\mathbf{F}_q$. Its genus is equal to $g(q - 1)/6$.

\textbf{Remark 5.7.} In all the above examples $X$ lies not only on a non-degenerate Hermitian surface but also on a cubic surface. This is related to a classical result of Halphen on reduced and irreducible complex algebraic curves in $\mathbf{P}^3$ not lying on a quadratic surface which states that the degree $d$ and the genus $g$ of such a curve satisfy the following inequality:

$$g \leq \pi_1(d, 3) = \begin{cases} \frac{d^2}{6} - \frac{d}{2} + 1 & \text{for } d \equiv 0 \mod 3; \\ \frac{d^2}{6} - \frac{d}{2} + 1/3 & \text{for } d \not\equiv 0 \mod 3. \end{cases}$$

A rigorous proof of the Halphen theorem and its extension to higher-dimensional spaces is found in the book [5]. Rathmann [18] (see also [2]) pointed out that the proof also works in positive characteristic apart from some possible exceptional cases related to the monodromy group of the curve.
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