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ABSTRACT

Aspect-based sentiment analysis (ABSA) provides an opportunity to systematically generate user's
opinions of specific aspects to enrich the idea creation process in the early stage of product/service
design process. Yet, the current ABSA task has two major limitations. First, existing research mostly
focusing on the subsets of ABSA task, e.g. aspect-sentiment extraction, extract aspect, opinion, and
sentiment in a unified model is still an open problem. Second, the implicit opinion and sentiment are
ignored in the current ABSA task. This article tackles these gaps by (1) creating a new annotated dataset
comprised of five types of labels, including aspect, category, opinion, sentiment, and implicit indicator
(ACOSI) and (2) developing a unified model which could extract all five types of labels simultaneously
in a generative manner. Numerical experiments conducted on the manually labeled dataset originally
scraped from three major e-Commerce retail stores for apparel and footwear products indicate the
performance, scalability, and potentials of the framework developed. Several directions are provided for
future exploration in the area of automated aspect-based sentiment analysis for user-centered design.
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1 INTRODUCTION

Eliciting user needs from online product reviews is gradually becoming a critical step for the success of
innovative product design. Fast-growing online purchasing platforms have accumulated immense user-
generated information about customer needs on many products and services. Recent market surveys
show that more than 93% of customers’ purchase decisions are influenced only by reviews (Fullerton,
2017), 77% of customers ’always’ or ’frequently’ read online reviews, and 89% of them are "highly’
likely to use a business that responds to all of its online reviews (Pitman, 2022). Sentiment analysis has
become a key enabler for large-scale need-finding from myriad users via e-Commerce and social media
platforms. Yet, the noisy and unstructured nature of review data often hinders the ability of state-of-the-
art natural language processing (NLP) methods to extract valuable insights about user needs.

Further, there is a lack of large-scale automated methods to extract “implicit” user needs from reviews,
which can be informative for product designers and increase the likelihood of success of product devel-
opment (Cooper et al., 2004). The elicitation of implicit needs is expected to improve both the quantity
and quality of ideas in the design generation process (Marion and Fixson, 2018; Fiiller and Matzler,
2007). This article contributes a new annotated dataset for automated elicitation of implicit user needs
from online reviews through NLP. The dataset, called ACOSI, consists of five labels: Aspect (A), Cat-
egory (C), Opinion (O), Sentiment (S), and Implicit Indicator (I). Provide greater specificity regarding
the designations established in our undertaking; aspect pertains to the particular attribute of a shoe,
such as its “upper,” whereas category encompasses several pre-determined, broader “aspects,” such as
“Fit.” Opinion and sentiment denote more straightforwardly the customers’ perspectives and emotional
responses towards the said aspect. The latter represents implicit sentiment-related information from var-
ious perspectives. This paper also develops a novel methodology based on deep language representation
models (Devlin et al., 2018) and information extraction methods (Li et al., 2018; Yadav and Bethard,
2018) for large-scale elicitation of implicit user needs from online reviews. The methodology is tested
and validated on a large dataset crawled from several major e-Commerce stores of apparel and footwear,
including “Finishline,”, “New Balance,”, and “ASICS,”. The remainder of this section presents the
justifications for the proposed research, dataset, and methodology, followed by the contributions and
objectives of the paper.

1.1 Knowledge gaps

Exploration of user needs is a preliminary step in early-stage new product development processes
(Schafthausen and Kowalewski, 2015). The existing need-finding approaches could be divided into two
categories:

e Empirical studies. These approaches are based primarily on analysis of previous designs (Stacey
et al., 1997), surveys and focus group studies (Fogliatto and da Silveira, 2008), and web-based
configurators (Felfernig, 2007), which are intrinsically biased due to targeting small parts of the
user population and product instances, and are limited to structured inquiries. The lack of methods
for customers to express their needs directly (Franke et al., 2009) and the anchoring of prior knowl-
edge (Lord et al., 1979) aggravate this gap. These limitations have impeded the industrial adoption
of mass customization patterns due to the wide-ranging inherent economic and operational gaps
(Fogliatto et al., 2012).

e Data-driven studies. In this category, some researchers tried to integrate the information from
the picture and text to evaluate the generative design in the design concept generation process
(Yuan et al., 2022). When using the pure text-based database, sentiment analysis has become a key
enablers for the “large-scale” needs finding and allowing the extraction of opinions from myriad
users from the e-Commerce and social media platforms (Ravi and Ravi, 2015). Sentiment analysis
is the process of identifying the subjective opinion of an opinion holder (e.g., user) for a target
(e.g., product attribute) from an unstructured text (e.g., product review) (Tang et al., 2009). Among
the three levels of sentiment analysis (document level, sentence level, and word level sentiment
analysis), aspect level sentiment analysis (ABSA) could provide the most fine-grained information
from the raw text, namely, aspect, opinion, and sentiment. With the increasing demand for unified
analysis, the extraction of triplets of opinion sentiment about the aspects draws much attention from
the community. Some researchers are expanding the task with a new label “category” that makes
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the task become a quadruple extraction problem, ACOS (aspect, category, opinion term, sentiment)
(Cai et al., 2021). However, the ABSA and ACOS quadruples cannot elicit implicit opinions and
aspects. Among the proposed methods, the implicit opinion has been ignored or simply denoted as
a “Null” label. Even the ACOS task is only capable of predicting the four labels. When the review
does not mention explicit aspects or opinions, the model will output as “Null”. This peculiarity
prevents the model from extracting the information that implies or describes the aspect indirectly.

1.2 Objectives

This paper is motivated by the lack of systematic approaches to automate the elicitation of implicit
needs from online reviews through NLP (Han and Moghaddam, 2019; Cai et al., 2021). Specifically, no
NLP model can find aspects that have not been used or explicitly mentioned in the review, or opinions
that do not necessarily correspond to an explicit aspect, category, or sentiment. To build such a model,
this paper introduces a new NLP task that has a structure similar to ACOS (Cai et al., 2021) but with
critical difference: while the opinion text will be extracted with the implicit opinion indicator, that is,
when the user does not provide explicit descriptions of the aspect, the text that implies the aspect will
be extracted and labeled as the indirect opinion. The name of the new task is ACOSI, which is short for
aspect, category, opinion, sentiment, and implicit opinion extraction.

Although there is only one letter difference between ACOS and ACOSI, the problem is entirely different
from the output point of view. In ACOS, researchers simply labeled the implicit opinion with a note
“Null,”, while in the ACOSI task, the model is capable of outputting the opinion text into an aspect
regardless of whether the opinion or aspect is explicit or implicit. The joining of the implicit indicator
enables the extraction of new aspects and hidden opinions. To achieve the proposed goals, a new unique
annotated dataset is generated to achieve the proosed goal, as there is no prior research to fully solve
this problem. The post-analysis of the model output and influence on the product designers should be
discussed with some specific examples. The key contributions of this paper are summarized below.

e A new annotated and curated dataset that could be used to solve ACOSI tasks using NLP in the
product design domain. This dataset is also applicable for solving ABSA and ACOS tasks.

e A new NLP model trained on the annotated dataset, which could be utilized to solve implicit
sentiment-related aspects and opinion extraction problems.

e A front-to-end solution for identifying implicit aspects and opinions from user review corpus.

2 BACKGROUND

This section provides an overview of related and background work on ACOSI, sentiment analysis, and
implicit/latent need finding.

2.1 ACOSI task

In the ABSA task, recently Cai et al. (2021) found that existing studies only extracted explicit aspects
and opinion terms, while 44% of the time user product reviews contained an implicit aspect term or
opinion term. They proposed a unified framework to consolidate these findings that accommodates both
implicit and explicit aspect and opinion terms (the afore-mentioned ACOS). In the review, “I like the
look and the velvet is great, but the velvets quality doesn’t hold up,” where “cushion’ is an aspect,
“Material” is its category, “great” is the opinion toward this aspect, and “Positive” is its correspond-
ing sentiment. Therefore, we get [velvet-Material-great-Positive] as ACOS labels. We can additionally
extract [Null-Appearance-like-Positive], where the aspect term was implicit in the second part of the
review, and [velvet-Material-NULL-Negative], where the opinion term was implicit in the third part.
The quadruple extraction task does not effectively model the four subtasks together to construct quadru-
ples that contain implicit aspects and implicit opinion, as there is still useful information that can be
derived when an opinion is labeled “Null”, for example the velvet’s durability was brought into question.
To augment the performance of the ACOS quadruple, we propose the implicit “I” tag, giving us the
ACOSI quintet task. For the opinion text span, the annotators now annotate the opinion text span
and then identify whether it was a direct or indirect opinion. From the above example, “the velvet
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quality doesn’t hold up”, we now annotate [velvet-Material- quality doesn’t hold up (Indirect_Opinion)-
Negative]. This allows us to retain the information from the opinion text span, while still tagging it as
being implicit.

2.2 Sentiment analysis

The ACOSI task could be divided into three classification tasks, including category, sentiment, and
implicit indicator classification, and two sequence generation tasks including aspect extraction and opin-
ion extraction. As an extension of ABSA, previous studies mainly worked on subsets of these labels,
for example, AE (aspect extraction), OE (opinion extraction), SE (sentiment extraction), AOE (aspect-
opinion extraction), ASE (aspect-sentiment extraction) and OSE (opinion sentiment extraction) (Ahmed
etal.,2021). Yet, these subtasks are time-consuming to combine together, and all the subtasks mentioned
above cannot capture the dual dependence of sentiments on both opinions and aspects. To complete the
task in a unified model which could finish the multiple tasks in a single model, previous research could
be divided into three directions:

1. Build a heuristic model based on syntax rules and lexicon-based algorithms (Han and Moghaddam,
2021a).

2. Design deep learning models with an extraction strategy based on NER(Name Entity Recogni-
tion)Roy (2021), which assigns a tag to each word in the text-based dataset (Han and Moghaddam,
2021b; Et al., 2022).

3. Predict all required labels in a generative format, and the model will iteratively output the label
based on the model and previous labels; in other words, the model will perform in a sequence-to-
sequence manner (Peper and Wang, 2022)

The review text could divide the opinion and aspect could be divided into explicit and implicit cate-
gories. Previous research did not pay enough attention to the implicit side, and the researcher usually
simply denotes the implicit aspects and opinions with the label “Null.” Further fine-grained analysis on
“implicit” was ignored to some extent.

2.3 Latent needs

In the design literature, Andersen (1983) defined a need as a present or anticipated lack of possibili-
ties for a system or person to achieve goals, solve problems or meet demands. User feedback should
remain task-related, such as about a job to be done or about the desired outcomes of using a product
(Ulwick, 2005), meaning that the need is agnostic to solutions. Identification of latent needs is still in
its infancy. Some research defined latent needs into three categories (Zhou et al., 2015): unexpected
delighter, lead user needs, and extraordinary user needs, while others defined latent needs as needs from
edge users/latent users (Timoshenko and Hauser, 2019; Wang et al., 2020; Lee and Taxman, 2020).
Automated methods for latent need elicitation still lack the ability to identify indirect opinions that the
user has in text, do not have large enough databases, which leads to an increase in bias, and it is a
challenge to obtain or hierarchically categorize product attributes without human involvement. In this
paper, we define the identification of latent needs as being embedded inthe implicit opinions of users.

3 METHODOLOGY

This section presents the proposed methodology for eliciting implicit needs from online reviews
through NLP, including annotating the new ACOSI dataset, designing and training the NLP model,
and abductive evaluation of the ACOSI results.

3.1 ACOSI annotation

The quintet annotation task aims to train NLP models to identify implicit needs from online user reviews
in the footwear domain. An ontology is established iteratively for categories that represent the “jobs”
that a product is intended to perform. A team of engineers and students established the first ontology
lexicon (Han and Moghaddam, 2021b). This was followed by a team of designers that coded and cate-
gorized the review language according to a grounded theory methodology (Cha, 2022; Charmaz, 2014;
Kno, 2022). This involves an iterative process that goes back and forth between reviews and design
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literature (Umeda et al., 1996; Gero, 2000) to derive a saturated sample of categories and subcategories
representing the ontology of shoes based on user review data. In this lexicon, sneaker features were sepa-
rated into 7 categories, ‘“Permeability”, “Impact_absorpotion”, “Stability”, “Durability”, “Shoe_parts”,
“Exterior” and “Fit”. Combining this with the previous lexicon (Han and Moghaddam, 2021b), we
derived a final category list, where it is represented by “category#subcategory” as an illustration, the
expansion towards merged categories, such as “Appearance#ShoeComponent,” is intended to address
the scenario wherein a customer’s perspective cannot be fully encapsulated by a solitary classification.
The aspect term is defined as either a noun or a verb present in the text. It represents the objective target.
The opinion span is the subjective portion of the user review that either directly or indirectly refers to
the aspect. It is important to note that a review sentence can contain multiple aspects and opinions and
so multiple meanings can exist. In such cases, the annotators annotated the sentence more than once to
capture the full content of the review sentence. This particular annotation was solely implemented in
the context of the sneaker review dataset. While the categories may be potentially applicable to more
comprehensive footwear collections, the product’s distinctiveness renders the annotation challenging to
directly extrapolate to other products.

3.2 Fine-tuning the language model, T5

Pretrained language models encode natural language into numbers by estimating the relative likelihood
of single word or word spans in real text. The concept of a language model was initially introduced in the
early twentieth century with neural networks, and many text-analysis tasks have integrated the structure
since then. With the rapid growth of deep learning, researchers have begun to pretrain language models
on large corpora. TS5, short for Text-To-Text Transfer Transformer (Raffel et al., 2019), is a pretrained
language model by Google Al Language that uses transformers as a benchmark model structure training
on massive datasets; T5 using the full version of transformer, C4 dataset (C4, 2022). Users merely
require to ‘fine-tune’ these capable deep language models for their particular NLP task (e.g., by adding
a single layer atop), proven to achieve state-of-the-art performance in several NLP tasks. In this paper,
we fine-tune T5 as our base deep-language model and fine-tune it for the ACOSI label prediction task.
In this paper, the ACOSI task is performed in a unified model in a generative manner. The T5 model
treats all text-related tasks in a sequence-to-sequence manner, that is, classification tasks such as senti-
ment analysis will output strings such as ‘positive,” and ‘negative.” The model even treats the regression
task in this format by predicting the number of strings like ‘five’. In this paper, the ACOSI task is
performed in a unified model in a generative manner. The T5 model uses a standard encoder-decoder
transformer structure (Vaswani, 2017). The flow of the model includes three parts, as described below.
The overall model structure is illustrated in Figure 1.

° Tokenization process. To feed the text input to the model, all the text need to be transferred to
input IDs; in the experiment, we use the T5 tokenizer which contains a 32128-sized vocabu-
lary. As a multitask, multilabel problem, we add five special tokens to the vocabulary, ’<label>,’
'<A>) ’<C>,’ ’<0>,” ’<S>.” <>’ indicates the beginning of a label and different types of labels,
respectively.

e  Encoding process. Encode the input data, the T5-large model encoder part is a standard transformer
encoder with 12 attention layers, and the hidden feature size of each layer was 768.

Kabeh: \

A (Aspect) Aspect1 + Category1
+ Opinion1 + Sentiment1;
C (Catego
(Category) Label2:
Aspect2 + Category2
O (Opinion) Unified T5 Model J—) + Opinion2 + Sentiment2;
) Lebel3:
S (Sentiment) Aspect3 + Category3
+ Opinion3 + Sentiment3;

I (Implicit Indicator) \ j

Figure 1. The unified T5 model structure.
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e  Decoding process. Decode the output from the encoder in a generative method. The decoder also
uses a 12-layer attention structure, the decoder generates each prediction in an autoregression way,
and every next prediction will be based on the decoder output and previous outputs.

3.3 Abductive evaluation

A critical step for developing any technology meant to augment a designer’s performance is its ability
to derive information that will benefit the designer. This process has been broken down into two parts
(Figure 2): the deductive analysis performed by the T5 model, and the abductive synthesis of the user’s
explicit or latent need performed by the designer using the annotated information.
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Figure 2. Designer and T5 model integration.

The deductive analysis section of the T5 model presents facts in the form of jobs (categories), the level
of sentiment, opinions, and aspects. Designers have further classified the progression from jobs to a
level of sentiment to the type of opinion as consisting of certain information. For example, if positive
and direct, the job has been satisfied, whereas if the direct opinion is negative, there is an explicit job-
to-be-done, or user need(ulw, 2022). When the opinion is indirect, we can easily imagine vice versa,
revealing implicit levels of needs. When the indirect opinion is positive, this is an ambiguous level of
information that can assist the designer with further analyses and neutral sentiment opinions that contain
information but do not have a leaning.

The second section, abduction, is a necessary step to better learn what is relevant in the annotation for
latent need finding and product design. In reasoning under uncertainty, designers will make a mental
proposition of a scenario in which an innovative design concept will be successful and then try to
explain how this outcome might be plausibly attained (Guenther et al., 2017). This is in contrast to
the deductive reasoning traditionally employed, which does not focus on the production of integrated,
innovative concepts, but rather the deducability of truth at a given time based on the available facts
(Kolko, 2010; Cramer-Petersen et al., 2018).

4 EXPERIMENT AND RESULTS

4.1 Data filtering and sampling

The raw review dataset was crawled from 3 websites: Finish Line, Ascis and New Balance. There are a
total of 145430 reviews in the data set, where 10,700 reviews have more than 60 words (long reviews),
22458 reviews have less than 10 words (short reviews), and 1636 reviews mention product names. In
order to render the dataset amenable for employment in a deep learning paradigm, protracted and suc-
cinct reviews were excluded from the training data. After removing all long and short reviews to reduce
intrinsic bias, there were 59184 reviews. Among the remaining reviews, 75.89% were 5-star, 12.85%
were 4-star, 4.96% were 3-star, 2.64% were 2-star, and 4.92% were 1-star. In terms of attribute refer-
ences, the ‘Exterior’ and ‘Fit’ attributes appeared the most in the raw dataset. Specifically, in all reviews
that contained attributes, 58.25% mentioned ‘Exterior’, 76.88% mentioned °‘Fit’, 12.21% mentioned
‘Shoe Parts’, 32.11% mentioned ‘Durability’, 7.33% mentioned ‘Permeability’, 15.48% mentioned ‘Sta-
bility’, and 16.59% mentioned ‘Impact absorption’. The results of the attribute statistics were analyzed
with a sneaker attribute lexiconYi Han (2021). After the data filtering, 2000 random selected reviews
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Table 1. Experiment with different parameter settings.

Learning rate | training epoch | Beam search size | repeat n-gram size | model loss | Rouge Score
le-4 10000 1 3 0.098 0.032
le-5 10000 1 3 0.143 0.076
le-6 10000 1 3 0.156 0.098
le-4 20000 1 3 0.074 0.222
le-4 30000 1 3 0.062 0.175
le-4 30000 2 3 0.056 0.327
le-4 30000 3 3 0.054 0.276
le-4 30000 3 4 0.050 0.325
le-4 30000 3 5 0.047 0.430
le-4 30000 3 6 0.068 0.408

were sent to the annotation process, to make the training dataset more balanced, same number of reviews
for each star rating were selected, i.e., 400 of reviews were selected for each star rating.

4.2 Fine-tuning process

We used the API provided by Hugging face (Hug, 2022). As mentioned above, in the initial tokenization
step, we expanded the vocabulary of special tokens with our customized special tokens. In the pretrain-
ing process of the TS5 model, the authors mentioned that the learning rates le — 4 and 3e — 4 have the
best performance (Raffel et al., 2019). In the experiment, we also initialize the model learning rate from
le — 4. In the generation process, we used the following hyperparameter settings: Dropout rate: 0.2;
Training epochs: 30000; learning rate scheduler: cosine learning rate scheduler; initial learning rate:
le-4 Batch size: 16 reviews per batch; maximum input length: 128; maximum target length: 64; Beam
search for candidates labels: 2 repeat n-gram size: 5.

We developed our experiments with different parameter settings, and the best performance was the
parameters chosen above. There are two loss functions that we used during the experiment, the loss
function integrated into the TS model, which is a standard cross-entropy loss function:

exp (nk) .

K
Leg=—) wylog Vnk> Q)

k=1 Zf:] exXp (Vn,j)

where p is the target, y is the input, K is the label categories, & is one label in the label category, n is the
batch size, and j is the sample in a batch.
Due to multitask learning peculiarity, we benchmark our model performance by adding up the loss
among the 5 types of labels:

Liotal = & 1£Aspect + azECategory + O53£Opinion + a4 Lsentiment + ascimplicitindicator- (2)

In this paper, we set each « as the same and sum to 1. All the rest of the experiments are displayed in
Table 1, we use Rouge score as the benchmark to illustrate our model’s performance.

4.3 Example analysis

We present two reviews, with their annotations generated by the TS model, presented as (Aspect, Cate-
gory, Sentiment, Opinion Text, Indirect/Direct); and the designer’s abduction.

Review 1:
“Bought them out of nostalgia. They almost look the same but the leather is not soft as before.”

1. labell: (NULL, ContextOfUse#PurchaseContext, Positive, “Bought them out of nostalgia,” Direct)
2. label2: (NULL, Appearance#Form, Positive, “almost look the same,” Indirect)
3. label3: (“leather,” Appearance#Material, Negative, “not soft as before,” Direct)

Designers abducted need: The user explicitly wants a shoe that not only looks nostalgic, but feels
nostalgic as well. From Annotations 2 and 3 we can infer that it is important that a user not only sees,
but feels when a shoe is meant to be a throwback.
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Review 2:

“It is narrow and fits pretty well. However, the tread design traps mud and other debris which I then track
into the house. After I started wearing this shoe, I notice bit of dirt and debris on the floor in places where
I walk or sit consistently. This has never happen before so I quickly tracked the problem down to the small
pockets in this shoes tread design.”

labell: (NULL, Performance#Sizing/Fit, Positive, “narrow and fits pretty well,” Indirect)

. label2: (“tread design,” Appearance#ShoeComponent, Negative, “traps mud,” Indirect)

3. label3: (NULL, ContextOfUse#UseCase, Negative, “notice bit of dirt and debris on the floor in
places,” Direct)

4. label4: (“small pockets”, Appearance#ShoeComponent, Negative, “the problem down to the

small,” Direct)

o =

Designers abducted need: The user does not want to keep tracking the mud where they go, but they
like how the shoe fits. The user implies that the shoe tread needs to be redesigned to avoid this from
happening.

5 DISCUSSION

This paper proposed a new dataset to solve a novel NLP task, ACOSI, associated with the large-scale
elicitation of implicit needs from online reviews, together with a novel unified TS framework for the
automated and large-scale generation of implicit opinions and aspects. Building on advanced NLP
research on language models, the framework is anticipated to save vast amounts of time and effort for
data preparation and reduce the need for hand-engineered expert systems for aspect-opinion-sentiment
elicitation from reviews. The advantages of the framework for the large-scale ACOSI extraction are as
follows:

e  Efficiency and scalability. Using pre-trained language models such as TS5 reduces the need for large
manually labeled data. All components of the methodology are packaged in a structured manner
and can be quickly modified and applied to new datasets.

e  Automated and large-scale aspect-opinion-sentiment extraction. The methodology extracts an
exhaustive list of candidate aspects and the corresponding opinions. This model is a significant
step towards enabling automated and large-scale implicit aspect opinion extraction which, com-
pared to lead user-based approaches, can potentially extract more informative and potentially
transformative insights to inform the design process.

The ACOSI task has not been widely explored as a means of influencing the design of new products.
The elicitation and integration of user-generated content in the design process are useful for the gen-
eral success of new product development processes by increasing the quantity and quality of thoughts
in the design process (Marion and Fixson, 2018). This article builds on the state-of-the-art in deep
language representation (Devlin et al., 2018) to extract aspects, corresponding opinions, and senti-
ments that designers currently cannot manually process due to a large amount of online context. All
of these limitations highlight the importance of extracting ACOSI information for early-stage product
development.
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