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#### Abstract

In this paper, we give several kinds of characterisations of isomorphic authentication codes by examining a correspondence between optimal authentication codes and some combinatorial designs. The isomorphism classes of some kinds of authentication codes are also enumerated.


## 1. Introduction

Let $\mathcal{S}, \mathcal{E}$ and $\mathcal{M}$ be three non-empty sets and let $f: \mathcal{S} \times \mathcal{E} \rightarrow \mathcal{M}$ be a map. The four tuple $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$ is called an authentication code ([13]) if
(1) the $\operatorname{map} f: \mathcal{S} \times \mathcal{E} \rightarrow \mathcal{M}$ is surjective, and
(2) for each $e \in \mathcal{E}$, the map $f(\cdot, e): \mathcal{S} \rightarrow \mathcal{M}$ defined by $s \mapsto f(s, e)$ is injective.

For an authentication code $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$, we say that the sets $\mathcal{S}, \mathcal{E}$ and $\mathcal{M}$ are the set of source states, the set of encoding rules, and the set of messages, respectively, and the map $f$ is the encoding map. If $m=f(s, e)$ for $s \in \mathcal{S}, e \in \mathcal{E}$ and $m \in \mathcal{M}$, then we say that the source state $s$ is encoded into the message $m$ using the encoding rule $e$, and that for convenience, the message $m$ is valid under the encoding rule $e$. The cardinals $|S|,|\mathcal{E}|,|\mathcal{M}|$ are called the size parameters of the code. An authentication code with the size parameters $|\mathcal{S}|=k,|\mathcal{E}|=b$ and $|\mathcal{M}|=v$ is denoted by $A C(k, b, v)$.

An $A C(k, b, v)$ can be represented by a $b \times k$ matrix, called the encoding matrix, where the rows are indexed by encoding rules, the columns are indexed by source states, and the entry in row $e$ and column $s$ is $f(s, e)$. It is clear from the definition that the $k$ entries in a row are all distinct, and every $m \in \mathcal{M}$ appears in the encoding matrix at least once. Conversely, if a matrix satisfies the above conditions, then it is the encoding matrix of an authentication code. Clearly, an authentication code is uniquely determined by its encoding matrix.

Authentication codes are used in communication channels where, besides the transmitter and the receiver, there may be individuals who want to deceive the receiver by
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either impersonating or substituting messages. By impersonate we mean that the deceiver sends a message through the channel to the receiver and hopes the receiver will accept it as authentic, that is, as a message sent by the transmitter. By substitute we mean that after the deceiver intercepts a message sent by the transmitter to the receiver, he/she sends another message instead and hopes the receiver will accept it as authentic. To protect against these deceits, the transmitter-receiver may use an authentication code which is publicly known and choose a fixed encoding rule $e$ which is known only by the transmitter and the receiver. The set of information which the transmitter would like to transmit to the receiver should be identified with the set of source states of the code. Suppose that the transmitter wants to send a source state $s$ to the receiver. To do this, the transmitter first encodes $s$ into a message $m$ using the encoding rule $e$, that is, $m=f(s, e)$, and then sends $m$ to the receiver. After receiving a message $m^{\prime}$, the receiver first has to judge whether $m^{\prime}$ is authentic, that is, whether $m^{\prime}$ is valid under the fixed encoding rule $e$. If $m^{\prime}$ is valid under $e$, then $m^{\prime}$ is regarded as authentic and can be decoded by $e$ to get a source state $s^{\prime}$, where $m^{\prime}=f\left(s^{\prime}, e\right)$. If $m^{\prime}$ is not valid under $e$ then $m^{\prime}$ is regarded as a false message. The object of the deceiver is to choose a message and send it to the receiver so that the probability of deceiving the receiver, that is, of causing the receiver to accept a message not sent by the transmitter as authentic, is as large as possible. We denote by $P_{I}$ and $P_{S}$, respectively, the largest probabilities that the deceiver could deceive the receiver by impersonating and by substituting a message. We call them the probabilities of a successful impersonation and of a successful substitution, respectively. Throughout this paper, we assume that the source states and the encoding rules are chosen according to a uniform probability distribution.

For any $s \in \mathcal{S}$, let $\mathcal{M}(s)=\{f(s, e) \mid e \in \mathcal{E}\}$ and for any $e \in \mathcal{E}$, let $\mathcal{M}(e)=\{f(s, e) \mid$ $s \in \mathcal{S}\}$. That is, $\mathcal{M}(e)$ is the set of messages which are valid under $e$. Furthermore for any $m \in \mathcal{M}$, let $\mathcal{E}(m)=\{e \in \mathcal{E} \mid m \in \mathcal{M}(e)\}$. The following lemma is elementary (see [14]).

Lemma 1. For an authentication code $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$, we have

$$
P_{I}=\max _{m \in \mathcal{M}} \frac{|\mathcal{E}(m)|}{|\mathcal{E}|} \quad \text { and } \quad P_{S}=\max _{m \neq m^{\prime} \in \mathcal{M}} \frac{\left|\mathcal{E}(m) \cap \mathcal{E}\left(m^{\prime}\right)\right|}{|\mathcal{E}(m)|}
$$

The following well-known results ([9, 12, 16]) give conditions under which the deceiver can do no better.

Lemma 2. In an $A C(k, b, v)$, we have

$$
P_{I} \geqslant \frac{k}{v} \quad \text { and } \quad P_{S} \geqslant \frac{k-1}{v-1}
$$

Furthermore,
(i) $\quad P_{I}=k / v$ if and only if $|\mathcal{E}(m)|=b k / v$ for any $m \in \mathcal{M}$;
(ii) $\quad P_{I}=k / v$ and $P_{S}=(k-1) /(v-1)$ if and only if $|\mathcal{E}(m)|=b k / v$ for any $m \in \mathcal{M}$ and $\left|\mathcal{E}(m) \cap \mathcal{E}\left(m^{\prime}\right)\right|=(b k(k-1)) /(v(v-1))$ for any distinct $m, m^{\prime} \in \mathcal{M}$.
If $P_{I}=k / v$, we say that $P_{I}$ is optimal, and if $P_{S}=(k-1) /(v-1)$, we say that $P_{S}$ is optimal.

Constructions of authentication codes from some kinds of combinatorial designs have been obtained by Jimbo and Fuji-Hara (see [7]), Stinson (see [14, 15, 16]), and Rees and Stinson (see [10]). In [14], it was shown that the existence of optimal authentication codes is equivalent to the existence of some combinatorial designs. This will be reproved in Section 2 by a different description. In Section 3, isomorphic authentication codes are characterised and the relations of isomorphic authentication codes and corresponding isomorphic combinatorial designs are described. In Section 4, we enumerate the isomorphism classes of some special kinds of authentication codes.

## 2. Optimal authentication codes and combinatorial designs

Godlewski and Mitchell [4] gave the definition of several cryptosystems with secrecy (such as $U(L)$-secrecy, $S(L)$-secrecy, $O(L)$-secrecy, or $M(L)$-secrecy) and the characterisation of such systems with minimum number of encoding rules. In the following, the definition and some results on $U(L)$-secrecy are reviewed.

A subset $\mathcal{M}^{\prime}$ of $\mathcal{M}$ is allowable if there exists an encoding rule $e$ such that $\mathcal{M}^{\prime}$ $\subseteq \mathcal{M}(e)$. Given $L \geqslant 1$, an $A C(k, b, v)$ is said to provide unordered perfect $L$-fold secrecy ( $U(L)$-secrecy $)$ if, for every allowable $L$-subset $\mathcal{M}^{\prime}$ of $\mathcal{M}$ and for every $L$-subset $\mathcal{S}^{\prime}$ of $\mathcal{S}$, $p_{\mathcal{S} \mid \mathcal{M}}\left(\mathcal{S}^{\prime} \mid \mathcal{M}^{\prime}\right)=p_{\mathcal{S}}\left(\mathcal{S}^{\prime}\right)$.

Theorem 1. [4] If an $A C(k, b, v)$ provides $U(L)$-secrecy, then $b \geqslant(v / k) \cdot\binom{k}{L}$. Moreover, if $b=(v / k) \cdot\binom{k}{L}$ and $L \geqslant 2$, then for any two encoding rules $e_{1}$ and $e_{2}$ either $\mathcal{M}\left(e_{1}\right)=\mathcal{M}\left(e_{2}\right)$ or $\mathcal{M}\left(e_{1}\right)$ and $\mathcal{M}\left(e_{2}\right)$ are disjoint.

It is easy to prove that if an $A C(k, b, v)$ provides $U(L)$-secrecy and $b=(v / k) \cdot\binom{k}{L}$ then $P_{I}$ achieves its lower bound $k / v$. But if $L \geqslant 2$ in addition then $P_{S}=1$. Therefore, in order to protect from the substitution attack, we are interested in $A C(k, b, v)$ 's which provide $U(1)$-secrecy. Note that when $L=1$ then all cryptosystems with secrecy defined in [4] coincide and in fact equate to Shannon's notion of perfect secrecy [11]. So we call an $A C(k, b, v)$ which provides $U(1)$-secrecy an authentication code with perfect secrecy.

An important consideration in a construction of an authentication code is the number of its encoding rules. If there are $b$ encoding rules, then $\log _{2} b$ bits must be communicated in order to specify the encoding rule to be used. Hence, the number $b$ is expected to be as small as possible. It is known from Theorem 1 that $b \geqslant v$ for any $A C(k, b, v)$ with perfect
secrecy. It is said to be (key-)minimal if $b$ achieves its lower bound $v$. The following theorem (Lemma 4.1 in [4]) gives a characterisation of a minimal authentication code with perfect secrecy.

Theorem 2. [4] Let $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$ be an authentication code. Then it is minimal with perfect secrecy if and only if $|\mathcal{E}|=|\mathcal{M}|$ and for any $s \in \mathcal{S}$ and any $m \in \mathcal{M}$, there is an $e \in \mathcal{E}$ such that $m=f(s, e)$. In fact, such $e$ exists uniquely.

We say that an $A C(k, v, v)$ with perfect secrecy is optimal if both $P_{I}$ and $P_{S}$ are optimal. Such an authentication code can be characterised by a symmetric balanced incomplete block design, which is defined in the following.

A balanced incomplete block design, or a $2-(v, k, \lambda)$ design, is a pair $(X, \mathcal{B})$ which satisfies the following conditions:
(1) $X$ is a set of points of cardinality $v$;
(2) $\mathcal{B}$ is a collection of $k$-subsets of $X$, called blocks;
(3) any two distinct points are contained in exactly $\lambda$ blocks.

A balanced incomplete block design is called symmetric if the number of its points is equal to the number of its blocks. The following theorem can be found in [14]. For application of its structure information in Section 3, we reprove it by a different description.

Theorem 3. [14] The existence of an $A C(k, v, v)$ with optimal $P_{I}$ and optimal $P_{S}$ is equivalent to the existence of a symmetric $2-(v, k, \lambda)$ design, where $\lambda=(k(k$ $-1)) /(v-1)$.

Proof: Suppose that $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$ is an $A C(k, v, v)$ with optimal $P_{I}$ and optimal $P_{S}$. Let

$$
X=\mathcal{M} \quad \text { and } \quad \mathcal{B}=\{\mathcal{M}(e) \mid e \in \mathcal{E}\}
$$

It is clear that $|\mathcal{M}(e)|=k$ for each $e \in \mathcal{E}$, and that for any message $m, m \in \mathcal{M}(e)$ if and only if $e \in \mathcal{E}(m)$. From Lemma 2, $(X, \mathcal{B})$ is a symmetric $2-(v, k, \lambda)$ design, where $\lambda=(k(k-1)) /(v-1)$. We call such a design the symmetric balanced incomplete block design induced from an $A C(k, v, v)$ with optimal $P_{I}$ and optimal $P_{S}$.

Conversely, suppose $(X, \mathcal{B})$ is a symmetric $2-(v, k, \lambda)$ design with $\lambda=(k(k-1)) /(v$ -1 ). It is clear that $|\mathcal{B}|=v$. Let $\mathcal{S}$ be any set with $k$ elements, $\mathcal{E}=\mathcal{B}=\left\{B_{1}, B_{2}, \ldots, B_{v}\right\}$, and $\mathcal{M}=X=\left\{x_{1}, x_{2}, \ldots, x_{v}\right\}$. For any $B_{i} \in \mathcal{E}, B_{i}$ is a $k$-element subset of $\mathcal{M}$. Since $|\mathcal{S}|=\left|B_{i}\right|=k$, there are bijections between $\mathcal{S}$ and $B_{i}$. For any $1 \leqslant i \leqslant v$, choose a bijection $g_{i}: \mathcal{S} \rightarrow B_{i}$ to order the elements of $B_{i}$. Define $f: \mathcal{S} \times \mathcal{E} \rightarrow \mathcal{M}$ by $f\left(s, B_{i}\right)=g_{i}(s)$ for any $s \in \mathcal{S}$ and any $B_{i} \in \mathcal{E}$. Since any two elements $x_{i}, x_{j}$ of $X$ are contained in the blocks in $\mathcal{E}\left(x_{i}\right) \cap \mathcal{E}\left(x_{j}\right)$, it follows easily that $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$ constructed above has optimal $P_{l}$ and optimal $P_{S}$ by Lemma 2. We call such an $A C(k, v, v)$ an authentication code induced from a symmetric 2-( $v, k, \lambda)$ design.

Two authentication codes $\left(\mathcal{S}_{i}, \mathcal{E}_{i}, \mathcal{M}_{i} ; f_{i}\right)(i=1,2)$ are said to be isomorphic [3] if
there exist bijections

$$
\sigma_{\mathcal{S}}: \mathcal{S}_{1} \rightarrow \mathcal{S}_{2}, \sigma_{\mathcal{E}}: \mathcal{E}_{1} \rightarrow \mathcal{E}_{2} \quad \text { and } \quad \sigma_{\mathcal{M}}: \mathcal{M}_{1} \rightarrow \mathcal{M}_{2}
$$

such that

$$
f_{2}\left(\sigma_{\mathcal{S}}(s), \sigma_{\mathcal{E}}(e)\right)=\sigma_{\mathcal{M}}\left(f_{1}(s, e)\right)
$$

for any $s \in \mathcal{S}_{1}$ and any $e \in \mathcal{E}_{1}$. The triple ( $\sigma_{\mathcal{S}}, \sigma_{\mathcal{E}}, \sigma_{\mathcal{M}}$ ) is called an isomorphism between the two authentication codes. It is clear that two isomorphic authentication codes have the same size parameters and the same probabilities of successful deceit. In particular, if one of them has optimal $P_{I}$ and(or) optimal $P_{S}$, so does the other.
Example. The symmetric balanced incomplete block design induced from an $A C(k, v, v)$ with optimal $P_{I}$ and optimal $P_{S}$ is unique. But we can construct more than one nonisomorphic $A C(k, v, v)$ 's from a symmetric balanced incomplete block design. As an example, let $X=\left\{x_{1}, x_{2}, x_{3}\right\}$ and $\mathcal{B}=\left\{B_{1}, B_{2}, B_{3}\right\}$, where $B_{1}=\left\{x_{1}, x_{2}\right\}, B_{2}=\left\{x_{2}, x_{3}\right\}$, and $B_{3}=\left\{x_{3}, x_{1}\right\}$. Then $(X, \mathcal{B})$ is a $2-(3,2,1)$ design. Set $\mathcal{S}=\left\{s_{1}, s_{2}\right\}, \mathcal{E}=\left\{B_{1}, B_{2}, B_{3}\right\}$, $\mathcal{M}=\left\{x_{1}, x_{2}, x_{3}\right\}, f_{1}\left(s_{1}, B_{1}\right)=f_{2}\left(s_{1}, B_{1}\right)=x_{1}, f_{1}\left(s_{2}, B_{1}\right)=f_{2}\left(s_{2}, B_{1}\right)=x_{2}, f_{1}\left(s_{1}, B_{2}\right)$ $=f_{2}\left(s_{1}, B_{2}\right)=x_{2}, f_{1}\left(s_{2}, B_{2}\right)=f_{2}\left(s_{2}, B_{2}\right)=x_{3}, f_{1}\left(s_{1}, B_{3}\right)=f_{2}\left(s_{2}, B_{3}\right)=x_{3}$ and $f_{1}\left(s_{2}, B_{3}\right)=f_{2}\left(s_{1}, B_{3}\right)=x_{1}$. Then $\left(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f_{1}\right)$ and $\left(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f_{2}\right)$ are non-isomorphic $A C(2,3,3)$ 's induced from ( $X, \mathcal{B}$ ), by noting that $\left(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f_{1}\right)$ is an authentication code with perfect secrecy, but $\left(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f_{2}\right)$ is not.

In general, we have the following theorem.
Theorem 4. At least one of the authentication codes induced from a symmetric balanced incomplete block design has perfect secrecy.

Proof: Let $(X, \mathcal{B})$ be a symmetric $2-(v, k, \lambda)$ design, where $\lambda=(k(k-1)) /(v-1)$. First, we construct a bipartite graph $G$ having bipartition $(\mathcal{B}, X)$, where $\left\{B_{i}, x_{j}\right\}, B_{i} \in \mathcal{B}$, $x_{j} \in X$, is an edge if and only if $x_{j} \in B_{i}$. It is clear that $G$ is a $k$-regular bipartite graph. By König's Theorem [8], the bipartite graph $G$ is $k$-edge-colourable. Let $G$ be edgecoloured by the colours $C_{1}, C_{2}, \ldots, C_{k}$ and let $\mathcal{S}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$. Set $\mathcal{E}=\mathcal{B}$ and $\mathcal{M}=X$. For any $e=B_{i} \in \mathcal{E}$, define a bijection $g_{i}: \mathcal{S} \rightarrow B_{i}$ as $g_{i}(s)=m$, where $\{e, m\}$ is an edge coloured by $s$. That is, the encoding map $f: \mathcal{S} \times \mathcal{E} \rightarrow \mathcal{M}$ is defined by $f(s, e)=m$ for any $s \in \mathcal{S}$ and $e \in \mathcal{E}$, where $\{e, m\}$ is an edge of the graph $G$ coloured by $s$. Then, for any $m \in \mathcal{M}$ and any $s \in \mathcal{S}$, there is a unique edge incident with $m$ and has colour $s$. The other end of this edge is an encoding rule $e$ satisfying $m=f(s, e)$. By Lemma 2 and Theorem 2, the constructed code is an optimal one with perfect secrecy. []

Combined Theorems 3 and 4, we get that the existence of an $A C(k, v, v)$ with perfect secrecy is equivalent to the existence of a symmetric $2-(v, k, \lambda)$ design, where $\lambda=(k(k$ $-1)) /(v-1)$.

Next, we consider Cartesian authentication codes. An authentication code is called a Cartesian one if for any message $m$, there is a source state $s \in \mathcal{S}$ such that $p(s \mid m)=1$
and $p\left(s^{\prime} \mid m\right)=0$ for any $s^{\prime} \neq s$, that is, for any message $m$ there is a unique source state $s$ such that $m=f(s, e)$ for every encoding rule $e$ under which $m$ is valid. Therefore, a Cartesian authentication code provides no secrecy. The following lemma can be found in [15].

Lemma 3. For a Cartesian $A C(k, b, v)$ with optimal $P_{I}$, we have that $k$ is a divisor of $v,|\mathcal{M}(s)|=v / k$ for any $s \in \mathcal{S}$, and $P_{S} \geqslant k / v$. The equality holds if and only if for any distinct messages $m$ and $m^{\prime}$,

$$
\left|\mathcal{E}(m) \cap \mathcal{E}\left(m^{\prime}\right)\right|= \begin{cases}0 & \text { if } m, m^{\prime} \in \mathcal{M}(s) \text { for an } s \in \mathcal{S} \\ \frac{b k^{2}}{v^{2}} & \text { otherwise }\end{cases}
$$

Furthermore, if $P_{I}=P_{S}=k / v$, then $b \geqslant(v / k)^{2}$.
Hence, we say that a Cartesian authentication code is optimal if $P_{I}=P_{S}=k / v$ and $b=(v / k)^{2}$.

A transversal design [6] $T D(k, \lambda, n)$ is a triple $(X, \mathcal{G}, \mathcal{B})$ which satisfies the following conditions:
(1) $X$ is a set of $k n$ elements, called points;
(2) $\mathcal{G}$ is a partition of $X$ into $k$ subsets of $n$ points, called groups;
(3) $\mathcal{B}$ is a set of $\lambda n^{2}$ subsets of $X$, called blocks, such that a group and a block contain exactly one common point;
(4) every pair of points from distinct groups occurs in exactly $\lambda$ blocks.

Theorem 5. [15] The existence of an optimal Cartesian $A C(k, b, v)$ is equivalent to the existence of a transversal design $T D(k, 1,(v / k))$.

Proof: Suppose that $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$ is an optimal Cartesian $A C(k, b, v)$. Let

$$
X=\mathcal{M}, \quad \mathcal{G}=\{\mathcal{M}(s) \mid s \in \mathcal{S}\} \quad \text { and } \quad \mathcal{B}=\{\mathcal{M}(e) \mid e \in \mathcal{E}\}
$$

For any $s \in \mathcal{S}$ and any $e \in \mathcal{E}$, if $x, y \in \mathcal{M}(s) \cap \mathcal{M}(e)$, then $x=f(s, e)=y$, that is, $|\mathcal{M}(s) \cap \mathcal{M}(e)|=1$. Therefore, $(X, \mathcal{G}, \mathcal{B})$ is a $T D(k, 1,(v / k))$ by Lemma 3. We call it the transversal design induced from an optimal Cartesian $A C(k, b, v)$.

Conversely, let $(X, \mathcal{G}, \mathcal{B})$ be a $T D(k, 1, n)$ with $n=v / k$. Set

$$
\mathcal{S}=\mathcal{G}, \quad \mathcal{E}=\mathcal{B} \quad \text { and } \quad \mathcal{M}=X
$$

For any $G_{i} \in \mathcal{G}$ and any $B_{j} \in \mathcal{B}$, let $G_{i} \cap B_{j}=\{x\}$. Define an encoding map $f: \mathcal{S} \times \mathcal{B} \rightarrow X$ by $f\left(G_{i}, B_{j}\right)=x$. It is easy to check from Lemma 3 that the $(\mathcal{S}, \mathcal{E}, \mathcal{M} ; f)$ constructed is an optimal Cartesian $A C(k, b, v)$. We call it the optimal Cartesian $A C(k, b, v)$ induced from a transversal design.

## 3. Characterisations of isomorphic authentication codes

Feng and Wan [3] proved the following lemma.
Lemma 4. Two authentication codes $\left(\mathcal{S}_{i}, \mathcal{E}_{i}, \mathcal{M}_{i} ; f_{i}\right)(i=1,2)$ are isomorphic if and only if $\left|\mathcal{M}_{1}\right|=\left|\mathcal{M}_{2}\right|$, and there are bijections $\sigma_{\mathcal{S}}: \mathcal{S}_{1} \rightarrow \mathcal{S}_{2}$ and $\sigma_{\mathcal{E}}: \mathcal{E}_{1} \rightarrow \mathcal{E}_{2}$ such that $f_{2}\left(\sigma_{\mathcal{S}}(s), \sigma_{\mathcal{E}}(e)\right)=f_{2}\left(\sigma_{\mathcal{S}}\left(s^{\prime}\right), \sigma_{\mathcal{E}}\left(e^{\prime}\right)\right)$ whenever $f_{1}(s, e)=f_{1}\left(s^{\prime}, e^{\prime}\right)$ for any $s, s^{\prime} \in \mathcal{S}_{1}$ and any $e, e^{\prime} \in \mathcal{E}_{1}$.

This characterisation for isomorphic authentication codes can be expressed in matrix form.

ThEOREM 6. Let $\left(\mathcal{S}_{1}, \mathcal{E}_{1}, \mathcal{M}_{1} ; f_{1}\right)$ and $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ be two $A C(k, b, v)$ 's with encoding matrices $A$ and $B$, respectively. Then $\left(\mathcal{S}_{1}, \mathcal{E}_{1}, \mathcal{M}_{1} ; f_{1}\right)$ and $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ are isomorphic if and only if there exists a $b \times b$ permutation matrix $P$, a $k \times k$ permutation matrix $Q$ and a bijection $\sigma$ from $\mathcal{M}_{1}$ to $\mathcal{M}_{2}$ such that $B=\operatorname{P\sigma }(A) Q$, where $\sigma(A)$ $=\left(\sigma\left(a_{i j}\right)\right)$ for $A=\left(a_{i j}\right)$.

Proof: Let $\mathcal{S}_{\ell}=\left\{s_{j}^{(\ell)} \mid 1 \leqslant j \leqslant k\right\}$ and $\mathcal{E}_{\ell}=\left\{e_{i}^{(\ell)} \mid 1 \leqslant i \leqslant b\right\}(\ell=1,2)$. Suppose that $\left(\mathcal{S}_{1}, \mathcal{E}_{1}, \mathcal{M}_{1} ; f_{1}\right)$ and $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ are isomorphic by an isomorphism $\left(\sigma_{\mathcal{S}}, \sigma_{\mathcal{E}}, \sigma_{\mathcal{M}}\right)$. Define two square matrices $P=\left(p_{i j}\right)$ and $Q=\left(q_{i j}\right)$ by

$$
p_{i j}=\left\{\begin{array}{ll}
1 & \text { if } \sigma_{\mathcal{E}}\left(e_{j}^{(1)}\right)=e_{i}^{(2)}, \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad q_{i j}= \begin{cases}1 & \text { if } \sigma_{\mathcal{S}}\left(s_{i}^{(1)}\right)=s_{j}^{(2)} \\
0 & \text { otherwise }\end{cases}\right.
$$

Clearly, $P$ and $Q$ are permutation matrices, and $B=P \sigma_{\mathcal{M}}(A) Q$.
Conversely, suppose that there exists a $b \times b$ permutation matrix $P$, a $k \times k$ permutation matrix $Q$ and a bijection $\sigma$ from $\mathcal{M}_{1}$ to $\mathcal{M}_{2}$ such that $B=P \sigma(A) Q$. Let $P=\left(p_{i j}\right)$ and $Q=\left(q_{i j}\right)$. Define $\sigma_{\mathcal{S}}: \mathcal{S}_{1} \rightarrow \mathcal{S}_{2}$ by $\sigma_{\mathcal{S}}\left(s_{i}^{(1)}\right)=s_{j}^{(2)}$ if $q_{i j}=1$ for any $s_{i}^{(1)} \in \mathcal{S}_{1}$. Define $\sigma_{\mathcal{E}}: \mathcal{E}_{1} \rightarrow \mathcal{E}_{2}$ by $\sigma_{\mathcal{E}}\left(e_{j}^{(1)}\right)=e_{i}^{(2)}$ if $p_{i j}=1$ for any $e_{j}^{(1)} \in \mathcal{E}_{1}$. Let $\sigma_{\mathcal{M}}=\sigma$. Then $f_{2}\left(\sigma_{\mathcal{S}}\left(s_{j}\right), \sigma_{\mathcal{E}}\left(e_{i}\right)\right)=\sigma_{\mathcal{M}}\left(f_{1}\left(s_{j}, e_{i}\right)\right)$ for any $s_{j} \in \mathcal{S}_{1}$ and any $e_{i} \in \mathcal{E}_{1}$. That is, $\left(\mathcal{S}_{1}, \mathcal{E}_{1}, \mathcal{M}_{1} ; f_{1}\right)$ and $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ are isomorphic.

Two balanced incomplete block designs ( $X_{1}, \mathcal{B}_{1}$ ) and ( $X_{2}, \mathcal{B}_{2}$ ) are said to bé isomorphic [1] if there is a bijection $\alpha$ from $X_{1}$ onto $X_{2}$ which induces a bijection from $\mathcal{B}_{1}$ onto $\mathcal{B}_{2}$, that is, for any $B \in \mathcal{B}_{1}, \alpha(B)=\{\alpha(x): x \in B\} \in \mathcal{B}_{2}$. In this case, we call $\alpha$ an isomorphism between these two balanced incomplete block designs. Similarly, two transversal designs $\left(X_{1}, \mathcal{G}_{1}, \mathcal{B}_{1}\right)$ and $\left(X_{2}, \mathcal{G}_{2}, \mathcal{B}_{2}\right)$ are said to be isomorphic if there is a bijection $\alpha: X_{1} \rightarrow X_{2}$ which induces bijections from $\mathcal{G}_{1}$ onto $\mathcal{G}_{2}$ and from $\mathcal{B}_{1}$ onto $\mathcal{B}_{2}$.

Theorem 7. The two symmetric balanced incomplete block designs induced from two isomorphic optimal minimal authentication codes with perfect secrecy are isomorphic.

Proof: Let $\left(\mathcal{S}_{i}, \mathcal{E}_{i}, \mathcal{M}_{i} ; f_{i}\right)(i=1,2)$ be two isomorphic optimal minimal authentication codes with perfect secrecy and let $\left(\sigma_{\mathcal{S}}, \sigma_{\mathcal{E}}, \sigma_{\mathcal{M}}\right)$ be an isomorphism between
them. Let $\left(X_{i}, \mathcal{B}_{i}\right)(i=1,2)$ be the balanced incomplete block designs induced from $\left(\mathcal{S}_{i}, \mathcal{E}_{i}, \mathcal{M}_{i} ; f_{i}\right)$. As in the proof of Theorem $3, X_{i}=\mathcal{M}_{i}$ and $\mathcal{B}_{i}=\left\{\mathcal{M}(e) \mid e \in \mathcal{E}_{i}\right\}$. Let $\alpha=\sigma_{\mathcal{M}}$. Then $\alpha$ is a bijection from $X_{1}$ onto $X_{2}$. Furthermore, for any $\mathcal{M}(e) \in \mathcal{B}_{1}$ with $e \in \mathcal{E}_{1}$,

$$
\begin{aligned}
\alpha(\mathcal{M}(e)) & =\sigma_{\mathcal{M}}(\mathcal{M}(e)) \\
& =\left\{\sigma_{\mathcal{M}} f_{1}(s, e) \mid s \in \mathcal{S}_{1}\right\} \\
& =\left\{f_{2}\left(\sigma_{\mathcal{S}}(s), \sigma_{\mathcal{E}}(e)\right) \mid s \in \mathcal{S}_{1}\right\} \\
& =\left\{f_{2}\left(t, \sigma_{\mathcal{E}}(e)\right) \mid t \in \mathcal{S}_{2}\right\} \\
& =\mathcal{M}\left(\sigma_{\mathcal{E}}(e)\right) \in \mathcal{B}_{2}
\end{aligned}
$$

Thus, $\alpha$ induces a bijection from $\mathcal{B}_{1}$ onto $\mathcal{B}_{2}$. That is, $\left(X_{1}, \mathcal{B}_{1}\right)$ and $\left(X_{2}, \mathcal{B}_{2}\right)$ are isomorphic.

Authentication codes induced from a symmetric balanced incomplete block design cannot be unique. However, we have the following theorem.

THEOREM 8. Let $\left(X_{i}, \mathcal{B}_{i}\right)(i=1,2)$ be two isomorphic symmetric balanced incomplete block designs. Then, for any optimal minimal authentication code with perfect secrecy induced from ( $X_{1}, \mathcal{B}_{1}$ ), there is an optimal minimal authentication code with perfect secrecy induced from $\left(X_{2}, \mathcal{B}_{2}\right)$ which is isomorphic'to it.

Proof: Let $\alpha$ be an isomorphism between $\left(X_{1}, \mathcal{B}_{1}\right)$ and ( $X_{2}, \mathcal{B}_{2}$ ), and let $\left(\mathcal{S}_{1}, \mathcal{E}_{1}\right.$, $\left.\mathcal{M}_{1} ; f_{1}\right)$ be an optimal minimal authentication code with perfect secrecy induced from $\left(X_{1}, \mathcal{B}_{1}\right)$. Then $\mathcal{S}_{1}$ is a set with $k$ elements, $\mathcal{E}_{1}=\mathcal{B}_{1}$ and $\mathcal{M}_{1}=X_{1}$. For each $B_{j}^{(1)} \in \mathcal{B}_{1}$, let $g_{j}^{(1)}$ be the bijection chosen from $\mathcal{S}_{1}$ onto $B_{j}^{(1)}$, that is, $f_{1}\left(s, B_{j}^{(1)}\right)=g_{j}^{(1)}(s)$. Take $\mathcal{S}_{2}=\mathcal{S}_{1}, \mathcal{E}_{2}=\mathcal{B}_{2}$ and $\mathcal{M}_{2}=X_{2}$. For any $B_{i}^{(2)} \in \mathcal{E}_{2}$, let $B_{j}^{(1)}=\alpha^{-1}\left(B_{i}^{(2)}\right)$ and define $g_{i}^{(2)}=\alpha \circ g_{j}^{(1)}$. Then $g_{i}^{(2)}$ is a bijection from $\mathcal{S}_{2}\left(=\mathcal{S}_{1}\right)$ onto $B_{i}^{(2)}$. Define an encoding map $f_{2}: \mathcal{S}_{2} \times \mathcal{E}_{2} \rightarrow \mathcal{M}_{2}$ as $f_{2}\left(s, B_{i}^{(2)}\right)=g_{i}^{(2)}(s)$ for any $s \in \mathcal{S}_{2}$. It is clear that $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ is an optimal minimal authentication code with perfect secrecy induced from ( $X_{2}, \mathcal{B}_{2}$ ). Let

$$
\sigma_{\mathcal{S}}=1_{\mathcal{S}_{1}}, \quad \sigma_{\mathcal{E}}=\sigma_{\mathcal{M}}=\alpha
$$

Then, for any $s \in \mathcal{S}_{1}, B_{j}^{(1)} \in \mathcal{B}_{1}$, we have

$$
\begin{aligned}
f_{2}\left(\sigma_{\mathcal{S}}(s), \sigma_{\mathcal{E}}\left(B_{j}^{(1)}\right)\right) & =f_{2}\left(s, B_{i}^{(2)}\right) \\
& =g_{i}^{(2)}(s) \\
& =\alpha\left(g_{j}^{(1)}(s)\right) \\
& =\sigma_{\mathcal{M}}\left(f_{1}\left(s, B_{j}^{(1)}\right)\right)
\end{aligned}
$$

Thus, $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ is isomorphic to $\left(\mathcal{S}_{1}, \mathcal{E}_{1}, \mathcal{M}_{1} ; f_{1}\right)$.

Similarly, for an optimal Cartesian authentication code, we have the following theorem.

Theorem 9. Two optimal Cartesian authentication codes are isomorphic if and only if the induced transversal designs are isomorphic.

## 4. Numbers of some kinds of authentication codes

The classification of authentication codes, or the enumeration of the isomorphism classes of authentication codes is one of the most important problems in the study of authentication theory. In the following, let $n \geqslant 2$.

Theorem 10. There exists one and only one optimal Cartesian $A C\left(2, n^{2}, 2 n\right)$ for each $n \geqslant 2$.

Proof: Existence Let $\mathcal{S}=\left\{s_{1}, s_{2}\right\}, \mathcal{E}=\left\{e_{1}, e_{2}, \ldots, e_{n^{2}}\right\}$ and $\mathcal{M}=\left\{\left(s_{i}, j\right) \mid 1\right.$ $\leqslant i \leqslant 2, \quad 1 \leqslant j \leqslant n\}$. The encoding matrix

$$
\left[\begin{array}{lllllllll}
\left(s_{1}, 1\right) & \cdots & \left(s_{1}, 1\right) & \left(s_{1}, 2\right) & \cdots & \left(s_{1}, 2\right) & \cdots & \left(s_{1}, n\right) & \cdots  \tag{1}\\
\left(s_{2}, 1\right) & \cdots & \left(s_{2}, n\right) & \left(s_{2}, n\right) \\
\underbrace{, 1)}_{n} & \cdots & \left(s_{2}, n\right) & \cdots & \left(s_{2}, 1\right) & \cdots & \left(s_{2}, n\right)
\end{array}\right]_{n}^{t}
$$

gives an optimal Cartesian $A C\left(2, n^{2}, 2 n\right)$.
Uniqueness. For an optimal Cartesian $A C\left(2, n^{2}, 2 n\right),|\mathcal{E}(m)|=n$ for any $m \in \mathcal{M}$ by Lemma $2,|\mathcal{M}(s)|=n$ for any $s \in \mathcal{S}$, and any two messages which correspond to different source states are contained in a unique encoding rule simultaneously by Lemma 3. Suppose that $\mathcal{M}=\left\{m_{\ell}: 1 \leqslant \ell \leqslant 2 n\right\}$. By interchanging the rows of its encoding matrix if necessary, we can assume that its first column is of the form


The subblock in the second column corresponding to subblock $(\underbrace{m_{i}, \ldots, m_{i}}_{n})(1 \leqslant i \leqslant n)$ in the first column is a permutation of $m_{n+1}, m_{n+2}, \ldots, m_{2 n}$. By interchanging the rows in this encoding matrix again, we can assume that its second column is

$$
\left(m_{n+1}, \ldots, m_{2 n}, m_{n+1}, \ldots, m_{2 n}, \ldots, m_{n+1}, \ldots, m_{2 n}\right)^{t}
$$

Since the authentication code obtained by interchanging the rows of the encoding matrix is isomorphic to the original one, every optimal Cartesian $A C\left(2, n^{2}, 2 n\right)$ is isomorphic to one whose encoding matrix is of the form (1). So any two optimal Cartesian $A C\left(2, n^{2}, 2 n\right)$ 's are isomorphic.

Next, we enumerate the isomorphism classes of $A C(2, n, n)$ 's with perfect secrecy. Clearly, there exists such an $A C(2, n, n)$. Also, we know that $P_{I}=2 / n$ for any $A C(2, n, n)$
with perfect secrecy (see [2]). In the encoding matrix of an $A C(2, n, n)$ with perfect secrecy, each column is a permutation of the $n$ messages. For convenience, let the messages be $1,2, \ldots, n$. Suppose the first column of its encoding matrix is $\left(i_{1}, i_{2}, \ldots, i_{n}\right)^{t}$ and the second one is $\left(j_{1}, j_{2}, \ldots, j_{n}\right)^{t}$. Then the $A C(2, n, n)$ with perfect secrecy can be represented by the permutation

$$
P=\left(\begin{array}{cccc}
i_{1} & i_{2} & \cdots & i_{n} \\
j_{1} & j_{2} & \cdots & j_{n}
\end{array}\right)
$$

We call $P$ the permutation representation of the code $A C(2, n, n)$.
Theorem 11. Two $A C(2, n, n)$ 's with perfect secrecy are isomorphic if and only if their permutation representations have the same cycle type.

Proof: Suppose that two $A C(2, n, n)$ 's $\left(\mathcal{S}_{i}, \mathcal{E}_{i}, \mathcal{M}_{i} ; f_{i}\right)(i=1,2)$ with perfect secrecy are isomorphic by an isomorphism $\left(\sigma_{\mathcal{S}}, \sigma_{\mathcal{E}}, \sigma_{\mathcal{M}}\right)$. Let $\mathcal{S}_{i}=\left\{s_{1}^{(i)}, s_{2}^{(i)}\right\}(i=1,2)$ and let the permutation representation of $\left(\mathcal{S}_{1}, \mathcal{E}_{1}, \mathcal{M}_{1} ; f_{1}\right)$ be

$$
P=\left(\begin{array}{cccc}
i_{1} & i_{2} & \cdots & i_{n} \\
j_{1} & j_{2} & \cdots & j_{n}
\end{array}\right)
$$

If $\sigma_{\mathcal{S}}\left(s_{1}^{(1)}\right)=s_{1}^{(2)}$, then the permutation representation of $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ is

$$
Q=\left(\begin{array}{llll}
\sigma_{\mathcal{M}}\left(i_{1}\right) & \sigma_{\mathcal{M}}\left(i_{2}\right) & \cdots & \sigma_{\mathcal{M}}\left(i_{n}\right) \\
\sigma_{\mathcal{M}}\left(j_{1}\right) & \sigma_{\mathcal{M}}\left(j_{2}\right) & \cdots & \sigma_{\mathcal{M}}\left(j_{n}\right)
\end{array}\right)
$$

Since $\sigma_{\mathcal{M}}$ is a bijection, $P$ and $Q$ have the same cycle type. If $\sigma_{\mathcal{S}}\left(s_{1}^{(1)}\right)=s_{2}^{(2)}$, then the permutation representation of $\left(\mathcal{S}_{2}, \mathcal{E}_{2}, \mathcal{M}_{2} ; f_{2}\right)$ is

$$
Q^{-1}=\left(\begin{array}{llll}
\sigma_{\mathcal{M}}\left(j_{1}\right) & \sigma_{\mathcal{M}}\left(j_{2}\right) & \cdots & \sigma_{\mathcal{M}}\left(j_{n}\right) \\
\sigma_{\mathcal{M}}\left(i_{1}\right) & \sigma_{\mathcal{M}}\left(i_{2}\right) & \cdots & \sigma_{\mathcal{M}}\left(i_{n}\right)
\end{array}\right)
$$

Since $Q^{-1}$ and $Q$ have the same cycle type, so do $P$ and $Q^{-1}$.
Conversely, suppose that the permutation representations $P_{1}$ and $P_{2}$ of two $A C(2, n, n)$ 's with perfect secrecy $\left(\mathcal{S}_{i}, \mathcal{E}_{i}, \mathcal{M}_{i} ; f_{i}\right)(i=1,2)$ have the same cycle type. Let $\mathcal{S}_{i}=\left\{s_{1}^{(i)}, s_{2}^{(i)}\right\}, \mathcal{E}_{i}=\left\{e_{1}^{(i)}, e_{2}^{(i)}, \ldots, e_{n}^{(i)}\right\}, \mathcal{M}_{i}=\left\{1^{(i)}, 2^{(i)}, \ldots, n^{(i)}\right\}$, and let the cyclic representations of $P_{1}$ and $P_{2}$ be

$$
\begin{aligned}
P_{1} & =\left(i_{1}^{(1)} i_{2}^{(1)} \cdots i_{t}^{(1)}\right)\left(i_{t+1}^{(1)} i_{t+2}^{(1)} \cdots i_{\ell}^{(1)}\right) \cdots\left(i_{s+1}^{(1)} i_{s+2}^{(1)} \cdots i_{n}^{(1)}\right) \\
P_{2} & =\left(j_{1}^{(2)} j_{2}^{(2)} \cdots j_{t}^{(2)}\right)\left(j_{t+1}^{(2)} j_{t+2}^{(2)} \cdots j_{\ell}^{(2)}\right) \cdots\left(j_{s+1}^{(2)} j_{s+2}^{(2)} \cdots j_{n}^{(2)}\right)
\end{aligned}
$$

Define $\sigma_{\mathcal{S}}, \sigma_{\mathcal{E}}$ and $\sigma_{\mathcal{M}}$ by

$$
\begin{aligned}
\sigma_{\mathcal{S}}: s_{i}^{(1)} \mapsto s_{i}^{(2)}, & i=1,2, \\
\sigma_{\mathcal{E}}: e_{i_{r}}^{(1)} \mapsto e_{j r}^{(2)}, & 1 \leqslant r \leqslant n, \\
\sigma_{\mathcal{M}}: i_{r}^{(1)} \mapsto j_{r}^{(2)}, & 1 \leqslant r \leqslant n .
\end{aligned}
$$

From Lemma 4, it can be proved that $\left(\sigma_{\mathcal{S}}, \sigma_{\mathcal{E}}, \sigma_{\mathcal{M}}\right)$ is an isomorphism between these two codes.

The number of the cycle types of permutations on $n$ elements is the number of partitions of $n$ into positive parts and is normally denoted by $p(n)$. A recurrence formula for calculating $p(n)$ and its values up to $n=100$ can be found in [5]. It is also the number of non-negative integer solutions $\left(\ell_{1}, \ell_{2}, \ldots, \ell_{n}\right)$ of the equation $\sum_{i=1}^{n} i \ell_{i}=n$. For the permutation representation of an $A C(2, n, n)$ with perfect secrecy, $\ell_{1}=0$. If $\ell_{2} \neq 0$, then its encoding matrix has two rows containing $i, j$ and $j, i$, respectively, and these two messages $i$ and $j$ do not appear in other rows. So, $\mathcal{E}(i)=\mathcal{E}(j)$ and then $P_{S}=1$. If $\ell_{2}=0$, then each pair of messages appear in at most one row. Therefore, $P_{S}=1 / 2$. That is,

$$
P_{S}= \begin{cases}1 & \text { if } \ell_{2} \neq 0 \\ \frac{1}{2} & \text { if } \ell_{2}=0\end{cases}
$$

Denote, by $N_{k}(n)$, the number of non-negative integer solutions $\left(\ell_{k}, \ell_{k+1}, \ldots, \ell_{n}\right)$ of the equation $\sum_{i=k}^{n} i \ell_{i}=n$. So $p(n)=N_{1}(n)$. Since $N_{k}(n)$ is the number of partitions of $n$ with smallest part at least $k$ and $N_{k+1}(n)$ is the number of partitions of $n$ with smallest part at least $k+1$, it follows that $N_{k}(n)-N_{k+1}(n)$ is the number of partitions of $n$ with smallest part exactly $k$. By removing one part of size $k$ from each such partition, it can be seen that there is a one-one correspondence between these partitions and the partitions of $n-k$ with smallest part at least $k$. Hence

$$
N_{k}(n)-N_{k+1}(n)=N_{k}(n-k)
$$

so

$$
\begin{equation*}
N_{k+1}(n)=N_{k}(n)-N_{k}(n-k) \tag{2}
\end{equation*}
$$

By repeated use of (2), we have $N_{2}(n)=p(n)-p(n-1)$ and $N_{3}(n)=p(n)-p(n-1)$ $-p(n-2)+p(n-3)$. Therefore, we have the following theorem.

ThEOREM 12. For $n \geqslant 3$, the number of isomorphism classes of $A C(2, n, n)$ 's with perfect secrecy is

$$
\begin{cases}N_{2}(n-2)=p(n-2)-p(n-3) & \text { if } P_{S}=1 \\ N_{3}(n)=p(n)-p(n-1)-p(n-2)+p(n-3) & \text { if } P_{S}=\frac{1}{2} \\ 0 & \text { otherwise }\end{cases}
$$

where $p(n)$ is the number of partitions of $n$ and $p(0)=1$.

The numbers of isomorphism classes of $A C(2, n, n)$ 's with perfect secrecy for a small $n$ are listed in the following table.

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{S}=1$ | 0 | 1 | 1 | 2 | 2 | 4 | 4 | 7 | 8 | 12 | 14 | 21 | 24 | 34 | $\cdots$ |
| $P_{S}=\frac{1}{2}$ | 1 | 1 | 1 | 2 | 2 | 3 | 4 | 5 | 6 | 9 | 10 | 13 | 17 | 21 | $\cdots$ |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Total | 1 | 2 | 2 | 4 | 4 | 7 | 8 | 12 | 14 | 21 | 24 | 34 | 41 | 55 | $\cdots$ |

Example. The encoding matrices of the four non-isomorphic $A C(2,8,8)$ 's with perfect secrecy and $P_{S}=1$ are

$$
\left[\begin{array}{ll}
1 & 2 \\
2 & 1 \\
3 & 4 \\
4 & 3 \\
5 & 6 \\
6 & 5 \\
7 & 8 \\
8 & 7
\end{array}\right],\left[\begin{array}{ll}
1 & 2 \\
2 & 1 \\
3 & 4 \\
4 & 5 \\
5 & 3 \\
6 & 7 \\
7 & 8 \\
8 & 6
\end{array}\right],\left[\begin{array}{ll}
1 & 2 \\
2 & 1 \\
3 & 4 \\
4 & 3 \\
5 & 6 \\
6 & 7 \\
7 & 8 \\
8 & 5
\end{array}\right] \text { and }\left[\begin{array}{ll}
1 & 2 \\
2 & 1 \\
3 & 4 \\
4 & 5 \\
5 & 6 \\
6 & 7 \\
7 & 8 \\
8 & 3
\end{array}\right]
$$

The encoding matrices of the three non-isomorphic $A C(2,8,8)$ 's with perfect secrecy and $P_{S}=1 / 2$ are

$$
\left[\begin{array}{ll}
1 & 2 \\
2 & 3 \\
3 & 1 \\
4 & 5 \\
5 & 6 \\
6 & 7 \\
7 & 8 \\
8 & 4
\end{array}\right],\left[\begin{array}{ll}
1 & 2 \\
2 & 3 \\
3 & 4 \\
4 & 1 \\
5 & 6 \\
6 & 7 \\
7 & 8 \\
8 & 5
\end{array}\right] \quad \text { and }\left[\begin{array}{cc}
1 & 2 \\
2 & 3 \\
3 & 4 \\
4 & 5 \\
5 & 6 \\
6 & 7 \\
7 & 8 \\
8 & 1
\end{array}\right]
$$
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