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A b s t r a c t . We have developed a massively parallel special-purpose com-
puter system for iV-body simulations, GRAPE-4 (GRAvity-PipE 4). The 
GRAPE-4 system is designed for high-accuracy simulations of dense stellar 
systems. The GRAPE-4 calculates gravitational forces, their derivatives in 
time and potential energies. It has a hardware for prediction of positions 
and velocities, which is used for the individual timestep scheme. Using 
multi-chip module technology, we integrated 1692 chips of 640 megaflops 
performance. The peak speed of GRAPE-4 is 1.08 teraflops. 

1. I n t r o d u c t i o n 

Gravitational iV-body simulation is one of the most important method for 
the study of star clusters. In iV-body simulations, almost all computational 
t ime is spent in calculating gravitational forces, since the number of interac-
tions between particles is proportional to the square of the number of par-
ticles. Thus, it requires huge computing resources beyond teraflops perfor-
mance to simulate the post-collapse evolution of real clusters with 10 4 ~ 10 5 

particles. We have developed special purpose computer systems GRAPE 
(GRAvity PipE) to accelerate for iV-body simulations of globular clus-
ters, galaxies, cluster of galaxies, and the universe(Sugimotο et al. , 1990; 
Ebisuzaki et al. , 1993). In this paper we describe GRAPE-4, a teraflops 
massively-parallel special-purpose computer system for gravitational N-
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body simulations (Taiji et al. , 1994a). GRAPE-4 is suitable for high-
accuracy iV-body simulations with the hierarchical timestep scheme. 

G R A P E calculates only gravitational forces. The host workstation, which 
is connected to GRAPE, integrates orbits of particles. The GRAPE sys-
tems have very long pipelines specialized for the calculations of gravitational 
interactions. These pipelines perform a few tens of arithmetic operations 
per cycle. In the large iV-body simulations, the force calculation, which 
costs 0(N2) in time, dominates computational time. On the other hand, 
both the calculation in a host and the communication between a host and a 
G R A P E system cost O(N). Therefore, commercial workstations can satisfy 
the requirements for the communication speed as well as for the calculation 
speed, although the calculation speed of GRAPE exceeds teraflops. 

There are the tree algorithm (Barnes and Hut, 1986), the Particle-
Particle Particle-Mesh (PPPM) method (Hockney and Eastwood, 1988), or 
the fast multipole method (FMM) (Greengard and Rokhlin, 1987), which 
reduce the cost of force calculations to 0(N log N) or O(N). However, 
these methods are very difficult to combine with individual or hierarchi-
cal t imestep schemes, which are essential in simulations of dense stellar 
systems. Recently McMillan and Aarseth succeeded to implement a tree al-
gorithm with a hierarchical timestep scheme (McMillan and Aarseth, 1993). 
However, their results indicate tha t the direct summation is more efficient 
for simulations at least with Ν < 10 5 on teraflops machines, if we take ac-
count of the overhead of parallelization. Thus, the direct summation is still 
the most efficient for simulations of dense stellar systems. In addition, we 
can use G R A P E to accelerate these clever algorithms. Makino implemented 
a tree algorithm (Makino, 1991b) and Brieu et al. implemented the P P P M 
algorithm on GRAPE-3 (Brieu et al. , 1995). Thus, GRAPE accelerates 
most of particle simulations of large-AT self-gravitating systems. 

2. W h a t G R A P E - 4 ca lculates 

GRAPE-4 calculates forces force derivatives in time f i y and poten-
tial energies φ{ of particle i from the positions Xi(ti),Xj(tj), the velocities 
vi(ti),Vj(tj)i and the masses rrij according to the following equation. 

fi = Σ m ; 

fi = J2mJ 
j 

( r 2 . + e 2 ) 3 / 2 ' 

j%2 3(v{j ' f*ij)rij 

( r ? . + € 2 ) 3 / 2 ( r 2 . + , 2 ) 5 / 2 j · 

1 

(1) 

( r g + e 2 ) 1 / 2 ' 
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where T i j = Xi(U) — Xj(U), Vij = Vi(U) — V j ( * i ) , and e is a softening 
parameter. Force derivatives in time are necessary in fourth-order Hermite 
scheme, which is more simple and accurate than schemes based on the 
Newton interpolation (Makino, 1991a; Makino and Aarseth, 1992; Aarseth, 
1995). Here, the positions and the velocities at time U (xj(ti), Vj(t{)) are 
calculated from those at time tj using third order predictors 

a l t 2 w 
Vj(ti) = Vj + ajAt + -2——, 

il 

where At = U — tj. In the hierarchical timestep scheme, we have to evalu-
ate predictors of all particles, while we only calculate forces and correctors 
of particles which share the block step. Therefore, predictor calculations 
becomes too expensive to be performed by the host computer as Ν is in-
creased. Since we have to send the predicted coordinates of all particles, the 
communication between the host and GRAPE-4 is also increased. To solve 
these problems, we added a hardwired pipeline for predictor calculations to 
GRAPE-4. 

It also build the neighbor lists, which contains the indices of particles 
within a distance h from particle i. 

3. S y s t e m Arch i t ec ture 

Figure 1 shows the block diagram of the GRAPE-4 system. It consists 
of a host computer, host interface boards (HIB), controller boards (CB), 
and processor boards (PB). This system has a two-level structure. It has 
four clusters, and each cluster has one CB and nine PBs. Each PB has 
47 HARP (Hermite AcceleratoR Pipe) chips which calculates forces and 
their derivatives. The HARP chip has the performance of 640 megaflops. 
Therefore, the system has 1692 HARP chips and the peak performance of 
1.08 teraflops. We use Digital Equipment Corporation (DEC) Alpha AXP 
3000 series workstation with a TURBOchannel bus as a host computer. 
However, it is fairly easy to connect the system to another host computer. 
Since it consumes only 10 kW of power, no heavy cooling system is neces-
sary. It cost about 1.2 million dollars to build the hardware of GRAPE-4. 
For comparison, a commercial massively-parallel-processors machine with 
100-200 gigaflops of theoretical peak speed would cost about 30 million 
dollars in 1995. Figure 2 shows a photograph of the GRAPE-4 system. 

The following two ideas are the keys to achieve such a high performance 
at a low cost. The first one is the very-long-pipeline architecture, which 
leads high-performance LSI chips. The second one is massive parallelization. 
We will explain these ideas in the following sections. 
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Figure 1. The block diagram of the GRAPE-4 system. HIB: host interface board, CB: 
controller board, PB: processor board. 

Figure 2. Photograph of the GRAPE-4 system with one of the authors (JM). 

4 . Very Long P i p e l i n e 

Nowadays we can pack > 10 7 transistors into one silicon LSI. Since a float-
ing point multiplier and adder need less than ~ 1 0 5 5 transistors even in 
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Figure 3. The block diagram of the HARP chip. 

double precision, one LSI can have a few tens or hundreds of arithmetic 
units. It is very difficult to utilize so many arithmetic units efficiently. The 
very-long-pipeline architecture is one of answers to solve the problem. In 
this architecture, the whole force calculation are done in one or a few cy-
cles using many arithmetic units. Figure 3 shows the block diagram of 
the HARP chip, which is developed for the GRAPE-4 system (Taiji et al , 
1994b). The HARP chip calculates force force derivative in time and 
potential energy φ{. Each arithmetic unit has the special role and they are 
connected in the specific sequence to calculate force. These units are fully 
pipelined so tha t all of them work simultaneously. The HARP chip calculate 
one interaction, which usually requires 50 ~ 60 operations, in three cycles. 
In other words, it performs about 20 operations per cycle. Thus its per-
formance reaches 640 megaflops at 32 MHz. This is very high performance 
considering the fact tha t it is made by 1.0 μια technology, and operates 
at 32 MHz clock. We have developed another LSI for the evaluation of 
predictor, the PROMETHEUS chip, which also has the very-long-pipeline 
architecture. 

This pipeline approach is used also in vector processors and RISC pro-
cessors. Our approach to develop a special-purpose very-long-pipeline LSI 
has two major advantages over conventional vector processors or RISC 
pipelines. The first advantage of a special-purpose processor is tha t we 
can tune the precision and other features according to the application. 
The optimization of word lengths reduces the gate count significantly. The 
second advantage is tha t it requires rather low input /ou tput (I /O) perfor-
mance. In the case of general-purpose processors, it is difficult to use many 
arithmetic units efficiently without increasing the I /O bandwidth between 
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the memories and the arithmetic units. On the other hand, in the case of 
a special-purpose processor, arithmetic units are connected in a specific 
topology following a data flow. Therefore, a LSI chip with many arith-
metic units requires a moderate I /O bandwidth. In the case of processors 
specialized for the iV-body simulations, we can use the "virtual multiple 
pipeline" architecture to further reduce the I /O bandwidth. These advan-
tages make it possible to utilize almost all the transistors available on a 
chip for calculations. Thus, a special-purpose LSI can house hundreds times 
more arithmetic units than general-purpose processors. 

5. M a s s i v e Paral le l izat ion 

GRAPE-4 consists of 1692 HARP chips to achieve 1.08 teraflops. In this 
section we explain how we parallelize the task among many pipelines with-
out losing efficiency. As we explained already, GRAPE-4 calculates only 
forces, their derivative, and potential energies. For example, the force F{ 
on particle i is given by 

where is the force exerted by particle j on particle i. Thus, we have 
two ways of parallelization: parallelization over index i (i-parallelization) 
and tha t over index j (j-parallelization). GRAPE-4 uses both ways of par-
allelization. 

5.1. /-PARALLELIZATION 

The parallelization over index i means parallel calculation of forces on many 
particles. This parallelization scheme is very important in the GRAPE ar-
chitecture. In this method different pipelines calculate forces on different 
particles. The coordinates and masses of j-particles are supplied from the 
predictor (memory) unit to the pipelines. Since these pipelines calculate 
forces on different particles, we can use the same coordinates of j-part icles 
for calculation of all these forces. Therefore, all the inputs of pipelines can 
share the common output from the predictor unit. Such a memory architec-
ture cannot be used in general-purpose computers, since it can be applied 
only for some special applications like classical force calculations. 

In the HARP chip we also used the virtual parallelization technique 
(Makino et al , 1993; Taiji et al , 1994b). The HARP chip accumulates 
forces, their derivatives in time and potentials of two different particles 
simultaneously. The pipeline accumulate these two forces in turn. Again, 
we can use the same coordinates and masses of j-particles for calculation 
of these two particles. The parallelization on an index i can be applied not 
only for physical pipelines but also for a time-shared virtual pipeline. 

(3) 
J 
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Figure 4- The block diagram of the GRAPE-4 processor board. 

Figure 5. A photograph of a multi-chip module of the HARP chips. It has two cavities 
and each cavity can house 4 HARP chips. 

Figure 4 shows the block diagram of the GRAPE-4 processor board 
(PB). It has a memory unit, a predictor unit (PROMETHEUS chip), and 
47 HARP chips. We have developed a ceramic multi-chip module (MCM) 
of 8 HARP chips for efficient packaging. Figure 5 shows the photograph of 
the MCM. The total number of pins is only 240 since most of input /ou tpu t 
pins are shared by all of the HARP chips. Thus, an efficient use of MCM is 
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again the result of i-parallelization. The area of MCM (75 mm x 110 mm) 
is the half of 8 single-chip modules. A Multi-chip modules is very effective 
in reducing the complexity and size of the board. The processor board can 
mount 6 MCM (48 HARP chips). However, since we used a MCM with one 
defect for each board, the number of the HARP chips per PB is 47 in the 
current GRAPE-4 system. 

The parallelization on i is quite easy and effective to achieve high per-
formance as explained, however, there are several problems which limit 
the number of i-parallel pipelines. In the hierarchical timestep scheme, the 
number of z-parallel pipelines must be smaller than the average number of 
particles at a block step, iV s t e p. For simulations with Ν < 10 5 , it becomes 
smaller than the number of (virtual) pipelines in GRAPE-4 (3384), since 
iV step is roughly 10 3 for Ν = 10 5 (Makino, 1991a). Therefore, we can not 
apply i-parallelization for all pipelines. In addition, it is physically difficult 
to connect thousands of pipeline chips to a single memory unit. There-
fore, we use ΐ-parallelization only to distribute tasks between pipelines on 
a processor board. The number of i-parallel pipelines is 94 in GRAPE-4. 

5.2. J-PARALLELIZATION 

To distribute tasks over processor boards, we use parallelization on index j . 
In the GRAPE-4 system with 36 processor board, The total force is divided 
into 36 partial forces. Each processor board calculates a different piece of 
the force. The total force is calculated as a sum of the partial forces 

This means tha t the communication between the host and GRAPE-4 is 
increased by a factor of 36. Since the summation of partial forces is done 
by the host, it also increases the amount of calculations in the host. 

The controller board solves these problems. It sums up the partial forces 
calculated on processor boards and sends the result to the host. Thus, it 
can reduce the communication and the calculations which arise due to the 
j-parallelization by a factor of 9. 

6. Software and Performance 

In this section, we describe the procedure to use GRAPE-4, and discuss 
the behavior of the sustained performance. Since GRAPE-4 calculates only 
forces, their derivatives, and potential energies, it is easy to write programs 
for GRAPE-4. The following is the basic procedure to use GRAPE-4. 

1. Select 94 particles in the current block step 

η 2n 36n 
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2 . Calculate predictors at the current time for these particles 
3. Send χ and ν of these particles to GRAPE 
4. Calculate forces by GRAPE 
5. Receive / , / , and φ from GRAPE 
6. Calculate correctors and update x,v 
7. Send ί τ , υ ,α , and ά 

More details are described in the paper by Aarseth ( 1 9 9 5 ) . 

Next, we discuss the sustained performance of GRAPE -4 . The comput-
ing time per particle per timestep is expressed as 

^step = = ^host ~r" ^comm H~ -^^force ( 5 ) 

where ï h o s t is the time for calculations on the host computer, T c o m m is the 
time for communication between the host and GRAPE -4 , and Nt{OTCe is the 
time for force calculation on processor boards. Since Nt{OTCe is proportional 
to the number of particles Ν but Th o s t

 a n d T c o m m are constant, the sustained 
performance strongly depends on N. Thus, the efficiency η = T{OTCe/Tstep 

behaves as 

η = ν ϊ Ί ^ ' ( 6 ) 

where iVhalf is the number of particle which is necessary to obtain the 
efficiency of 5 0 % . For the full GRAPE -4 system, we obtained JV h a i f ~ 4 χ 1 0 5 . 

^half is scaled roughly to the peak performance of the GRAPE system. More 
details will be discussed in another paper (Taiji et al. , 1 9 9 6 ) . 

7. S u m m a r y and future prospec t s 

We have developed GRAPE -4 , a special-purpose computer system for as-
trophysical iV-body simulations. It calculates gravitational forces and its 
time-derivative and has a hardware for predictor calculations. It is suit-
able for simulations of dense stellar systems using the hierarchical t imestep 
scheme. The GRAPE -4 system is a massively parallelized system of 1 6 9 2 
force calculation pipeline chips. Its peak performance reached at 1 .08 ter-
aflops and it cost 1.2 million dollars. 

The G R A P E architecture will become more important in future. General-
purpose computers cannot utilize efficiently the increasing amount of tran-
sistors. On the other hand, GRAPE can use all of them to increase arith-
metic units. The speed of GRAPE will increase by 1 0 3 in ten years, though 
general-purpose computers become about 1 0 0 times faster at the same pe-
riod. GRAPE -4 used the technology available at 1 9 9 0 . If we start to develop 
the next generation GRAPE (GRAPE-TNG) at 1 9 9 8 , we will be able to 
build a pipeline chips with 5 times faster clock and 5 0 times more transis-
tors. Thus we get a speedup by a factor of 2 5 0 . Therefore, we will be able 
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to build a petaflops GRAPE in the end of the twentieth century for the 
price of 10 million dollars. GRAPE-TNG will open a new era of petaflops 
computing, and advance our understanding of dynamics of star clusters. 
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