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Introduction

Nonhuman animals (hereafter animals) engage in sophisticated behaviors. New

Caledonian crows construct novel compound tools (von Bayern et al. 2018),

western scrub jays remember not only which food items they’ve cached but also

where and when they’ve cached them (Clayton et al. 2001), honey bees behave

as if they have a concept of zero (Howard et al. 2018), and chimpanzees

outperform human children on a variety of physical cognition tasks

(Herrmann et al. 2007). Many animals also have complex nervous systems.

Humans and chimpanzees diverged around 7 million years ago and have many

brain structures in common. Even structures previously thought to be uniquely

human, like areas of the paracingulate sulcus (linked to personality traits), have

recently been found to be homologous across humans and chimpanzees (Amiez

et al. 2021).1 Mammals and birds diverged around 300 million years ago and

thus differ more substantially in their neural structure. For example, it was not

until after this divergence that the six-layered neocortex characteristic of mam-

malian brains evolved. Birds lack a neocortex, but have a nidopallium caudo-

laterale (NCL), which neuroscientists believe is functionally analogous to the

mammalian neocortex. The NCL is larger in crows than other songbirds and

appears to underpin many behavioral decisions, including those based on

abstract principles (Veit & Nieder 2013).

Comparative psychologists and neuroscientists have learned a lot about the

cognitive and behavioral abilities of animals over the last century. However,

many questions remain unanswered. One outstanding question that has received

a lot of attention from researchers is whether and how animals reason about so-

called “unobservable” variables. Imagine, for example, seeing a crow approach

a container of water. Floating on the water’s surface is a grub – a rewarding food

item for crows. The container is only half filled with water, though, so when the

crow tries to extract the grub with its beak, it can’t reach. Rather than giving up,

however, the crow locates a small rock nearby, picks it up, and drops it into the

container. This rock raises the water level so the grub is closer to the container’s

opening, but it’s still not within reach. The crow, however, continues to drop rocks

into the container until the grub is within reach. This problem is known as the

Aesop’s Fable task and has been used to investigate causal reasoning in rooks,

crows, humans, and other animals (see Cheke et al. 2012; Jelbert et al. 2015).

Does the crow understand that heavy rocks are capable of displacingwater?Do

nonhuman animals more generally reason about unobservable causes like weight

1 In this context, a feature is homologous or conserved when it has a similar structure or function
across two or more taxa due to it being inherited by a common ancestor (see Halina & Bechtel
2013).
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and force? If so, does this mean that they can reason about other unobservable

variables like the beliefs and desires of another agent? Comparative cognition

researchers have conducted numerous carefully controlled experiments with the

aim of addressing these questions, but there is still major disagreement in the field

regarding the answers. In this Element, I will examine this debate over whether

animals reason about unobservable variables. This debate is important in part

because it’s a striking example of researchers providing different answers to

Darwin’s question regarding whether humans and other species should be under-

stood as mentally different in degree or in kind. Darwin writes:

If no organic being excepting man had possessed any mental power, or if his
powers had been of a wholly different nature from those of the lower animals,
then we should never have been able to convince ourselves that our high
faculties had been gradually developed. But it can be shewn that there is no
fundamental difference of this kind. (Darwin 1875, p. 65)

Although Darwinian evolution is widely accepted among comparative cogni-

tion researchers, there remains disagreement over how psychologically similar

humans are to other animals. In the case of reasoning about unobservable

variables, many researchers view human and nonhuman animals as differing

in degree (Call & Tomasello 2008; Krupenye & Call 2019). Others, however,

think this capacity represents a fundamental split between humans and all other

animals. For example, Penn et al. (2008) argue that “Darwin was mistaken” and

that there is a “profound discontinuity between human and animal minds” in this

regard (p. 109). According to Penn and colleagues, only humans reason about

unobservable variables and this makes them radically different from all other

animals.

This debate also provides an entry point into important questions regarding

how to study animal minds (Andrews 2020; Halina 2023). Researchers working

in comparative cognition seek “not just to confirm that animals are (or are not)

capable of doing something ‘clever’ but to discover how they do what they do”

(Shettleworth 2012, p. 4). Crows drop nuts onto roads and retrieve the cracked

nuts (Shettleworth 2010). Do they do this because they’ve learned that cars are

useful nut-cracking tools or because they’ve evolved to crack shells by dropping

them from a height (with no awareness of the effects of cars on nuts)? In order to

choose amongst competing explanations, comparative cognition researchers

conduct experiments designed to rule out plausible alternative hypotheses. As

we will see, disagreements about whether animals reason about unobservable

variables are due in large part to disagreements about whether there is enough

direct and indirect evidence to support this claim. Investigating this debate will

give us insight into what is needed to draw inferences about animal minds.

2 Philosophy of Mind
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This Element proceeds as follows. I begin in Section 1 by introducing the

diverse research aims of comparative cognition. It is important to keep these

aims in mind, as different aims require different methods for success. Drawing

on philosophy of science, I also introduce a general framework for thinking

about the relationship between theory and evidence, which will help guide us in

evaluating claims about animal minds. In Section 2, I introduce how researchers

empirically investigate animal minds, focusing on those methods aimed at

determining whether animals reason about unobservable variables. Here

I examine the target hypotheses researchers aim to test, as well as the alternative

accounts they attempt to eliminate. In Section 3, I consider two major chal-

lenges to the methods used in this research program. First, some researchers

argue that the mainstream approaches used to investigate whether animals

reason about unobservable variables are deeply misguided and should be

replaced by an alternative approach. I argue that this concern is ultimately

unpersuasive. However, a second challenge is that both mainstream and alter-

native approaches are plagued by problems of underdetermination. This latter

challenge, I argue, prevents researchers from establishing strong warrant for the

hypothesis that animals reason about unobservable variables. In Section 4,

I consider two promising approaches to resolving these problems of underdeter-

mination: signature testing and mechanistic constraints. Comparative cognition

researchers currently rely almost exclusively on the results of pass/fail behav-

ioral tasks for evaluating cognitive hypotheses. The behavior, brains, and bodies

of animals, however, are complex and diverse. Additional constraints are

needed to identify the mechanisms responsible for a given behavioral phenom-

enon. I draw on research in philosophy of science, as well as other scientific

fields (e.g., biology and chemistry), to show how additional information-

processing and mechanistic constraints can improve hypothesis evaluation

when investigating animal minds.

1 Comparative Cognition

Before introducing the details involved in investigating animals’ abilities to

reason about unobservable variables, it is important to step back and consider

two issues that will help frame our discussion. First, comparative cognition is

a vast field with a multitude of aims. Clarifying the aims that concern us in this

Element will help us focus our discussion (Section 1.1). Second, one of the

central goals of this Element is to evaluate what we know about animal minds.

However, it’s not possible to do this precisely without some account of the

relationship between theory and evidence. Thus, I will briefly introduce an

account of theory and evidence drawing on contemporary work in philosophy

3Animal Minds
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of science (Section 1.2). We will then proceed in Section 2 to examine research

on animal minds in light of this framework.

1.1 Research Aims

One major goal of comparative cognition is to better understand human cognition

and behavior. For example, biologists and cognitive scientists rely on a wide range

of model organisms to understand phenomena such as neurodegenerative disorders

in humans. Model organisms are a group of organisms on which a large portion of

research is conducted. Examples include the fruit fly (Drosophila melanogaster),

nematode worm (C. elegans), the house mouse (Mus musculus), and the brown rat

(Rattus norvegicus). Consider, for example, the Comparative Cognition Lab led by

Jonathon Crystal at Indiana University. Crystal and colleagues examine how rats

process and remember events. They’ve shown that rats appear to use episodic

memory to replay a stream of unique events in sequential order, such as a series of

odorant experiences (Panoz-Brown et al. 2018). In humans, episodic memory

involves remembering events and the context (what, where, when) in which they

occur. For example, if I were to ask you to describe what you did this morning, you

might “replay” in your imagination the events of the morning in the order in which

they occurred (waking up to an alarm, brushing your teeth, etc.). This form of

remembering is known as episodic memory or “mental time travel” (Suddendorf &

Busby 2003). Episodic memory is impaired in humans with damage to their

hippocampus, resulting in amnesia. Individuals suffering from this form of amnesia

are described as stuck in time, unable to imagine their personal past, and lacking in

“temporal consciousness” (Dalla Barba & La Corte 2013; but see Craver et al.

2014). Crystal and colleagues’ research suggests that the hippocampus is crucial for

episodic memory in rats as well. When the hippocampal activity in rats is tempor-

arily suppressed, performance on episodic-memory tests is impaired, while other

abilities, such as distinguishing between known and unknown odors, is unimpaired.

Rats could thus serve as a valuable model of episodic memory, one which might

advance our understanding and treatment of human episodic-memory degeneration

and impairment, such as that caused by Alzheimer’s disease (Crystal 2018, see also

Boyle 2020).

In addition to providing insight into human cognition and behavior, comparative

cognition informs our understanding of human evolution (MacLean et al. 2012).

For example, researchers have examined the communicative abilities of nonhuman

primates in an attempt to reconstruct the evolutionary origins of human language.

Recent work suggests that great apes, such as chimpanzees and bonobos, use

a variety of gestures intentionally and flexibly (Tomasello & Call 2019) and that

some of these gestures are novel and acquired over ontogeny (Halina et al. 2013).

4 Philosophy of Mind
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Findings such as these have led several research groups to conclude that human

language is best understood as evolving from gestural, rather than vocal, commu-

nicative practices. For example, Michael Arbib and colleagues argue that panto-

mime and gestural imitation served as essential scaffolds for the evolution of

human language (Arbib et al. 2008). Similarly, based on empirical work on

chimpanzees and bonobos, Pollock and deWaal (2007) argue that manual gestures

are more promising candidates for the evolution of human language than vocaliza-

tions: whereas the vocal signal scream is largely invariant in being used in contexts

involving threat and attacks, the gesture gentle touch is used in a wide range of

contexts (travel, mating, grooming) with a range of meanings. As Pika et al. (2007)

argue, “since the gestural repertoires of apes are characterized by a high degree of

individual variability and flexibility of use as opposed to their vocalizations it seems

plausible that gestures were the modality within which symbolic communication

first evolved” (p. 41). Despite its ultimate application to humans, research such as

this is grounded in an understanding of animal minds. Without a good understand-

ing of gestural communication in chimpanzees, one would lack the grounds

necessary to inform theoretical and empirical work on humans.

In addition to studying animal minds for the sake of improving our under-

standing of humans, however, many comparative cognition researchers are

interested in animal minds for their own sake (e.g., see Barron et al. 2023).

Researchers working in the domains of cognitive ecology and cognitive ethol-

ogy emphasize the role of ecology and evolution in shaping animal minds.

Cognitive ecology is a field that aims to integrate knowledge of the natural

history of an organism (such as its ecological and evolutionary context) with

knowledge of the psychological and neural mechanisms giving rise to that

organism’s behavior (Healy & Braithwaite 2000). Similarly, the field of cogni-

tive ethology aims to understand how cognitive and behavioral capacities are

distributed across the tree of life, as well as their development and adaptiveness

(Allen & Bekoff 1997). The focus here is often not on comparing animals with

humans, but rather on identifying the diversity of forms cognition takes in

organisms exposed to different evolutionary, ecological, and social pressures

(Healy &Hurly 2003). Under this approach, one typically starts by observing an

organism’s behavior in the wild and then seeks to explain that behavior by

drawing on what is known about the species’ unique ecological context and

evolutionary history (Schnell et al. 2021a).

One classic example of this evolutionary and ecological approach concerns

food hoarding and spatial cognition. Animals differ in their food hoarding

behavior: larder-hoarders stash excess food in one place, scatter-hoarders hide

food in multiple places, and nonhoarders do not hoard food at all (Healy et al.

2009). Scatter-hoarders vary in the number of items they cache (from hundreds

5Animal Minds
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to thousands) and the length of time before they recover their caches (from a few

hours to several months). Some scatter-hoarders even take into account vari-

ables like food perishability (e.g., not recovering perishable food items after

long intervals) suggesting they know where and when a particular food item

(worm versus peanut) was cached (Clayton & Dickinson 1998). Given these

behavioral differences, one might expect the spatial cognition of scatter-

hoarders and nonhoarders to differ in predictable ways. Indeed, studies suggest

that food-hoarding species have better spatial memory than nonhoarding spe-

cies (Pravosudov & Roth 2013). Similar predictions can be made for species

that are distantly related but face similar evolutionary and ecological pressures.

For example, great apes and corvids are vertebrates that diverged approximately

300 million years ago, while the coleoid cephalopods (e.g., octopus and cuttle-

fish) are invertebrates that diverged from vertebrates over 550 million years ago

(Figure 1). Like scatter-hoarding corvids, however, cephalopods face many

foraging challenges and appear to have the capacity to encode the “what,”

“where” and “when” features of an event (Jozet-Alves 2013; Schnell et al.

2021b). Thus, the ecological context of a species may provide insight into that

species’ behavioral profile and cognitive abilities (Amodio et al. 2019). As

Healy and Jones (2002) write, “cognitive ecology provides a rationale for the

careful formulation and testing of hypotheses” (p. 324).

Some researchers emphasize the importance of studying animals in their

natural environment because “it is in this situation that natural selection

acts” (Healy & Hurly 2003, p. 326). If cognitive abilities are shaped by the

demands of an organism’s natural environment, then we might expect to see

those abilities on full display in this environment (Boesch 2007). Others

counter that conditions which are “unnatural” might guide development and

learning in ways that lead to novel cognitive abilities (Tomasello & Call

2008). Great apes raised by humans, for example, develop tool-use and

communicative abilities not found in their wild conspecifics. Investigating

animals in unusual environments might be particularly important when

comparing animals to humans, as many hold that the physical and social

environment scaffolds human cognition (Sterelny 2010). Thus, we might not

expect to find human-like capacities in other animals unless they are simi-

larly scaffolded.

1.2 Theory and Evidence

Understanding animal minds often requires evaluating cognitive hypotheses in

the face of limited and sometimes conflicting data. It is thus helpful to adopt

from the outset an account of evidence that we can apply when evaluating

6 Philosophy of Mind
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Figure 1 Shared ecological and evolutionary pressures may lead animals to have similar cognitive and behavioral abilities, despite being

evolutionarily distantly related. Image from Schnell et al. (2021a).

https://doi.org/10.1017/9781009119962 Published online by Cambridge University Press
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research in this area. I adopt here the account of evidence advanced by the

philosopher of science Julian Reiss (Reiss 2015, 2019). A virtue of Reiss’s

account is that it emphasizes the importance of local knowledge when evaluat-

ing scientific inferences. As we will see, taking a contextual approach toward

assessing evidence in comparative cognition will help us make sense of some

disagreements in the field and suggest paths toward resolutions.

According to Reiss, a good theory of evidence should distinguish support

from warrant. Providing support for a hypothesis involves collecting facts that

are relevant to that hypothesis. Like a detective collecting information pertain-

ing to an investigation, scientists collect data pertaining to a hypothesis.

However, such collections are not the same as inferring whether to accept

a hypothesis. One can gather information without “making up one’s mind” in

this way (Reiss 2015, p. 353). A hypothesis is warranted, on the other hand,

when a decision has been made about whether to accept or infer it. According to

Reiss, a theory of evidence should account for both parts of this process. With

respect to warrant, it should tell us: Out of the relevant facts we’ve collected,

which ones and how many are needed to warrant the hypothesis under investi-

gation? Let us briefly unpack the concepts of support and warrant before

examining how they work in practice in comparative cognition. We will appeal

to both concepts throughout this Element.

Reiss distinguishes between two kinds of support: direct and indirect.

Evidence ed provides direct support for some target hypothesis h “if and only if

ed is a pattern in the data we are entitled to expect to obtain under the supposition

that h is true” (Reiss 2015, p. 347). Evidence ei provides indirect support for

h “if and only if ei is a pattern in the data that is incompatible with what we are

entitled to expect to obtain under the supposition of the truth of one of h’s

alternative hypotheses h0, h″, h‴, and so on” (Reiss 2015, p. 347). Alternative

hypotheses are those that differ from the target hypothesis but can also explain

the empirical data. Such alternatives need to be empirically plausible, given our

background knowledge, in order to be relevant. As Reiss writes, “In the context

of scientific inquiry it would be inappropriate to advance a general skeptical

alternative, such as an evil-demon hypothesis” (2015, p. 351). One eliminates

an alternative hypothesis by citing data that is incompatible with what we would

expect under the supposition that this alternative hypothesis is true, thus pro-

viding indirect support for the target hypothesis. Crucially, one cannot eliminate

an alternative hypothesis with “objective certainty.” Instead, one must make

a judgment in light of one’s background knowledge and values: “If little hinges

on the decision, we may keep entertaining an alternative even in light of

dramatic indirect support” (Reiss 2015, p. 353).

8 Philosophy of Mind
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The above definitions of support provide an answer to the question, “what

information is relevant for evaluating a hypothesis?” It provides a guide regard-

ing what information we should seek to collect. However, it is important to note

that what we are “entitled to expect” depends on contextual factors such as the

background knowledge of a community (Reiss 2015, 2019). It is here where

local knowledge becomes critical for evaluating hypotheses. Consider, for

example, the causal hypothesis, “x causes y.” What one is entitled to expect

under the assumption that this hypothesis is true will depend on one’s back-

ground knowledge about how causes work. For example, although probabilistic

causality is widely accepted today, a century ago views of causality were

deterministic (Reiss 2015, p. 350). Thus, although today we may be entitled

to expect a pattern in the data in which x leads to y probabilistically, given the

hypothesis “x causes y,” this may not have been the case a century ago, and thus

would not qualify as support for the hypothesis.2

As noted, a hypothesis is warranted when it has met our criteria regarding the

level of direct and indirect support needed to infer it. According to Reiss,

warrant comes in degrees, and the degree to which a hypothesis is warranted

depends on the level of direct and indirect support available. First, to have any

warrant at all, a hypothesis must have some direct support (this is a necessary

condition). The degree of warrant then depends on the indirect support available

for the hypothesis. A hypothesis has empirical or inductive “proof” when all

alternative accounts have been eliminated. Note this is not a case of deductive

proof: it depends on the available evidence and alternative hypotheses under

consideration. As our theories, evidence, background knowledge, etc. change,

so might our view that a hypothesis is warranted in this way. A hypothesis has

“strong warrant” when all salient alternatives have been eliminated, as well as

some alternatives that are nonsalient. A salient alternative is one that itself has

direct support. Finally, a hypothesis has “moderate warrant” when most alter-

natives have been eliminated (including some salient alternatives) and “weak

warrant” when only some alternatives have been eliminated (Table 1).

Reiss’s general account of evidence fits comparative cognition well.

Comparative cognition researchers regularly engage in formulating and elimin-

ating alternative hypotheses and take this to be a central step in providing

warrant for a cognitive hypothesis (where a cognitive hypothesis is a claim

about the psychological or neural mechanisms responsible for a suite of behav-

iors). For example, Schnell et al. (2021a) identify three key steps to warranting

cognitive hypotheses in comparative cognition: First, identify the relevant

2 See de Regt (2017) for additional historical examples of how changing background knowledge
affects what researchers take to count as good scientific explanations.
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behavior to be cognitively explained (e.g., food caching). Second, formulate

behavioral criteria for the hypothesized cognitive ability (such as episodic

memory). Third, rule out any alternative hypotheses that can explain the

observed behavior. The second and third steps correspond to gathering direct

and indirect evidence. Similarly, Cecilia Heyes describes the “method of testing

alternative hypotheses” as key to the study of animal minds (Heyes 2008). This

strategy involves using experiments to evaluate two or more explanations for

a given behavior in order to choose between them. According to Heyes, this

method of testing alternative hypotheses is required for making well-evidenced

claims about the cognitive capacities of animals.

With this theory of evidence in hand, let us now examine how comparative

cognition researchers investigate whether animals reason about unobservable

variables. How this claim is evaluated depends in part on the particular unob-

servable variable being considered. In what follows, I will focus on two examples

commonly discussed in the literature: causal reasoning and mindreading. As we

will see, many researchers characterize causal reasoning as reasoning about

unobservable physical variables (such as weight and force) and mindreading as

reasoning about unobservable mental states (such as desire and belief).

2 Animal Minds: Empirical Investigations

2.1 Causal Reasoning

Amajor research program in comparative cognition is dedicated to determining

whether nonhuman animals engage in causal reasoning. Studies in this research

paradigm often start by observing that humans reason about unobservable

causes. For example, Civelek et al. (2020) write, “Human adults can infer

Table 1 To have any warrant at all, a hypothesis must have direct support. The
degree of warrant is then determined by the level of indirect support. Table from

Reiss (2015, p. 358).

Different Grades of Warrant

Grade Name Direct Support Plus Indirect Support That . . .

1 Proof Eliminates all (relevant) alternative accounts
2 Strong

warrant
Eliminates all salient alternative accounts and some

that are nonsalient
3 Moderate

warrant
Eliminates most alternatives, including some that are

salient
4 Weak

warrant
Eliminates some alternative accounts
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unseen causes because they represent the events around them in terms of their

underlying causal mechanisms” (p. 1). Blaisdell et al. (2006) also note, “The

ability to acquire and reason with causal knowledge is among our most central

human cognitive competences” (p. 1020). The question then is whether other

animals reason about unobservable causes as well, and if so, how. The world

contains a variety of causes and causal regularities: heavy things fall to the

ground, water is displaced by sinking (rather than floating) objects, some

objects can be used to displace or dislodge others, etc. An agent capable of

causal reasoning should recognize some of the causal factors underlying these

situations and use them to solve problems. Such an agent would also be able to

transfer knowledge acquired in one situation to another causally equivalent

situation, even if the two situations differ in their noncausal properties (e.g.,

a heavy object will succeed in displacing water, regardless of whether the object

is made of stone or metal) (Seed et al. 2011).

How do researchers provide direct support for causal reasoning in nonhuman

animals? Broadly, they give animals a causal or physical problem-solving task.

Often the problem involves obtaining desirable food, thus participants are

motivated to solve it. For example, a common paradigm used to test for causal

reasoning is the trap-tube task. In this task, participants are presented with

a transparent tube that contains a reward. To extract the reward, participants

must use a tool (e.g., a stick) or a body part (such as a finger) to push or pull the

reward out of the tube. However, the tube also contains one or more “traps.” The

traps are designed such that if the food item were to fall into a trap during the

process of extraction, it would be irretrievable. Figure 2 shows a standard trap-

tube task.

The idea behind the trap-tube task is that agents with the capacity for causal

reasoning will avoid the functional traps thereby succeeding in extracting the

food reward. In other words, if the hypothesis that chimpanzees have causal

reasoning is true, then a chimpanzee facing this task should avoid pushing or

pulling the food toward the opening of a trap because she will know that 1)

objects left unsupported from below fall, 2) once fallen, objects do not defy

gravity and emerge from containers on their own, 3) objects do not penetrate

solid surfaces, so the food will not fall through the bottom of the trap, etc. In this

way, the trap-tube task probes participants’ understanding of solidity, surfaces,

and gravity. Other causal-reasoning tasks are designed to probe these, as well as

other, aspects of causal reasoning. For example, “string-pulling” tasks examine

participants’ understandings of contact and connection (Jacobs & Osvath

2015); “Aesop’s Fable” tasks (noted in the Introduction) examine conceptions

of weight, solidity, and displacement (Jelbert et al. 2015); platform-pushing

tasks examine conceptions of contact and force (von Bayern et al. 2009); etc.
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Success on tasks such as these is what researchers expect of an individual

animal on the assumption that this individual is capable of causal reasoning.

This is only a small step toward gathering support for a given causal-reasoning

hypothesis, however. Comparative cognition researchers spend a majority of

their time ensuring that they have gathered sufficient indirect support for the

target hypothesis. The reason for this is that there are numerous alternative

hypotheses that can explain successful performance on a problem-solving task.

In experimental work, these alternative hypotheses take the form of “extrane-

ous” variables. Extraneous variables are those variables (other than the inde-

pendent variable) that could affect the dependent variable. The independent

variable is what researchers manipulate in an experiment in order to determine

its effects, while the dependent variable is what researchers measure. The aim of

an experiment is to test whether and how the independent variable affects the

Figure 2A standard trap-tube task consisting of a transparent plastic tube, food,

and a trap positioned at the bottom of the tube (see Visalberghi & Limongelli

1994). Top: A potential failed attempt. If the stick is pushed, the food will fall

into the trap. Middle: A potential successful attempt. If the stick is pushed, the

food will fall out of the tube and will be retrievable by the participant. Bottom:

A capuchin monkey engaging in a trap-tube task (from Visalberghi &

Tomasello 1998).
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dependent variable. To do this, one must control for the “noise” created by

extraneous variables because the effects of the independent variable can be lost

or washed out in this noise. Researchers control for extraneous variables

through experimental design and inferential statistics (Bausman & Halina

2018; Dacey 2023). For example, in the case of the trap-tube task, the inde-

pendent variable is a participant’s capacity for causal reasoning and the depend-

ent variable is whether that participant successfully retrieves the reward by

avoiding the traps. There are, however, extraneous variables that can lead to

successful performance on a trap-tube task independently of causal reasoning:

for example, participants might avoid a trap because they have formed

a negative association with its shape or color, rather than because they under-

stand its causal properties as a trap. These extraneous variables constitute

“alternative accounts” as discussed in Section 1. Eliminating them as plausible

accounts for successful performance on trap-tube tasks is required to obtain

moderate or strong warrant for the hypothesis that an animal’s success on such

tasks depends on causal reasoning.

Comparative cognition researchers work hard to control for extraneous

variables through good experimental design and statistical analysis. However,

in doing so, they face an additional unique challenge: the participants in their

studies are what I will call “clever black boxes.”Animals are clever in the sense

that they often have extraordinary sensory capacities (hearing, sight, smell,

etc.), exceptional learning capacities (such as the ability to quickly associate

cues with rewards), and many other internal capacities that support problem

solving (such as species-specific predispositions to direct attention in ways that

facilitate learning). Animals are black boxes in the sense that we often lack an

understanding of the capacities that give rise to their behavior. These capacities

are something that researchers can infer over time based on theoretical and

empirical considerations. However, they are grounded in the complex internal

workings of an animal’s body and nervous system, and thus are initially hidden

from us, like the interior of an opaque box. Given the clever black box nature of

animals, it is difficult and sometimes impossible to control for all extraneous

variables. The less we know about an animal’s internal capacities, the more

likely it is that they have solved a task in a way unanticipated by researchers.

The classic case of Clever Hans illustrates this challenge well. Many take the

case of Clever Hans as illustrating the negative epistemic effects of poorly

controlled research. However, few highlight that Hans gave rise to unantici-

pated extraneous variables in virtue of his clever black box nature. It is worth

briefly considering this historical case before examining more closely the

indirect support available for causal reasoning in animals.
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Clever Hans was a horse living in Berlin at the turn of the twentieth century

who became famous for his ability to answer questions on a wide range of

topics – frommathematics to music theory to reading German.3 Hans responded

to questions by tapping his hoof, nodding and shaking his head, or pointing to

objects with his nose to indicate answers to questions. Moreover, Hans’ answers

were often correct. Eventually, the biologist and psychologist Oskar Pfungst

discovered that Hans was answering questions correctly not because he under-

stood them and knew the answers, but rather because he was picking up on

social cues from the questioner or human observers. The lesson drawn from this

historical episode is often that comparative cognition researchers must be

careful not to interpret animal behavior anthropomorphically (i.e., as we

would interpret human behavior) and must instead be extremely careful to

control for extraneous variables (in this case, social cues). This lesson, however,

suggests that prior to the work of Pfungst, those engaging Hans were being

scientifically sloppy or naïve, eager to attribute human-like cognitive abilities to

Hans, when the implementation of a few experimental controls would have

made it clear that this was a poor inference. In fact, at the time, many researchers

tried to show that Hans’ abilities must be the result of some “trick” but failed to

do so. It was only after extensive testing that researchers like the naturalist

C. G. Schillings and psychologist Carl Stumpf (founder of the Berlin School of

Experimental Psychology and a former student of Franz Brentano) began to

accept that Hans’ responses might be genuine. Pfungst also had great difficulty

determining the source of Hans’ answers. Working with Hans, Pfungst learned

to his surprise that he could cause Hans to choose the wrong answer by

“focussing consciousness, with a great degree of intensity, upon the answer

desired,” but he didn’t know howHans was detecting this state of consciousness

(Pfungst 1911/2010, p. 90). Ultimately, Pfungst found that Hans had learned

(without explicit training) to track bodily states of tension in people. As

Trestman (2015) writes, “it was primarily through careful introspective analysis

of the feelings of tension (i.e., that they manifested in part as feelings of tension

in the head and neck), that Pfungst was finally able to isolate the postural cues

that Hans was using” (p. 90). Moreover, Hans could rely on postural cues from

audience members when the questioner was not visible, and could rely on such

cues even when performing in a variety of different noisy and crowded settings.

Finally, if these cues were unavailable (e.g., if he could not see around his

blinders), Hans would shake his head until he could see or refuse to participate

in the question-and-answer session (Trestman 2015, p. 89).

3 For the following account of Clever Hans, I draw on Trestman (2015).
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As noted, the case of Clever Hans is often used to show how epistemic

principles can help researchers avoid mistakes. Currie (2021), for example,

writes, “Horses being sensitive to human body language is less surprising than

horses being able to count and do sums” (p. 34); given this, we should prefer the

former explanation over the latter. This, however, doesn’t capture the case of

Clever Hans in its historical nuance.4 Despite their knowledge of horse behav-

ior, skilled biologists and psychologists of the time did not anticipate that Hans

would be able to rely on the cluster of abilities described above (sensitivity to

extremely subtle and involuntary cues from different people in noisy settings,

etc.). This was an “unconceived alternative” (Stanford 2006) and it took some

time for Pfungst to piece together a viable alternative explanation for Hans’

behavior. The lesson to draw from this episode instead is that some alternative

explanations remain unconceived at the time of research. In the case of com-

parative cognition, this is particularly the case when we lack sufficient back-

ground knowledge of the animal under study. In other words, insofar as

researchers lack knowledge of an animal’s cognitive capacities, there are likely

unconceived alternatives that could explain that animal’s behavior on a given

task. Researchers wanting to know more about animal minds thus face a Catch-

22: having warrant for a hypothesis requires eliminating alternative hypotheses,

but it is difficult to conceive of all plausible alternatives without knowing more

about the cognitive abilities of the animal (e.g., their sensory, memory, learning,

and other abilities). With hindsight, we might find it plausible that horses can

engage in subtle posture reading, etc., but without this knowledge, researchers

are likely to fail to control for this alternative. The fact that animals are clever

black boxes means we sometimes cannot anticipate and control for the many

means by which they might succeed at a given task. The more knowledge we

have of a given animal’s abilities, the better we can anticipate and control for

plausible alternatives.

Returning to causal reasoning in animals, what alternative accounts do

researchers typically aim to eliminate? They typically aim to eliminate the

alternative hypothesis that participants are solving a task through some form

of associative learning. Broadly, associative learning is the ability to learn

associations between stimuli like a bell and food (classical conditioning) or

between actions and outcomes like receiving food upon pressing a lever (oper-

ant conditioning). One justification for treating associative learning as a salient

alternative hypothesis is that it is phylogenetically widespread. If associative

learning is phylogenetically widespread, it’s reasonable to assume that the

4 In fairness to Currie, he presents this not as a historical example, but rather anachronistically to
illustrate the epistemic principle of parsimony in action.
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organism being tested has this capacity and will use it when possible to solve the

problem at hand (Sober 2012; but see Meketa 2014). To eliminate this alterna-

tive explanation, researchers typically implement various “transfer tasks”

designed to distinguish the bona fide casual reasoner from the associative

learner. Broadly, a transfer task is a task used to determine whether and how

an animal’s capacities or skills vary across contexts.

For example, Figure 3 illustrates a series of transfer tasks given to rooks to

eliminate several associative-learning alternatives for successful performance

on these tasks. In this study, participants could move the reward (depicted as

a circle in the middle of the tube in Figure 3) left or right by pulling on a stick

(the bold black line). The stick is connected to two clear plastic discs enclosing

the reward; thus, pulling on the stick rakes the food out of the tube or into a trap,

depending on whether one has chosen to pull left or right. In the figure, the

arrow depicts the solution and all tubes and traps are open unless they end in

bungs, a black disc, or the ground (in the case of Tube D). Note that a participant

might solve Tube A in Figure 3 by learning the cue-based rule “pass the reward

over the black surface.” However, this rule cannot be used to successfully solve

Tube B. Thus, a participant who performs well on both Tubes A and B is likely

not relying on this cue-based rule. However, such a participant might be relying

on the associatively learned rule “avoid the hole with the black disc at the

bottom” (Seed et al. 2006, p. 698). Following this rule would allow one to avoid

the trap in both Tubes A and B. Tubes C and D are thus introduced to test this

Figure 3 A series of transfer tasks conducted by Seed et al. (2006) on rooks

(Corvus frugilegus). These tasks are designed to eliminate the possibility that

rooks are solving causal problems through the learned association of cues,

rather than causal reasoning.
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alternative account. In these two cases, there are no holes with black discs at the

bottom to avoid. Instead, in Tube C, bungs are introduced: moving the food left

is now ineffective due to the lack of an opening. And in Tube D, the whole

apparatus is lowered to the ground: moving the food right in this case results in

the food being trapped because it can no longer be retrieved from below. Passing

transfer tasks like these is taken as indirect support for the hypothesis that an

agent is relying on causal reasoning: it indicates that the successful agent is not

relying on an ability to associate cues to solve the tasks. In this way, researchers

eliminate what they take to be a salient alternative hypothesis to the claim that

animals reason about unobservable causes, such as gravity.

Despite implementing experimental controls like these in trap-tube and other

causal reasoning tasks, there is currently no consensus regarding the level of

warrant for the hypothesis that nonhuman animals engage in causal reasoning.

In the case of great apes such as chimpanzees, some researchers hold that there

is warrant for this hypothesis (Völter et al. 2016; Claudio et al. 2019), while

others disagree (see Hanus 2016 for discussion). In the case of corvids, like New

Caledonian Crows, some researchers again think there is warrant for causal

reasoning (Jelbert et al. 2019), while others disagree (see Taylor 2020; Vonk

2020). Typically, when researchers disagree that there is strong or moderate

warrant for a causal-reasoning hypothesis, it is because they think existing

studies have failed to eliminate some alternative associative-learning hypoth-

esis (although see Section 2.3).

A similar dynamic is found in other research areas dedicated to testing

animals’ abilities to reason about unobservable variables. As Starzak and

Gray (2021) note, “Over and over again the familiar refrain is, ‘do animals

have complex human-like cognitive abilities or can their behavior be explained

in terms of simpler processes such as associative learning?’” (p. 2). We will

briefly examine one more example of this dialectic in the next section before

turning in Section 2.3 to a general criticism advanced against mainstream

experimental approaches in comparative cognition.

2.2 Mindreading

Mindreading (also referred to as “theory of mind”) is broadly the ability to

attribute mental states to other agents, such as intentions, perceptions, and

desires. Like causal reasoning studies, research on mindreading in animals

often begins with the observation that humans predict and explain behavior

based on the attribution of unobservable mental states. For example, Kaminski

(2015) writes: “Human social cognition is unique because humans can, in some

situations, make predictions about others’ mental states . . . Whether other
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primates also have the ability to attribute mental states to others is a highly

debated question” (p. 1741). Similarly, Krupenye (2016) write: “Central to

everything that makes us human – including our distinctive modes of commu-

nication, cooperation, and culture – is our theory of mind” (p. 110). There is no

consensus regarding how exactly humans generate mental-state attributions, but

there is a consensus that we often predict and explain behavior by attributing

unobservable mental states to other agents, and that these predictions and

explanations are regularly successful (but see Andrews 2012).

Comparative cognition researchers have dedicated a major strand of

research to determining whether other animals engage in human-like mind-

reading. These studies often follow a similar structure to those used for

identifying mindreading in humans through nonverbal means. For example,

Krupenye et al. (2016) tested whether nonhuman great apes pass implicit false

belief tasks. Broadly, a false belief task tests for mindreading abilities by

determining whether one attributes false beliefs (or beliefs that are incongru-

ent with reality) to other agents. Often false belief tasks rely on explicit

judgments. For example, a researcher might ask a participant, “where will

Sally look for her marble?” and “where is the marble really?” in a case where

Sally has a false belief about the marble’s location (see Baron-Cohen et al.

1985). Participants must correctly answer these questions through pointing or

verbal report to pass this task. However, explicit false belief tasks are thought

to be cognitively demanding, potentially requiring advanced language and

executive functions (Devine & Hughes 2014). In contrast, implicit false belief

tasks measure whether participants show implicit signs of tracking false

beliefs, rather than explicit judgments like verbal reports. One often-used

implicit measure for testing false-belief understanding in human infants and

young children is anticipatory looking. In the Sally case, rather than asking

participants “where will Sally look for her marble?” researchers measure

where participants will look in anticipation of Sally searching for her marble.

The idea is that if participants have implicit mindreading abilities, they will

look at the location where Sally falsely believes the object is located (rather

than where the object is actually located).

Following the above anticipatory-looking paradigm, Krupenye and col-

leagues tracked the gaze of chimpanzees, bonobos, and orangutans as they

watched videos of competitive encounters between a human and an apelike

character (“King Kong”). In one experiment (Figure 4), King Kong steals

a stone from a human and hides it in one of two boxes (say, Box 1). King

Kong then threatens the human upon which the human leaves the room. While

the human is gone, King Kong moves the stone from Box 1 to Box 2; he then
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removes the stone from Box 2 and leaves the scene entirely with the stone.

Finally, the human returns to the room and approaches the boxes. The question

is where will participants anticipate the human will look for the stolen stone? If

participants attribute a false belief to the human, they should expect them to

reach for Box 1 where they last saw King Kong place the object (despite the fact

that the object is no longer there). If participants instead attribute to the human

the belief that the stone is gone (as it in fact is), then they should not anticipate

that the human will reach for Box 1.

Figure 4 A false-belief task designed for testing mindreading (specifically, the

ability to attribute false beliefs) in great apes. Participants watch videos

depicting competitive social interactions such as the one shown here. Following

studies on humans, researchers use anticipatory looking to determine where

participants expect another agent believes an object is located. Image from

Krupenye et al. (2016).
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As in causal reasoning research, in mindreading studies, researchers state in

advance how they expect subjects will behave on the assumption that the

mindreading hypothesis is true. For example, the experiment by Krupenye

and colleagues is designed to probe whether participants will behave as if

they are attributing false beliefs. Following studies on humans, researchers

reason that, in this situation, attributions of false belief will result in a specific

outcome regarding looking behavior: namely, looking at the location where the

agent with the false belief wrongly expects the object to be (Box 1 in the above

example). If this outcome is observed, then this constitutes direct evidence for

the mindreading hypothesis under investigation. If subjects fail to exhibit the

predicted behavioral pattern, then the experiment fails to support the mind-

reading hypothesis (but see Section 3). In the study by Krupenye and col-

leagues, great apes behaved as predicted by the mindreading hypothesis.

In the case of mindreading research, the analysis of indirect support also

resembles studies on causal reasoning. Researchers are careful to control for

alternative associative learning hypotheses. The exact form that a plausible

alternative hypothesis takes depends on the structure and features of the experi-

ment. For example, in the above implicit false belief task, Krupenye et al.

(2016) write, “Apes were never shown the actor’s search behavior when he

held a false belief, precluding reliance on external behavioral cues learned

during the task” (p. 113). They also note that the scenarios were designed to

be novel to participants, thus making it unlikely that the behavior of subjects

was a product of behavioral rules learned from previous experience. After

eliminating plausible alternative explanations, the authors conclude that nonhu-

man great apes have an implicit understanding of false beliefs and thus that this

cognitive ability is “likely at least as old as humans’ last common ancestor with

the other apes” (Krupenye et al. 2016, p. 113).

Consistent with Reiss’s account of evidence outlined above, background

knowledge plays a crucial role in establishing warrant for a hypothesis in

comparative cognition. First, researchers must determine what they are entitled

to expect on the assumption that their target hypothesis is true. In the case of

causal reasoning and mindreading, these expectations are formed in large part

based on prior research on humans. For example, Krupenye and colleagues

write that their “design, controls, and general procedure” was based on

a seminal implicit false belief task designed for human infants (2016, p. 111).

The seminal study was one conducted by Victoria Southgate and colleagues on

human 2-year-olds. Based on looking times, Southgate and colleagues found

that children anticipate another person’s behavior in accordance with that

person’s false belief (Southgate et al. 2007). Southgate’s study in turn was

based on other studies using a similar paradigm to study mindreading in infants
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(e.g., Onishi & Baillargeon 2005; Surian et al. 2007). Southgate and colleagues

take their own positive results as corroborating these previous studies. Thus, the

predictions that Krupenye and colleagues make regarding how great apes will

behave on the assumption that they attribute false beliefs draws on an emerging

consensus (in this case, in developmental psychology) regarding how mind-

reading should affect looking time in particular contexts (but see Kampis et al.

2021).

The second way background knowledge features in establishing warrant

concerns identifying alternative hypotheses and determining their level of

salience. As we have seen, comparative cognition researchers control for

numerous alternative hypotheses when conducting their studies. Some of

these controls are standard across the experimental sciences: for example,

randomizing subjects to control for extraneous variables like age, sex, and

rearing history. Others are specific to the phenomenon under investigation.

Associative learning is considered a salient alternative hypothesis in causal

reasoning and mindreading research, but this hypothesis takes many forms, as

animals can learn to associate many different cues in many different ways

(which cues they associate further depends on their learning history and factors

like innate predispositions (Versace et al. 2018)). One must draw on this

background knowledge to determine which alternative hypotheses need elimin-

ating, given the experimental setup. Moreover, different researchers bring

different background knowledge to bear on this problem. Often it is not until

a study is published that additional alternative explanations emerge (particularly

from those who are specialists in associative learning). For example, in response

to Krupenye and colleagues’ study above, the experimental psychologist Cecilia

Heyes published a response proposing the alternative hypothesis that when the

human returns to look for the brick, the green color of their shirt might have

activated a memory (in the participant) of where the brick was when the green

shirt was last seen (Heyes 2017; see also Heyes 2014a, 2014b). Under this

interpretation, great apes in this study do not behave as they do because of

mindreading, but rather due to learned associations between the spatial config-

uration of objects (green shirt, boxes, brick) and target locations (where the

brick was when the green shirt was present). This proposed alternative (con-

ceived by Heyes due to her expertise on associative learning) then led Krupenye

and colleagues to conduct further tests to attempt to eliminate this alternative

(see Krupenye et al. 2017; Kano et al. 2017).

The above dynamic can be a fruitful one. As we saw in the case of Clever

Hans, it is challenging to conceive of plausible alternatives, particularly when

one’s knowledge of the cognitive capacities of an animal is limited. One

research team is unlikely to have the background knowledge necessary to
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conceive of all plausible alternative hypotheses. By drawing on the knowledge

of the broader community, one has greater assurance that relevant alternative

hypotheses have been formulated and eliminated, thereby increasing the

strength of the warrant for the target hypothesis. That said, as we will see in

Section 3, debates in comparative cognition reveal that there is a tradeoff

between the number of alternative hypotheses available (and the ease by

which researchers are able to generate these alternatives) and the strength of

warrant one is likely to obtain for a target hypothesis. In research on causal

reasoning and mindreading, there is a profusion of alternative hypotheses,

making it unlikely that researchers will obtain strong warrant for these target

hypotheses. Before turning to this tradeoff, however, let’s consider a critique of

comparative cognition that has featured prominently in the literature. Engaging

this critique provides additional insight into the challenges involved in investi-

gating animal minds and potential directions forward.

2.3 The Relational Reinterpretation (RR) Hypothesis

Over the last twenty years, the psychologist Daniel Povinelli and colleagues

have advanced what they view as a devastating criticism of research on animal

minds (for a description, see Povinelli 2020). They call their view the “relational

reinterpretation (RR) hypothesis” because it posits that only humans reinterpret

the world in terms of higher-order relations (more on this below). Framed in

terms of Reiss’s theory of evidence, we can articulate their view as follows: 1)

the majority of researchers are consistently mistaken about the pattern of data

one is entitled to expect under the assumption that the hypothesis h (e.g., that

animals reason about unobservable variables) is true and 2) the majority of

researchers are consistently mistaken about the salient alternative accounts that

need to be eliminated in order to infer h. Note that if Povinelli and colleagues are

correct, this is indeed a major problem for a vast amount of work in comparative

cognition. It would mean researchers are mistaken about what counts as direct

and indirect support for h. In this case, the resources that have gone into

gathering support for h thus far (numerous studies on causal reasoning and

mindreading, for instance) are in fact incapable of providing warrant for h.

Thus, there is not only “no evidence” for the claim that animals like chimpan-

zees engage in causal reasoning or mindreading, but the current experimental

approach (illustrated above) is unable to produce such evidence even in prin-

ciple (Penn & Povinelli 2007; Povinelli & Penn 2011). In this section, I briefly

reconstruct the position of Povinelli and colleagues. Then, in the following

section, I evaluate their claims, arguing that although the RR hypothesis may be

worth pursuing, this does not entail that mainstream research approaches are
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mistaken. Indeed, a virtue of mainstream approaches is their flexibility regard-

ing what counts as the phenomenon of interest (something the approach advo-

cated by Povinelli and colleagues lacks).

Povinelli and colleagues build their case by first noting that both human and

nonhuman animals can form many abstract representations about observable

features, objects, and relations in the world. Humans regularly form abstract

concepts like apple, cup, and animal. Similarly, chimpanzees readily identify

other chimpanzees as chimpanzees or conspecifics, despite individual chimpan-

zees differing widely in physical appearance and behavior (from young infants

to adults, for example).5 How do human and nonhuman animals form such

categories or concepts? According to Povinelli and colleagues, they do so by

drawing on the observable features that members of each category have in

common. These shared features need not be simple or obvious; individuals in

a category may have few observable features in common. But the idea is that

one can depend on such shared observable features to form abstract categories

because the members of the class are observable. Povinelli and colleagues refer

to such categories as “first-order representations,” “first-order perceptual rela-

tions,” “perceptual relations,” “perceptual abstractions,” or “perceptual sym-

bols” (Penn et al. 2008; Povinelli & Penn 2011; Povinelli 2020). In Povinelli’s

(2020) words, these can be understood as a “many-to-one mapping of sensory

inputs onto mental representations that can cope with the superficial differences

of particular situations” (p. 591, emphasis original). According to Povinelli,

humans and other animals both readily form such perceptual abstractions.

Although nonhuman animals share with humans the ability to form percep-

tual abstractions, only humans have the additional ability to form abstract

representations of unobservable features, objects, and relations, according to

Povinelli and colleagues. Humans can form abstract concepts such as ghost or

god despite never having observed a ghost or a god. According to the RR

hypothesis, the ability to engage in causal reasoning and mindreading requires

reasoning about unobservable variables such as these. Causal reasoning

requires thinking about abstract concepts such as force, weight, and gravity;

mindreading requires thinking about abstract concepts such as goals, beliefs,

and knowledge. These are abstract representations of unobservable features,

objects, and relations and thus require “higher-order” rather than “first-order”

representations (Penn et al. 2008; Povinelli 2020). These representations are

5 There is of course an important question regarding how chimpanzees conceptualize other
chimpanzees (see Allen 1992 for discussion). When researchers say that a chimpanzee identifies
another agent as a “chimpanzee,” they do not mean that they have a human-like concept of
“chimpanzee” (conceptualizing them as members of the species Pan troglodytes, for instance),
but rather, as potential mates, adversaries, grooming partners, etc.
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higher order because they represent relations among relations. For example, one

might categorize objects on the basis of their observable properties, such as

color, size, texture, or smell. A higher-order representation would further pick

out the relations among these relations: one would be able to identify “same-

ness” in one category of things (say colors) as like “sameness” in another

category of things (say size). According to the RR hypothesis, the latter is

required for reasoning about unobservable variables like causes and mental

states, and only humans have this ability. As Vonk and Povinelli (2012) write,

“whereas many species form concepts about observable things and use those

concepts in flexible and productive ways, humans alone think about such things

as God, ghosts, gravity, and other minds” (p. 555). The idea is that the members

of such categories are perceptually disparate, sharing only higher-order proper-

ties, such as invisibility. Invisibility is not one observable property that ghosts

have in common, but an abstract functional regularity – a suite of behaviors

about how ghost people or ghost cats will behave and lead others to behave,

given their invisibility. To think about “God, ghosts, gravity, and other minds”

thus requires representing relations among relations, according to this view.

It is the combination of these two claims (that nonhuman animals readily

form perceptual abstractions and humans additionally reason about unobserva-

bles) that leads to Povinelli and colleagues’ criticism of research on animal

minds. They argue that the existing results on causal reasoning and mindreading

tasks can be explained by appealing to the ability to form perceptual abstrac-

tions. Indeed, perceptual abstractions are necessary and sufficient for the

observed behavior of animals on these tasks. They are necessary because

animals without first-order representations wouldn’t be able to engage (much

less succeed) in many of these tasks. For example, one must be able to group

together events such as “eyes visible” and “eyes not visible” to succeed in many

tasks aimed at testing the attribution of perceptual states (such as “seeing” and

“not seeing”). Regardless of whether one is capable of mindreading, the cap-

acity to engage in these kinds of perceptual abstractions is required to partici-

pate in a mindreading task: “There is no way to control away the very perceptual

stimuli that are purported to connect the animal to the task” (Povinelli 2020,

p. 608; see also Povinelli & Vonk 2004; Vonk & Povinelli 2012). Povinelli and

colleagues go on to argue that all successful performance on causal reasoning

and mindreading tasks can be explained by appealing to such first-order abstract

representations. For example, successful performance in the Krupenye et al.

false belief task discussed above (see Figure 4) can be explained as follows:

participants will expect another agent to look for objects in the location where

they were when the agent was last present. This requires categorizing together

situations like “object location when agent present” versus “object location
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when agent not present,” but these categories are based on observable properties

and thus count as perceptual abstractions according to the RR hypothesis.

Povinelli et al. further hold that all studies aimed to test an animal’s ability to

reason about unobservable variables can be explained by appealing to percep-

tual abstractions in this way. Thus, there is no reason to posit the additional

ability of reasoning about higher-order representations. Such higher-order

states, “do no causal work above and beyond that already specified by first-

order states” (Povinelli 2020, p. 593, emphasis original).

Although mainstream researchers believe they’re providing evidence for

h when eliminating associative learning alternatives, it is not these alternative

hypotheses that matter, according to Povinelli and colleagues. One must instead

eliminate the alternative that animals solve tasks using perceptual abstractions.

However, researchers cannot do this because their experiments depend on

animals using such perceptual abstractions. Eliminating this salient alternative

requires a different experimental paradigm entirely.

To summarize, according to Povinelli and colleagues, most comparative

cognition researchers fail to fully appreciate that causal reasoning and mind-

reading require higher-order reasoning or the ability to categorize entities,

features, and relations according to, for example, their functional roles despite

having no perceptual features in common. Were researchers to recognize this

crucial point, they would also recognize that the studies conducted thus far fail

to provide evidence for reasoning about unobservable variables, because these

studies have consistently failed to eliminate the alternative hypothesis that

participants rely on perceptual abstractions alone. Indeed, perceptual abstrac-

tion is not a hypothesis that researchers currently recognize as a salient alterna-

tive at all; thus, they are “doomed to failure” in their attempt to empirically

investigate causal reasoning and mindreading in nonhuman animals (Povinelli

2020, p. 589). This argument can be summarized as follows:

Premise 1 Reasoning about causes and mental states is a form of reasoning
about unobservable variables

Premise 2 Reasoning about unobservable variables requires higher-order
reasoning

Premise 3 In order to provide evidence for higher-order reasoning, onemust
eliminate the salient alternative hypothesis that an agent is
engaging in perceptual abstraction

Premise 4 Current experiments fail to eliminate perceptual abstraction as
a salient alternative

Conclusion Current experiments do not provide evidence for reasoning about
unobservable variables such as causes and mental states
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In the next section (Section 3.1), I argue against premise 2. Rejecting this

premise means that one need not eliminate perceptual abstraction as an alterna-

tive hypothesis to provide evidence for the hypothesis that animals reason

about causes and mental states. The general upshot is that there is room for

disagreement regarding the nature of phenomena like mindreading and causal

reasoning, and any such disagreement affects what we take as evidence for

these phenomena. Having rejected Povinelli and colleagues’ critique of main-

stream approaches in comparative cognition, I then return in Section 3.2 to

these approaches, highlighting what I take to be their major strengths and

weaknesses.

3 Problems with Existing Approaches

Focusing on just the human case, should we understand capacities such as

causal reasoning and mindreading in the way that Povinelli and colleagues

do? Crucially, Povinelli’s account is only one out of many available

accounts and it is not clearly the most theoretically or empirically plausible

account advanced in the literature, or so I shall argue. This does not mean

we should reject the RR hypothesis entirely, but it does mean that Povinelli

and colleagues are mistaken in claiming that we should reject all other

accounts in favor of their approach or that “the approaches deployed by

comparative psychologists are doomed to failure” (Povinelli 2020, p. 589).

A fruitful research program should entertain multiple hypotheses, particu-

larly when in the early stages of research. Such an approach is consistent

with other successful research program in biology and the cognitive sci-

ences. Thus, Povinelli and colleagues should advance their hypothesis as

one among many, but using the RR hypothesis to undermine alternative

research strategies is unjustified and detrimental to empirical work.

3.1 Problems with the RR Hypothesis

As we saw in Section 1, comparative cognition researchers regularly describe

mindreading and causal reasoning as capacities that involve attributing “unob-

servable” states to others. Thus, we can grant that describing a mental state or

causal mechanism as “unobservable” is something that researchers widely

accept. The RR hypothesis additionally holds that reasoning about unobserva-

bles requires higher-order reasoning (premise 2 above). We saw in the previous

section that higher-order reasoning is the alleged ability to categorize entities

based on their higher-order relations or relations among relations (e.g., identi-

fying similar colors and similar shapes as belonging to the same category

because they share the relational property of similarity, rather than properties
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like being blue or square). But why do Povinelli and colleagues hold that

reasoning about unobservables requires such higher-order reasoning? They

give both an empirical reason and an analytic reason for doing so. In this

section, I briefly evaluate these two reasons, finding neither ultimately convin-

cing. The upshot is that the RR hypothesis is not as compelling as its advocates

claim, which has consequences regarding what counts as good evidence for

causal reasoning and mindreading in animals.

Let’s begin with the empirical case: Povinelli and colleagues hold that their

account provides the best explanation for a wide range of empirical results

(Penn et al. 2008; Gallagher & Povinelli 2012). They survey the psychological

literature for abilities that plausibly require reasoning about unobservable

variables (e.g., analogical reasoning, transitive inference, causal reasoning,

and mindreading).6 They then argue that the differences between humans and

animals on tasks across these domains are best attributed to humans’ ability to

reason about higher-order relations and animals’ failure to do so. Indeed, they

believe this difference is stark and widespread. In other words, the hypothesis

that reasoning about unobservables requires higher-order reasoning coupled

with the claim that only humans are capable of higher-order reasoning is

a powerful explanation for a wide range of empirical results regarding the

differences between humans and other animals.7

One response to this empirical claim is to deny that there is indeed strong

empirical support that humans and animals behave differently in the relevant

domains (i.e., those domains that are purported indicators of higher-order

reasoning). First, Povinelli and colleagues’ interpretation of the empirical

literature on animals is controversial. Many researchers dispute that there are

clear discontinuities between human and animal performance in the relevant

domains. For example, comparative cognition researchers Emery & Clayton

(2008) argue that Povinelli and colleagues’ interpretation of the empirical

literature on corvids includes a “number of misinterpretations, absences, and

6 In psychology, analogical reasoning is the capacity to make inferences about a target domain
based on analogy to a source domain – if the target and source are similar in some respects, one
reasons that they will be similar in other respects. Transitive inference is the ability to deduce
a relation between two items based on the known relations between other items (e.g., deducing
that x is smaller than z based on the knowledge that x is smaller than y and y is smaller than z). For
the sake of argument, I will grant here that these abilities involve reasoning about unobservables,
although whether this is the case depends on how one understands the concept “unobservable.”

7 Povinelli and colleagues also present what they call a “representational level” account of why this
might be, arguing that humans have a unique “supermodule” that “subserves higher-order, role-
governed relational representations in a systematic and domain-general fashion” and that this
supermodule “evolved on top of and reinterprets the output of the proto-symbolic systems we still
share with other animals” (Penn et al. 2008, p. 128). Others have argued that this representational-
level account simply redescribes the phenomenon that it purports to explain (Bermúdez 2008,
p. 131).
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misrepresentations” (p. 135). Also, the emerging consensus in the mindreading

literature is that animals such as great apes are capable of various forms of

human-like mindreading, such as the attribution of perceptual states (Krupenye

& Call 2019). The point here is not which view is correct, but that there is no

consensus regarding this empirical claim (see also Lurz et al. 2022).

Povinelli and colleagues might respond that any claims about human-animal

continuity in these domains are a product of researchers themselves failing to

conduct sound empirical work (Penn & Povinelli 2007; Povinelli and Penn

2011). As noted in Section 2, they argue that although comparative cognition

researchers might believe they have positive evidence for some forms of causal

reasoning and mindreading in animals because they have successfully rejected

various associative-learning alternatives, they have no such evidence. Evidence

of this kind instead requires rejecting the alternative hypothesis that animals

solved tasks via perceptual abstraction. This response however depends on one

accepting Povinelli and colleagues’ higher-order reasoning account (as the best

account of reasoning about unobservable variables) to begin with. That is, it first

rejects the mainstream approach in comparative cognition on the assumption

that the higher-order reasoning account is true (which would in turn require that

researchers reject perceptual abstraction as a salient alternative hypothesis), and

then relies on the rejection of this mainstream empirical approach to support the

RR hypothesis. If comparative cognition researchers instead believe that mind-

reading and causal reasoning require some form of perceptual abstraction

(rather than higher-order reasoning), then this is not an alternative hypothesis

that must be eliminated before concluding that animals reason about mental

states or causes.

Turning now to the analytic case: Povinelli and colleagues sometimes argue

that reasoning about unobservables requires higher-order reasoning by defin-

ition. For example, in the context of discussing unobservable causal mechan-

isms, Penn and Povinelli (2007) write: “By ‘unobservable’ we mean that these

causal mechanisms are based on the structural or functional relations between

objects rather than on perceptually based exemplars” (Penn & Povinelli 2007,

p. 107).8 However, as we saw in Section 2, higher-order reasoning is also

defined as the ability to reason about structural or functional relations as

opposed to perceptual features. If this is the case, then reasoning about unob-

servables is higher-order reasoning by definition. More broadly, Povinelli and

Henley (2020) write that weight, mass, force, gravity, and mental states are all

unobservable in the sense of being “non-perceptually-based categories and

8 Penn et al. (2008) further write that by “unobservable” they mean those variables that are “in
principle unobservable (such as gravity and mental states)” not “temporarily absent or hidden in
a particular context” (p. 129).
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relations” and that higher-order reasoning allows humans to construct such

categories (pp. 393–394). Here again we see that if higher-order reasoning is

no more than the ability to construct and reason about “non-perceptually-based

categories and relations,” then this is definitionally equivalent to reasoning

about unobservables. In this case, reasoning about unobservables requires

higher-order reasoning in the sense that the two forms of reasoning are

equivalent.

This analytic position is problematic, however. Most importantly, comparative

cognition researchers are typically interested in answering the question, “do

nonhuman animals reason about unobservable causes and mental states in the

way that humans do?”And answering this question requires empirical knowledge

of human cognition. Although researchers might have preconceptions regarding

what humans do when they engage in causal reasoning and mindreading, one’s

view should ultimately be informed by empirical work. Conceptually, it might

seem plausible that reasoning about unobservables requires reasoning about

structural and functional relations independently of perceptual-based categories.

However, evidence is required to show that this is the case. Evidence is required,

first, because what seems conceptually true may turn out to be empirically false.

A recent example of this comes from work on visual perception. Munton (2022)

argues that once we take the dynamic nature of vision into account (i.e., the fact

that memory and perceptual representations are interwoven), we find that the

“apparent truism about visual perception that we can see only what is visible to

us” is false (p. 1). Under the dynamic view, visual experience is best understood

as extended across a span of time (say, t1 to t5) and what one sees at any given

moment depends on this temporally extended experience. Thus, if I see a cat, and

the cat is momentarily occluded by an object (i.e., the light reflecting off the cat is

not reaching my retina), I may still visually experience the cat at this moment,

given my temporally extended experience. If we accept the dynamic view of

visual perception based on empirical evidence, then this requires that we revise

our conceptual or ordinary understanding of vision: “we can bemeaningfully said

to see invisible objects” (Munton 2022, p. 344). Similarly, what seems true about

a human’s capacity to represent unobservable variables might turn out to be false

as we learn more about what humans actually do when producing and using such

representations. Broadly, the idea that there is a clear distinction between analytic

truths (true in virtue of their meaning) and synthetic truths (known by experience)

was famously rejected by the philosopher of scienceQuine (1951). Instead, Quine

argued, determining whether a claim is justified depends on both theoretical and

empirical considerations. Similarly, an account of what counts as reasoning about

unobservables should not be understood as conceptually true independent of

empirical work.
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Empirical work is also required because there is no consensus regarding what

constitutes causal reasoning and mindreading in humans. Povinelli and col-

leagues themselves note that, like other animals, humans readily rely on per-

ceptual abstraction to solve problems in both the physical and social domains.

They write that “some/much/most of the time humans undoubtedly solve

problems without recourse to these higher-order variables” (Povinelli & Penn

2011, pp. 75–76). In other words, in the human case, representing unobservable

variables is not required for solving many physical and social problems, even

when those problems themselves involve unobservable variables (Bermúdez

2003). Moreover, empirical studies suggest that adult humans do in fact rely on

a variety of rules and heuristics to solve problems like the trap-tube and string-

pulling tasks, rather than abstract causal principles. For example, they avoid

unlikely traps and use contact as an indicator of physical connection (Silva &

Silva 2006; Silva et al. 2008). Thus, insofar as animals rely on such rules or

heuristics, they’re solving these problems in human-like ways. Finally, there are

alternative non-higher-order-reasoning accounts available for how humans

engage in causal reasoning and mindreading. For example, Nichols & Stich

(2003) advance a hybrid account of mindreading, involving a range of capaci-

ties – some innate, some based on associative learning, some based on the

capacity to simulate mental states, and others. The particulars of their account

are not critical for our discussion here; what is important is that many

researchers find their account theoretically and empirically compelling, despite

it diverging significantly from accounts like the RR hypothesis. In short, there is

no consensus that reasoning about unobservable mental states and causes

requires higher-order reasoning in Povinelli and colleagues’ sense. In other

words, when humans do what psychologists call “reasoning about unobserva-

bles,” they may not be doing what Povinelli and colleagues call “reasoning

about unobservables.”

The main lesson that I would like to draw from this discussion is that it is

important not to presume that there is one definitive account of mindreading and

causal reasoning that must be adopted across the field of comparative cognition.

Instead, any plausible account of what is required to reason about unobservable

variables will depend on ongoing research on human and nonhuman animal

minds and behavior.9 Moreover, the nature of this target hypothesis affects what

counts as evidence in its favor. Insofar as this hypothesis differs across research

groups or over time, what counts as supporting evidence (or what researchers

are entitled to expect on the assumption that the hypothesis is true) will also

9 See Colaço (2022) for a nice discussion of how definitions of memory are sometimes best
understood as hypotheses, rather than expressions of what is already known about memory
phenomena.
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change. This can lead to disagreements and confusion over whether

a hypothesis is warranted, particularly among those who characterize the target

hypothesis differently (such as those who disagree about what it means to

reason about unobservables).

In the next section, I introduce two additional concerns that must be

addressed when evaluating evidence on animal minds. In addition to there

being disagreement about what counts as the target hypothesis under study,

comparative cognition researchers face problems of underdetermination. This

point about underdetermination has been made several times in the recent

literature (e.g., Starzak & Gray 2021; Dacey 2023; Halina 2022; Taylor et al.

2022). I highlight what I take to be the major challenges that need addressing

and, in Section 4, show how researchers could constrain the hypothesis space in

ways that help overcome these challenges.

3.2 Problems of Underdetermination

A major challenge facing current approaches in comparative cognition is that

hypotheses are regularly underdetermined by behavioral data. I’ll focus on

two significant sources of such underdetermination here: First, little is known

about the phenomenon under investigation (e.g., the cognitive mechanisms

involved in causal reasoning), which means researchers must update the target

hypothesis as research progresses (Section 3.2.1). Second, the flexible or

accommodating nature of alternative hypotheses means they are difficult to

reject (Section 3.2.2). These two sources of underdetermination make it

difficult to provide warrant for hypotheses like causal reasoning and mind-

reading in animals. However, they are not insurmountable. Overcoming these

challenges requires introducing additional constraints on the formulation and

evaluation of hypotheses. In Section 4, we consider promising sources for

such constraints and how they can be combined with existing research

strategies.

Before introducing these two sources of underdetermination, it is worth

briefly pausing to consider more generally the nature of target hypotheses

such as causal reasoning and mindreading. This is important for both under-

standing how they are underdetermined by behavioral data and finding fruitful

strategies to overcome this underdetermination. Typically, hypotheses in com-

parative cognition (like the psychological sciences more broadly) are function-

ally or computationally specified. As Heyes (2008) writes, empirical studies on

animal minds “postulate functional states and processes, i.e. processes defined

in terms of what they do within the information-processing system” (p. 261). If

one can successfully subdivide a behavioral capacity into component functions
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and processes, this is explanatory progress. That is, if the posited cognitive

functions do not simply redescribe the behavioral capacity to be explained, then

we have learned something new (Dennett 1978). One can then continue in this

fashion, breaking down systems into sub-systems, and sub-systems into sub-sub

-systems, etc. until eventually the functions that are performed are simple

enough that they can conceivably be implemented in a physical system

(Dennett 1978; Lycan 1981).10 Under this view, as William Lycan writes, we

“identify mental states (as a first step in the direction of structural concreteness)

by reference to the roles they play in furthering the goals and strategies of the

systems in which they occur or obtain” (1981, p. 27). One might then draw on

neuroscience and biology to identify the entities and structural organization

needed to perform the proposed component functions. It is worth highlighting

that functional explanations can be intricate and complex. For example, we

noted the hybrid account of mindreading advanced by Nichols and Stich (2003)

above. Figure 5 depicts this account, illustrating how it provides a functional

decomposition of mindreading. Again, the details of the account are not critical

for our purposes here. What is important is that each functional component of

their model is supported by theoretical and empirical evidence with some

proposed functions explicitly advanced as more uncertain or speculative than

others.

Sometimes researchers also specify representations as part of their model of

how a behavioral capacity is achieved.11 Whereas a functional description

specifies what a component or system does, a representational description

specifies the information-bearing structures believed to subserve cognitive

functions. It is worth noting, however, that the distinction between functional

and representational accounts of cognitive capacities is not necessarily clear cut.

For example, drawing on Pierce, Ramsey (2007) characterizes representations

in functional terms. He writes that “representations are things that are used in

a certain way” (p. 23, see also Haugeland 1991). Under this view, the claim that

chimpanzees rely on map-like representations when engaging in mindreading,

for instance, can be understood as a functional claim: map-like representations

play a different role in the economy of internal and external states from, say,

linguistic representations (see Boyle 2019). For present purposes, we can say

10 This form of functionalism is what Lycan (1981) refers to as “homuncular functionalist theories”
and what Nichols and Stitch (2003) describe as a “boxology” (p. 10). Other variations of
functionalism include “task analysis” and “functional analysis by internal states” (see
Piccinini & Craver 2011). For the present discussion, nothing hinges on the differences between
these accounts.

11 For examples of representational accounts of mindreading, see Herschbach (2012), Boyle
(2019), and Lurz et al. (2022).
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that comparative cognition researchers typically generate and test functional

and representational hypotheses when investigating animal minds.

3.2.1 Direct Support and Holist Underdetermination

As we have seen, a hypothesis requires direct and indirect support to be

warranted. However, such warrant is not obtainable in cases of underdetermin-

ation. Broadly, underdetermination is the idea that the available evidence is

insufficient to determine whether a hypothesis is warranted (i.e., it is insufficient

to decide whether to accept or infer the hypothesis). We have seen cases of

underdetermination throughout this Element but let us now spell out two

common forms of underdetermination found in comparative cognition.

Holist underdetermination is when the available evidence appears incompat-

ible with one’s hypothesis, but it is unclear whether one should reject this

Inference mechanisms

Planner UpDater

Perception
detection

mechanisms

Desire
detection

mechanisms

DesiresBeliefs

S believes
that p

S believes
that q

S sees r

S desires m
S will do n

Decision-making
(practical reasoning)

system

Action control
systems

Behaviour

Possible
worlds

Script
elaborator

Mindreading
coordinator

Discrepant
belief

attribution
mechanisms

Retrieval
mechanisms

If p, then q

s

p
q

Figure 5An example of a functional decomposition of mindreading (Nichols &

Stich 2003, p. 94). Each component function is advanced based on empirical

and theoretical considerations.
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hypothesis or some background assumption instead (see Stanford 2023). This

form of underdetermination often prevents one from having direct support for

a hypothesis. When a hypothesis such as, “New Caledonian crows are capable

of causal reasoning” is tested, one is not testing this hypothesis in isolation.

Instead, researchers rely on many background assumptions, some of which are

explicit (e.g., crows can use the tools provided in a trap-tube task) and some of

which are implicit. If the results of the test are negative, if crows fail to solve

a particular trap-tube task, it is not always clear whether this means that the

hypothesis is false (crows lack causal reasoning) or whether some background

assumption is false instead (the crows in this task were unable to effectively use

the tools provided). Often comparative cognition researchers test their back-

ground assumptions to ensure they hold. For example, they will check if study

participants can use a tool effectively before providing them with this tool in

a trap-tube task. Crucially, however, not all background assumptions can be

made explicit or tested in advance. This is particularly the case when there is

uncertainty surrounding the target phenomenon under study. Given this uncer-

tainty, researchers are placed in a position of having to frequently update their

background assumptions regarding the phenomenon of interest (Boyle 2021;

Halina 2021).

In the case of an animal’s ability to reason about unobservable variables, we

can see background assumptions being regularly updated in the face of

conflicting evidence. Consider the case of chimpanzee mindreading research.

Early studies indicated that chimpanzees were insensitive to the looking

behavior of other agents. For example, they would use a visual gesture (such

as an outstretched hand) even when the recipient was not in a position to see

this gesture (the recipient’s head was turned away, for instance) (Povinelli &

Eddy 1996a). Later studies, however, found that great apes do adjust their

behaviors in response to where others are looking, leading researchers to

explain earlier negative results as a product of false background assumptions

(Hare et al. 2000; Kaminski et al. 2004). For example, Brian Hare and

colleagues note that earlier studies examined chimpanzees in a cooperative

social setting (requesting food from a human provider), rather than

a competitive one (stealing food from a competitor). They argue that sophisti-

cated skills like mindreading might emerge only in competitive, rather than

cooperative, contexts (Hare et al. 2000). Juliane Kaminski and colleagues

additionally argue that the negative results reported by Povinelli and Eddy

(1996b) were likely the result of a lack of ecological validity. A study is

ecologically valid when its design is consistent with what a participant is

likely to experience in a natural setting. Kaminski et al. (2004) note that earlier

studies had to train chimpanzees for hundreds of trials to enable them to

34 Philosophy of Mind

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
11

99
62

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009119962


participate in the study. In contrast, later methods (such as those employed by

Kaminski and colleagues) rely on chimpanzees’ normal inclination to beg for

food. In this case, the background assumption regarding the level of ecological

validity required to be a good test for mindreading has been revised. To give

a final example, Karin-D’Arcy and Povinelli (2002) failed to replicate the

positive results reported by Hare et al. (2000). However, Bräuer et al. (2007)

attribute this failed replication to the experimental setting, noting that the

distance between food items was smaller in Karin-D’Arcy and Povinelli’s

study (1.25 m) than in the original study (2 m). They argue that this distance is

important because the length of an adult chimpanzee’s arm is almost 80 cm.

Thus, for such subjects, 1.25 m between food items might not be perceived as

a choice. Bräuer et al. (2007) proceed to repeat the original study with a 2 m

distance between food items and obtain positive results. In this case, Karin-

D’Arcy and colleagues are asked to revise their assumption that a 75 cm

difference in distance between food items does not matter.

The above are examples of researchers revising background assumptions

regarding the context in which we should expect mindreading to occur in

chimpanzees and be detectable by researchers. In the face of negative results,

the relevant context is updated or specified more explicitly – researchers decide

that social context (competitive versus cooperative) matters, for instance. In

addition to these updates regarding context, assumptions about the target

phenomenon itself are updated as well. In the case of mindreading, researchers

were initially loose in their characterization of nonhuman animal mindreading.

For example, Premack and Woodruff (1978) are credited with first asking

whether animals have mindreading abilities or “theory of mind.” However, in

their seminal paper, they do not commit to chimpanzee mindreading taking the

exact same form as human mindreading. They write that “we speculate about

the possibility that the chimpanzee may have a ‘theory of mind,’ one not

markedly different from our own”; however, they add: “We will not be con-

cerned at this time with whether the chimpanzee’s theory is a good or complete

one, whether he infers every mental state we infer and does so accurately, that is,

makes the inferences on exactly the same occasions we do” (p. 515). Over the

next few decades, studies on chimpanzees suggested that they pass some mind-

reading tasks (those requiring an understanding of other agents’ goals, inten-

tions, and perceptual states), but not others (those requiring an understanding of

beliefs). This led many researchers to characterize chimpanzee mindreading as

different from human mindreading in specific ways. This point is nicely high-

lighted in a review of thirty years of research on chimpanzee theory of mind by

Josep Call and Michael Tomasello. They write:
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In a broad construal of the phrase “theory of mind,” then, the answer to
Premack and Woodruff’s pregnant question of 30 years ago is a definite yes,
chimpanzees do have a theory of mind. But chimpanzees probably do not
understand others in terms of a fully human-like belief–desire psychology in
which they appreciate that others have mental representations of the world
that drive their actions even when those do not correspond to reality. And so
in a more narrow definition of theory of mind as an understanding of false
beliefs, the answer to Premack andWoodruff’s question might be no, they do
not. Why chimpanzees do not seem to understand false beliefs in particular –
or if there might be some situations inwhich they do understand false beliefs –
are topics of ongoing research. (2008, p. 191)

Thus, comparative cognition researchers investigate phenomena that are not

well defined from the outset or well understood by the research community.

Instead, researchers flexibly revise their understanding of a phenomenon (and

the context in which it occurs) in response to ongoing research.12

One might object that revisions like these should be avoided in scientific

research. However, such revisions have been defended as an important feature

of general scientific practice (Bechtel 2008; Bechtel & Richardson 2010;

Colaço 2020). Focusing on just the comparative cognition case here, we can

see that there are several advantages to updating one’s understanding of the

phenomenon under investigation. First, as we saw above, there is no consensus

regarding how best to characterize phenomena such as mindreading and causal

reasoning in humans. Research on the cognitive and neural mechanisms under-

pinning these phenomena is still in its early stages (Operskalski & Barbey 2017;

Wellman 2018), and researchers are only beginning to develop a picture of how

these phenomena vary ontogenetically and culturally (Heyes & Frith 2014;

Bender et al. 2017; Kulke et al. 2018a). Thus, if the goal is to “clarify the extent

to which the cognitive mechanisms possessed by humans are truly shared across

taxa” (Krupenye and Call 2019, p. 17), then researchers should expect to revise

the target hypothesis in light of ongoing research, given how little we know

about how the relevant cognitive mechanisms operate even in the human case.

We will return to this point in Section 4.

Second, even if we had a complete and well-evidenced account of phenom-

ena such as mindreading and causal reasoning in humans, we would still want to

avoid looking for precisely this phenomenon in other animals. To see why,

consider recent discussions about this in the context of animal consciousness.

12 A similar dynamic is found in causal reasoning research. For example, Seed et al. (2011) draw on
empirical work to inform and revise researchers’ understanding of causal reasoning in animals.
Specifically, they argue that empirical results suggest one should understand causal properties as
falling into perceptual, structural, and symbolic categories (see Seed et al. 2011, pp. 103–107, for
discussion).
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Birch (2022) describes a “theory-heavy” approach to animal consciousness as

taking “a well-confirmed, complete theory of consciousness in humans” and

using it to determine whether other animals are conscious (p. 2). As Birch

(2022) and Shevlin (2021) argue, one major problemwith this approach is that it

is too conservative. First, it is unlikely that animals will exhibit a particular

cognitive and behavioral capacity in precisely the way that humans do. Second,

we know that information-processing capacities such as vision can be achieved

in different ways. There is currently no reason to think that capacities such as

consciousness, mindreading, and causal reasoning cannot also be achieved in

different ways. If one takes a theory-heavy approach to animal minds, then, it

will likely result in an unacceptable number of false negatives. As Birch (2022)

writes, this is “a cognitively demanding sufficient condition that no non-human

animal can meet” (p. 138).

Thus, it is a strength of standard approaches that they make room for revising

what one takes to be the target phenomenon. However, this practice opens the

door to holist underdetermination. Researchers do not know exactly how mind-

reading will manifest in chimpanzees, how it will vary across contexts, how it

will be affected by different developmental histories, whether it is underpinned

in part by associative learning mechanisms, etc. This makes it difficult to

provide direct support for a hypothesis such as mindreading because researchers

are not certain what pattern in the data one is entitled to expect under the

supposition that the hypothesis is true. Although knowledge of human behavior

can serve as an initial guide regarding what to expect in other animals, many

guiding assumptions will need to revised in the face of conflicting data. Insofar

as the hypothesis is a moving target, however, direct support for it will be

difficult to come by because what counts as direct support will change over

time.13

3.2.2 Indirect Support and Contrastive Underdetermination

We have seen that holist underdetermination makes it difficult to provide direct

support for a hypothesis. Additionally, contrastive underdetermination makes it

difficult to provide indirect support for a hypothesis. Contrastive underdeter-

mination is when the available evidence fails to indicate whether we should

infer a hypothesis over alternative hypotheses. In other words, the evidence is

compatible with more than one hypothesis and thus researchers lack empirical

13 We saw in Sections 2.3 and 3.1 that what counts as a salient alternative hypothesis also depends
on how one characterizes the target hypothesis. Given this, updating one’s target hypothesis (h)
may also change what counts as indirect evidence for h. For purposes of clarity, I set this point
aside here.
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reasons for choosing one over the other. Cases of contrastive underdetermin-

ation are frequently found in animal mindreading and causal reasoning research.

One reason why contrastive underdetermination is common in comparative

cognition is because it is relatively easy to devise alternative hypotheses that can

accommodate successful performance on experimental tasks. It is easy in the

sense that such alternatives are often unconstrained by theory and evidence. For

example, recall that Povinelli and colleagues identify perceptual abstraction as

a salient alternative hypothesis to mindreading and causal reasoning. As we

saw, the hypothesis of perceptual abstraction holds that most organisms are

capable of classifying objects together based on their shared observable proper-

ties. Note that this is a very unconstrained account of what animals can do in the

sense that the observable objects, shared properties, abstract categories, etc. are

all left unspecified (any observable object can be plugged into the account, for

instance). As Heyes (2015) notes, such accounts are often “limited by imagin-

ation rather than evidence” (p. 321). Given this, the perceptual abstraction

hypothesis can be applied to numerous situations, including every result

found in the animal mindreading and causal reasoning literature. This leads to

the question whether there are any experimental designs that could eliminate

perceptual abstraction as a salient alternative to mindreading and causal reason-

ing. Although Povinelli and colleagues have proposed such designs, others have

argued that in these cases too one could explain the positive results by appealing

to perceptual abstraction (see Andrews 2005; Lurz 2011; Buckner 2014; Halina

2017a).14

We can see now how a hypothesis like perceptual abstraction leads to

contrastive underdetermination. An experiment designed to test mindreading

and causal reasoning in animals might produce positive results, but insofar as

these results can be explained by appealing to perceptual abstraction, one will

be unable to choose between these hypotheses based on the empirical results

alone. And due to the unconstrained nature of perceptual abstraction, such an

alternative will almost always be available.15

14 Halina (2015) and Clatterbuck (2018) additionally argue that the perceptual abstraction hypoth-
esis is a version of Carl Hempel’s theoretician’s dilemma or the idea that any regularity involving
theoretical terms can be replaced with a regularity that accounts for the same observable pattern
but with the theoretical terms removed (see also Andrews 2017). Applied to perceptual abstrac-
tion, one might predict that chimpanzees will categorize perceptual states x, y, and z together due
to some theoretical concept they possess (such as a concept of gravity), but if they do indeed
reliably categorize these states together, then one could always reinterpret this result not as
a product of the chimpanzee’s theory or abstract concept, but of some perceptual regularity
instead. If this is the case, then perceptual abstraction will always be available as an alternative in
mindreading and causal reasoning research, no matter how innovative the experimental design.

15 Philosophers of science distinguish between transient and permanent underdetermination.
Transient underdetermination occurs when the choice between hypotheses is underdetermined
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A similar problem arises in mainstream comparative cognition. As intro-

duced in Sections 2.1 and 2.2, the most frequently advanced alternative hypoth-

esis in this context is associative learning, where associative learning accounts

hold that most organisms use basic learning abilities to acquire knowledge

about relationships between objects and events in their environment.

Associative learning is grounded in a long history of empirical work.

Researchers have studied phenomena like operant conditioning for over

a century (see Thorndike 1911) and have found such learning abilities in

a wide range of organisms, from pond snails to humans (Brembs 2003). This

explains in part why comparative cognition researchers work hard to eliminate

associative learning as an alternative. Nevertheless, associative learning and

Povinelli’s account of perceptual abstraction share the feature of being able to

accommodate an incredibly wide range of empirical results (Buckner 2011;

Dacey 2016; Halina 2022). The main reason for this is that the term “associative

learning” is used not just to refer to canonical cases of operant and classical

conditioning but more broadly to any model built according to associative

principles (Buckner 2011). Moreover, what counts as an associative principle

has changed and diversified over time (Hanus 2016). These developments are

such that it is no longer clear whether it’s possible to reject associative learning

as a salient alternative explanation in mindreading and causal reasoning

research. Even if one were to reject an associative learning explanation for

a particular experimental result, this need not prevent one from generating new

ones. As Starzak and Gray (2021) write, “associative hypotheses can be con-

structed post-hoc for every experimental outcome” (p. 4). This has led some to

conclude that comparative cognition faces an “existential threat” where it is

possible to explain all behavior by appealing to associative learning (Bucker

2011). Thus, we are faced with another case of contrastive underdetermination:

more than one hypothesis can account for the experimental data, preventing

researchers from obtaining indirect support for mindreading or causal reasoning

in animals.

One might object that the fact that perceptual abstraction and associative

learning can account for so many results suggests that there is something wrong

with these hypotheses. They are too accommodating and thus should be treated

by the evidence that we currently happen to have. The expectation here is that collecting more
data will allow us to eventually choose between hypotheses. Permanent underdetermination
occurs when no amount of empirical evidence will allow researchers to choose between
hypotheses. Most cases of underdetermination in comparative cognition are best understood as
transient because the underdetermined hypotheses are not expected to have the same empirical
consequences across all possible situations. However, perceptual abstraction at times appears to
give rise to permanent underdetermination insofar as it is impossible to design experiments that
could choose between this hypothesis and others.
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with suspicion. Fletcher and Carruthers (2013), for example, argue that percep-

tual abstraction is “too underspecified to make determinate predictions, hence

there is no risk of it turning out to be wrong” (p. 2). This worry is consistent with

work in philosophy of science. For example, Douglas (2009) and Douglas and

Magnus (2013) argue that novel prediction provides more epistemic warrant

than accommodation (where accommodation means that one’s hypothesis fits

the known data, rather than predicting any new or unknown data). In the case of

accommodation, the event or pattern in the data is known; thus, it may have

played a role in the construction of the model or hypothesis in question (whether

intentionally or not). On the other hand, if a hypothesis makes a novel prediction

regarding the relationship between an independent and dependent variable, and

this relationship is subsequently found to obtain, then this provides additional

assurance that this is a productive way to think about the world (Douglas 2009;

Douglas & Magnus 2013). The more a hypothesis can accommodate new data,

the greater the concern that it is overfitting the data. Overfitting means that

a hypothesis or model fits all the data in a set and thus fails to distinguish

between relevant data (data that captures the phenomenon of interest) versus

noise or error. Such overfitting means the hypothesis will likely fail to provide

new insight into the workings of the world beyond simply capturing the

collected data. Perceptual abstraction and associative learning are both shaped

by known data in the sense that they are used to explain data that has already

been collected by researchers. In the context of mindreading and causal reason-

ing research, these accounts are not used to make novel predictions. Thus, one

might argue that they should be rejected on these grounds, which would solve

the problem of contrastive underdetermination.

I agree that prediction provides epistemic assurance above and beyond the

accommodation of known results. However, this epistemic advantage alone is

not sufficient in my view to remove alternative hypotheses such as associative

learning from consideration entirely. The reason echoes what we learned from

the case of Clever Hans in Section 2. In that case, researchers found it challen-

ging to discover the cluster of abilities Clever Hans used to select correct

answers to mathematical problems. Discovering this required a detailed ana-

lysis of the contexts in which Hans was being tested and Hans’ behavior in those

contexts. Moreover, the cluster of abilities used by Hans was a discovery. It was

not known in advance that he could rely on subtle postural cues in noisy settings

in this way. Nevertheless, researchers found this explanation of Hans’ behavior

plausible, given their background knowledge. They thus tested it and found that

Hans’ responses indeed tracked postural cues, rather than correct answers to

mathematical questions.
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Similarly, comparative cognition researchers know that most animals rely

on attention, perception, memory, associative learning, and other cognitive

abilities in their everyday lives. Exactly how these abilities manifest in

a particular organism in a particular context, however, is typically not

known. Biases acquired over the course of evolution and development affect

learning abilities (Cummins 2003; Ginsburg & Jablonka 2019), making it

difficult to predict in advance what an organism is capable of learning, how

quickly, and how long learned information will be retained. More broadly,

neural circuits are continuously resculpted in response to experience (Sterling

& Laughlin 2015). Finally, animals often combine abilities in novel and

unexpected ways when faced with a new problem and the incentive of

a reward. All of this means that when animals solve a task, it is possible

they are using a strategy not yet conceived by researchers, despite the

strategy being theoretically and empirically plausible, given our background

knowledge. Thus, when researchers advance an associative learning alterna-

tive to account for an animal’s successful performance on a task, such an

account may be plausible, given our background knowledge, even in those

cases when it was constructed for the sole purpose of explaining the known

results of a particular study. In such cases of theoretical and empirical

plausibility, researchers are right to treat the hypothesis as a salient alterna-

tive that must be eliminated before inferring that the target hypothesis is

warranted.

Is it possible to overcome the above problems of underdetermination and, if

so, how? In the next section, I argue that an important step in the right direction

involves adding new constraints to the construction and evaluation of hypoth-

eses. These purposed constraints should help delimit the behavioral phenom-

enon of interest, the underlying cognitive mechanisms responsible for that

phenomenon, and what counts as a salient alternative hypothesis.

4 Animal Minds: Additional Constraints on Hypothesis
Evaluation

Problems of underdetermination are not unique to comparative cognition

research but found across the sciences from theoretical physics to molecular

genetics (Stanford 2023). One can revise background assumptions in the face of

conflicting data and generate empirically equivalent hypotheses across the

sciences. Comparative cognition researchers are thus not alone in having to

grapple with these problems. The field is relatively unique, however, in that

existing methods seem insufficient to manage underdetermination to the degree

necessary to obtain strong or moderate support for hypotheses such as
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mindreading and causal reasoning (see Table 1). Moreover, a consensus regard-

ing the best approach forward does not seem forthcoming. That said, there have

been several recent proposals in the literature regarding how to combat these

problems. In this section, I build on these proposals. First, I argue that it is

important for comparative cognition researchers to draw on a greater diversity

of evidence – particularly evidence that gives additional insight into the mech-

anisms responsible for behavior. Second, I emphasize that researchers will need

to revise their accounts of phenomena such as mindreading and causal reason-

ing in light of ongoing research. This should not be viewed as a barrier to

scientific progress, however. Instead, we need an account of progress that

reflects this aspect of research practice.

4.1 Signature Testing

There have been several recent proposals in the literature calling for more fine-

grained approaches to understanding animal cognition and behavior (Starzek &

Gray 2021; Brown 2022; Taylor et al. 2022). The approach advanced by Alex

Taylor and colleagues is of particular interest here, as it is advanced with the

explicit aim of helping researchers choose among competing hypotheses.

Taylor and colleagues refer to mainstream approaches in comparative cognition

(such as those introduced in Sections 2.1 and 2.2) as “success testing.” Success

testing takes place when researchers identify a particular experimental task as

a “gold standard” for some cognitive ability (Taylor et al. 2022, p. 738).

Successful performance on such a task is then taken as evidence that an animal

has that ability. The false-belief task, for example, has been taken by some

researchers as a gold-standard test for mindreading.16

We have already seen that performing successfully on a particular experi-

mental task is insufficient for inferring that animals mindread. One must

eliminate salient alternative hypotheses as well. Taylor and colleagues similarly

argue that success testing fails to constrain the hypothesis space sufficiently to

determine the cognitive mechanism responsible for successful performance.

The solution, they argue, is that researchers should replace success testing with

“signature testing.” A signature-testing approach is one that identifies the “full

16 Although I agree with Taylor et al. (2022) that some tasks (such as the false-belief task) are
sometimes advanced as gold-standard tests for certain cognitive abilities, I think most compara-
tive cognition researchers look at a broader pattern of evidence across many tasks as a good
indicator of capacities like mindreading and causal reasoning. Under the latter view, passing
a false-belief task while failing other mindreading tasks would be taken as an anomalous result
that requires further investigation. Given my disagreement with Taylor and colleagues on this
point (i.e., that comparative cognition researchers rely on “one ‘gold-standard’ problem”
(p. 738)), I proceed in this section to use the term “success testing” for the practice of relying
on one or more pass/fail problem-solving tasks to evaluate the cognitive abilities of animals.
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range of information processing patterns including errors, limits, and biases”

exhibited by an agent (p. 739). The general idea is that if two species (such as

humans and chimpanzees) successfully solve a task (such as the false-belief

task), then this only weakly constrains the many hypotheses that can be used to

explain this shared performance. However, if humans and chimpanzees are

found to exhibit the same pattern of errors, limits, and biases in contexts

involving mindreading, then this would provide greater assurance that the

same cognitive mechanisms are responsible for the behavior observed in the

two species.

Signature testing is already applied in other areas of cognitive science.

Consider work on numerical cognition. Humans exhibit a wide range of biases

when reasoning about numbers. For example, when asked to bisect a line (mark

the perceived center), people exhibit “pseudoneglect” or the tendency to shift

spatial attention to the left. Similarly, when asked to “bisect” numbers (estimat-

ing the midpoint between two numbers), there is a bias toward smaller numbers.

Indeed, those individually who show greater pseudoneglect on spatial tasks

exhibit a more pronounced bias toward smaller numbers (Longo & Lourenco

2007). People also associate small numbers with left space and large numbers

with right space. For instance, eye moments to the left are initiated faster by

small numbers and eye movements to the right are initiated faster by large

numbers (Fischer et al. 2004). Eye movements can even be used to predict what

number a human participant will randomly generate before he or she verbalizes

it: leftward shifts in eye position indicate that the number generated will be

smaller than the previous one, and rightward shifts indicate that the number

generated will be larger than the previous one (Loetscher et al. 2010).

Researchers have taken findings such as these to indicate that numerical cogni-

tion in humans relies on a mental number line with numbers increasing from left

to right. Finding a similar set of biases in the numerical cognition of other

animals would thus provide evidence for a similar underlying cognitive process

(see Rugani et al. 2015; Taylor et al. 2022, p. 745).

In my view, one key advantage of signature testing over success testing is that

it provides additional insight into how an organism processes information (e.g.,

by mentally representing a number line). A cognitive mechanism can exhibit

any number of errors, limits, and biases – thus, the fact that it exhibits one

particular cluster of biases, say, over another tells us something about the

mechanism’s structure. By way of analogy, knowing that birds, bats, and

airplanes succeed in flight provides little insight into the mechanisms respon-

sible for their flight. However, if we add information on limits, such as the fact

that repetitive flapping in birds reduces their aerodynamic efficiency, whereas

this is not the case for bats, then this tells us something about the nature of the
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underlying mechanisms – in this case, that birds rely on material that wears out

(feathers), whereas bats do not (Hedenström et al. 2009). Knowing that an

animal succeeds on a task or set of tasks provides some insight into how it

achieves this (a certain kind of rigidity in structure is required for flight).

However, there is no reason to limit ourselves to knowledge of such successes.

Knowledge of errors, limits, and biases provides crucial additional information

on how such successes are achieved.

I think signature testing is a major step in the right direction for overcoming

problems of underdetermination. However, it should be used in combination

with other principles. We saw that alternative hypotheses such as perceptual

abstraction and associative learning can almost always (if not always) account

for the results of individual studies (Section 3.2.2). Given this flexibility, it is not

clear how a focus on errors, limits, and biases could help. In this case, one would

simply apply the strategy used to explain individual success tests to individual

signature tests. Thus, in addition to signature testing, we must introduce other

constraints. Here it is helpful to build on a point we introduced in the previous

section: salient alternative hypotheses should be theoretically and empirically

grounded.17 This point is made well by Cecilia Heyes. Focusing on animal

mindreading research, Heyes (2015) argues that many alternative hypotheses in

this domain lack empirical support. Instead, they include “any conditional

statement that a researcher can imagine, referring to behaviour and not to mental

states” (p. 321). Heyes argues that researchers should instead take seriously

only those alternatives that build on existing work in cognitive science. These

hypotheses need not be limited to associative learning but could (and indeed

should) draw on any theoretical constructs honed by “careful experimental

investigation of robust behavioural and neurological effects” (p. 322). In other

words, simply being able to conceive of an alternative account for an experi-

mental result is not sufficient to give it the status of a salient alternative

hypothesis. Instead, those advancing such hypotheses must show that they are

credible, given our current theoretical and empirical knowledge of animal

cognition and behavior.18

17 In their proposal for signature testing, Taylor et al. (2022) do not specifically discuss the principle
that alternative hypotheses should have evidential support. However, they do highlight the
general importance of background knowledge. For example, they write, “background knowledge
in any area of science constrains the hypothesis space and, thus, allows us to make useful
inferences. Therefore, the diagnostic strength of each signature is determined by the background
facts concerning the available hypotheses for how each signature is generated” (p. 746). I take
this to be similar to the idea that I’m emphasising here.

18 As discussed in Section 3.2.2, not every alternative hypothesis will be conceivable in advance of
a study. Indeed, some alternative hypotheses might emerge only after the details of an experiment
have been analyzed. That is no barrier to the approach advocated here. What is important is that
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Signature testing combined with this additional constraint has the capacity to

rein in the proliferation of alternative hypotheses. Not only do such hypotheses

require theoretical and empirical support, but they must also account for

a collection of errors, limits, and biases. Returning to the flight example, one

could generate numerous mechanisms that intuitively seem to sustain flight.

Only a subset of these will be credible, given our background knowledge (work

in aerodynamics, aeroelasticity, etc.). And only a subset of these will be able to

account for not only flight, but also the unique suite of errors, limits, and biases

found in a particular organism. If we know the rate at which aerodynamic

efficiency reduces over time, for example, then this eliminates some wing

materials from consideration. Similarly, knowing that an organism can reliably

discriminate between large and small quantities of objects provides some

constraint on the possible mechanisms responsible for this behavior.

However, knowing the specific errors, limits, and biases that an organism

exhibits when reasoning about quantities constrains the hypothesis space

much further.

There is an additional advantage to moving away from success testing that is

worth emphasizing here. Research in comparative cognition is often anthropo-

centric (or human-centered) in the sense that it focuses on comparisons with

humans. Researchers are, after all, typically asking, “do other animals mindread

or reason about causes in the way humans do?” What “humans do” is often

determined by drawing on previous empirical studies (see Section 2.2).

However, sometimes gaps in our empirical knowledge of what humans do

and how they do it are filled with assumptions that seem intuitively true. One

might hold, for instance, that human mindreading is best understood as requir-

ing higher-order reasoning because this seems intuitively true when one intro-

spects one’s own mindreading abilities (Section 2.3). The problem with filling

the gaps in this way is that humans are often simply wrong about their own

abilities. There is a large empirical literature showing that people tend to

overestimate their abilities (overconfidence), believe their own abilities are

better than average (the “better-than-average effect”), and view themselves as

less biased than others (“bias blind spot”) (see Berthet & de Gardelle 2023).

Findings such as these have led Buckner (2013) to identify what he calls

“anthropofabulation” (a combination of “anthropocentricism” and “confabula-

tion”where the latter involves filling in gaps with fabrications). In the context of

comparative cognition, anthropofabulation is what happens when one has

a mistakenly inflated conception of what it means to engage in a human activity

the alternative hypothesis being advanced is grounded in work in cognitive science before being
considered as a candidate for elimination.
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such as mindreading, and then relies on this inflated conception as the standard

for identifying this capacity in other animals.

Success testing is particularly vulnerable to anthropofabulation. It is vulner-

able because it begins with the idea that humans are successful on tasks due to

cognitive capacities such as mindreading and causal reasoning. However, as we

have seen, we still know very little about how these capacities work. Thus, we

might be assuming that they are more powerful, more sophisticated, more

uniform, and used more widely than supported by the existing evidence.

Shifting our focus to the errors, limits, and biases that humans exhibit when

engaged in social and physical problems could help with this. In this case, we

are unlikely to have an intuitive (much less exaggerated) sense of our errors,

limits, and biases. Thus, we are less likely to fill in empirical gaps with such

intuitions.

4.2 Mechanistic Constraints

Signature testing helps constrain the hypothesis space, allowing us to overcome

in part problems with underdetermination. Although this will help comparative

cognition research move forward, in this section, I argue that there are add-

itional techniques researchers can and should employ to constrain the hypoth-

esis space further. Specifically, they should build on what we know about the

neural and other biological mechanisms giving rise to a behavioral phenomenon

of interest.19

To see this point, it is helpful to briefly introduce the concepts of mechanisms

and mechanistic levels. Broadly, a mechanism for a phenomenon involves

“entities and activities organized in such a way that they are responsible for

the phenomenon” (Illari & Williamson 2012, p. 123).20 Entities are things such

as organisms, the hippocampus (a part of the brain), proteins, and neurotrans-

mitters. Entities engage in activities or changes in movement and energy:

organisms forage, the hippocampus integrates memories, proteins transport

molecules, and neurotransmitters bind to receptors. Activities depend on the

properties of entities and the surrounding environment. Neurotransmitters (such

as glutamate) can engage in binding in part because their three-dimensional

structure matches a receptor (the lock-and-key mechanism of binding). Finally,

19 Frans de Waal and Pier Francesco Ferrari (2010) similarly call for what they call a “bottom-up”
perspective on animal cognition. Although the spirits of our proposals are similar, our
approaches diverge in several respects. For example, de Waal and Ferrari (2010) are not
attempting to address problems of underdetermination in comparative cognition, but rather
more broadly trying to orient the field away from questions such as “which species can do
X?” and towards questions such as “how does X actually work?” (p. 201).

20 For additional overviews of mechanisms and mechanistic explanations, see Machamer et al.
(2000), Bechtel (2008), and Halina (2017b).

46 Philosophy of Mind

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
11

99
62

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009119962


mechanisms have levels in the sense that an acting entity is itself composed of

mechanisms (Craver 2002, 2007). For example, if the acting entity is a foraging

organism, then this organism is composed of mechanisms such as those found in

the hippocampus allowing the organism to remember the location of fruiting

trees. Acting entities on this lower mechanistic level (the hippocampus) are

further composed of mechanisms (such as changing patterns of signal transmis-

sion between neurons) which are further composed of mechanisms (such as the

molecular interactions responsible for signal transmissions between neurons)

(Figure 6).

In the context of cognitive neuroscience different research techniques are

used to investigate different mechanistic levels. For example, if the acting entity

is a behaving organism (what we might call the organismal level), then success

testing and signature testing (as introduced above) are well designed for inves-

tigating such an entity. Such methods are designed to systematically character-

ize how an organism behaves across a variety of situations. However, if we are

interested in the mechanisms responsible for this organismal behavior, it helps

to move our investigation down a level to neural systems and their computa-

tional properties (what wemight broadly call the neural level).21 The techniques

used to investigate entities and activities on this level include brain stimulation,

brain lesioning, electroencephalography (EEG), positron emission tomography

(PET), magnetic resonance imaging (MRI), and others.22 Broadly, these

methods are designed to reveal the entities and activities comprising a neural

system, including their properties and organization (e.g., their spatial and

temporal features) (see Bechtel forthcoming). For example, by the 1970s,

researchers knew that rats with lesions in their hippocampus exhibited deficits

in spatial navigation, suggesting that the neural systems responsible for this

behavior might be found in this part of the brain. This led researchers to record

21 In cognitive science, the brain and nervous system are typically taken to be proximately
responsible for the behavior of an organism. However, often nonneural systems are implicated
as well (hormones such as cortisol are linked to cognitive functions like processing speed, but are
found in the blood, for instance). Embodied cognition is the view that cognition is a product of
both neural and nonneural processes (see Foglia & Wilson 2013; Gallagher 2023). For simpli-
city, in what follows, I’ll use the term “neural mechanisms” to refer to those biological processes
responsible for mindreading and causal reasoning behaviors. However, by using this term, I do
not mean to exclude the possibility that such capacities depend on nonneural processes as well.

22 Brain stimulation involves stimulating parts of the brain (e.g., through the implantation of
electrodes in the brain) and observing the effects on organismal behavior, while brain lesioning
involves measuring the effects on behavior of a part of the brain being diminished or destroyed.
Electroencephalography is generally a noninvasive technique that requires placing electrodes on
the scalp of an organism and measuring brain electrical activity. Positron emission tomography
scans use a radioactive substance (a tracer) to track higher levels of biochemical activity (which
in turn may reflect brain activity). Finally, MRI uses strong magnetic fields and radio waves to
generate images of brain tissue by monitoring the interaction of protons in the body with
magnetic fields.
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the activity of individual neurons in the hippocampus. They found that some

neurons (dubbed “place cells”) fired primarily when an organism was in

a particular area of its local environment, suggesting that this population of

neurons formed a spatial map of the environment (Bechtel 2016a). Thus,

measuring the activity (or lack of activity) of neural systems or populations of

neurons can provide insight into the mechanisms responsible for a behavioral

phenomenon like spatial navigation.

Mechanisms on the neural level can be further decomposed into entities and

activities found on a molecular level.23 The techniques used to investigate

mechanisms on this level include gene sequencing (identifying the nucleotides

or organic molecules comprising a segment of DNA), gene knockouts

Figure 6 Levels of mechanisms (Craver 2007, p. 189). S ψ-ing (S engaging in

activity ψ) represents the phenomenon of interest (top). This phenomenon can

be explained by reference to entities (circles) and activities (arrows) organized

such that they produce the phenomenon of interest. Each acting entity on this

lower mechanistic level (e.g., X3 �3-ing) can in turn be explained in terms of

a mechanism composed of entities and activities (bottom). Note:

ψ-ing is pronounced “psi-ing”, �-ing is pronounced “phi-ing,” and ρ-ing is

pronounced “rho-ing.”

23 My aim here is not to provide in any sense a full account of levels of mechanisms in cognitive
neuroscience (see Craver (2007) for a more nuanced discussion on this point). Rather, my aim is
to illustrate how some research techniques are better suited than others for discovering mechan-
isms on a particular mechanistic level.
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(removing or inactivating genes to prevent their expression), biochemical

assays (detecting and monitoring the activities of a range of biological mol-

ecules, such as enzymes) and other molecular and biochemical techniques. For

example, to better understand the mechanisms underlying 24-hour sleep-wake

cycles (circadian rhythms), researchers in the 1970s applied a chemical com-

pound to generate mutations in the X chromosomes of fruit flies (Drosophila

melanogaster). They found that some of these flies had altered circadian

rhythms (e.g., shortened to 19 hours or lengthened to 28 hours). Moreover,

these mutations could all be traced to the same gene, suggesting that it played

a critical role in the mechanism underlying this behavioral phenomenon.

Researchers named the gene period and later showed that the expression of

this gene resulted in the production of a protein (named PERIOD) that oscillated

in concentration every 24 hours (Bechtel 2009).

Comparative cognition researchers follow the discipline of psychology in

focusing almost exclusively on the behavior of organisms for constructing and

evaluating hypotheses. Both success testing and signature testing focus on the

organismal level: success testing collects data on whether agents succeed or fail

on problem-solving tasks, while signature testing collects data on errors, limits,

and biases exhibited by agents (e.g., where an individual looks before generat-

ing a random number). However, it is also widely agreed that a central aim in

comparative cognition is to understand the cognitive mechanisms underlying

behavior. To give a few examples of this sentiment: Schnell et al. (2021a) write,

“the field of comparative cognition centres on designingmethods to pinpoint the

underlying mechanisms that drive behaviors” (p. 162). Gopnik (2013) notes that

future work on causal reasoning should address the questions: “What are the

actual algorithms used in causal learning? How are they implemented in the

brain?” (p. 31). Similarly, Seed and colleagues (2011) ask regarding causal

reasoning abilities in animals, “how are they algorithmically and physically

realized?” (p. 29). In the context of mindreading, Krupenye and Call (2019)

write that cross-species comparisons “require controlled experiments to deter-

mine whether superficially similar abilities are actually underpinned by com-

mon neural and psychological mechanisms” (p. 16). Thus, researchers aim to

discover the cognitive mechanisms underlying behaviors and these mechanisms

are typically understood as instantiated in neural processes. Given this, one

might ask, “could knowledge of neural processes help constrain the space of

cognitive hypotheses examined by comparative cognition researchers?”

Reasons for thinking the answer to this question is “yes” are found in the

philosophy of cognitive science literature. For example, Gualtiero Piccinni &

Craver (2011) argue that the functional analyses found in psychology are best

understood as sketches of neural mechanisms. A mechanism sketch is an
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elliptical or incomplete account of a mechanism. It leaves out details regarding

how the mechanism works. Sometimes these details are omitted intentionally to

facilitate communication and understanding, and sometimes they are omitted

because they are unknown. In either case, under this view, when a comparative

cognition researcher advances a functionally or computationally specified

hypothesis (as discussed in Section 3), they are advancing a sketch of a neural

mechanism. Understood this way, the fields of comparative cognition and

neuroscience are not independent: they aim to describe the same things (neural

mechanisms). For any given neural mechanism, researchers from these two

fields may emphasize different aspects, but their descriptions should constrain

each other. For example, structural components support some functions and not

others. As Piccinini and Craver (2011) write, it is “an empirical matter whether

the brain has structural components that satisfy a given informational descrip-

tion, that is, whether the neuronal structures in question can sustain the infor-

mation processing that the model posits (under ecologically and physiologically

relevant conditions)” (p. 296). If there is no evidence that the structures required

for a given function are present in an organism, then this may lead researchers to

reject or revise the functional hypothesis under consideration (see also Boone &

Piccinini 2016a).

A similar argument has been advanced in the context of philosophy of

biology. Like psychologists, biologists rely on computationally specified

hypotheses to explain behavior (Bechtel 2008; Huebner & Schulkin 2022).

For example, as suggested above, a major research program in biology and

neuroscience is devoted to understanding the behavioral phenomenon of sleep-

wake cycles or circadian rhythms. The mechanisms responsible for these sleep-

wake cycles in mammals are found in the suprachiasmatic nucleus, a small

region of the hypothalamus. Circadian rhythms research, however, differs from

comparative cognition research in a striking way. In the former case, researchers

aim to empirically discover the parts and component operations posited by

a computational model (Bechtel & Abrahamsen 2010). In other words, they

seek evidence that allows them to identify the parts (e.g., macromolecules like

proteins) and component operations (e.g., the transportation of proteins from the

cytoplasm to the nucleus) responsible for circadian rhythms in an organism.

Crucially, these parts and operations are not inferred from the behavior of agents

alone (i.e., the organismal level). Instead, molecular and biochemical tech-

niques are used to intervene on and observe the entities and activities respon-

sible for circadian cycles (as illustrated above). Computational modeling is then

employed to understand how these parts and operations might function to

produce the dynamic phenomenon of interest (Bechtel 2016b).
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In contrast, as we have seen, comparative cognition researchers follow

traditional psychological methods in positing component parts and operations

based on the behavior of agents alone. Bechtel and Abrahamsen (2010) argue

that such an approach provides weak empirical constraints on cognitive hypoth-

eses (echoing our points regarding underdetermination above). Instead, they

argue that circadian rhythms research should serve as an exemplar for work in

psychology. Psychologists should anchor their computational accounts in evi-

dence of biological and neural mechanisms.

The idea that identifying the parts and operations of a mechanism is crucial for

explanatory progress is highlighted by other philosophers and historians of

science as well. For example, Raphael Scholl and Rose Novick argue that such

work has been central to overcoming problems of underdetermination in biology.

Scholl (2020) argues that the “vera causa ideal” has long been a dominant

standard of evidence in the life sciences (where vera causa is Latin for “true

cause”). The vera causa ideal holds that one should provide independent evidence

that a purported cause exists (the existence requirement). This is in addition to

evidence that the cause is responsible for the phenomenon of interest (the

competence requirement) (Novick & Scholl 2020; Scholl 2020). According to

Scholl and Novick, in the case of biology, the vera causa ideal has proved

advantageous compared to other evidential standards, such as focusing only on

testing the empirical consequences of a hypothesis. They argue that standards like

the latter are too liberal. There are simply too many empirically equivalent

hypotheses available (i.e., hypotheses with the same empirical consequences).

Instead, one should employ the vera causa ideal and establish the entities posited

by a hypothesis independently (namely, using techniques that target this mechan-

istic level). The better researchers are at independently establishing the existence

of the entities and activities invoked in an explanation (e.g., through improve-

ments in tissue imaging or biochemical assaying techniques), the more closely

they approximate the vera causa ideal, and the more justified they are in their

explanations (Novick & Scholl 2020).

The above accounts converge on the same lesson: the ability to account for an

agent’s behavior by appealing to a hypothetical or “how possibly”mechanism is

on its own weak evidence for the existence of that mechanism. There are simply

too many possible mechanisms that can account for data gathered on the

organismal level. Given this, many neuroscientists and biologists instead seek

to independently identify the parts, operations, and organization of the mechan-

isms responsible for behavior. They do this by employing techniques designed

to manipulate and observe component parts and operations on neural and

molecular levels. As we have seen, comparative cognition researchers draw

on a wide range of background knowledge when formulating the possible
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mechanisms responsible for a behavioral phenomenon. Nevertheless, the pos-

sibility space remains vast. Cognitive organisms are such that their organismal

level behavior alone provides little constraint on determining what is going on

in their brains and bodies. Insofar as comparative cognition researchers seek to

understand the cognitive mechanisms underlying behavior (rather than simply

characterizing behaviors), they should draw on biology and neuroscience to

constrain their accounts.

Following Piccinini and Craver (2011), we can understand functional mech-

anisms like that depicted in Figure 5 as sketching the activities that emerge

when neural mechanisms are at work. Indeed, although Nichols and Stich

(2003) offer a functional account of mindreading, they do so while recognizing

that their explanation will have to be revised in light of neurobiological consid-

erations: “findings about the structure and functioning of the brain can, and

ultimately will, impose strong constraints on theories of mindreading of the sort

we will be offering” (p. 11). My claim is that comparative cognition researchers

should actively seek out such constraints. Although examining errors, limits,

and biases as advocated by the signature testing approach will help eliminate

some cognitive hypotheses from consideration, constraints from knowledge of

neural mechanisms will provide researchers studying animal minds with much

needed additional grounding. This grounding is particularly valuable in a field

that aims to compare cognitive capacities across a wide range of taxa. When

looking at a diversity of species, we can expect some behaviors to look the

same, while being underpinned by different neural or biological mechanisms.

This is because evolutionary pressures sometimes lead organisms to converge

on similar behavioral solutions to ecological problems (e.g., flight as a solution

to the problem of locomotion), while the underlying mechanisms giving rise to

that behavior differ. In other words, in the same way that the mechanisms

underlying flight in birds, bats, and insects differ, the mechanisms underlying

causal reasoning in humans and crows may differ, despite behavioral similar-

ities on the organismal level.

This last point can be used to raise an objection to the proposal advanced in

this section. One might object that there are numerous ways in which a given

psychological state (e.g., a functional specification of mindreading) can be

implemented in biological hardware. Such functional accounts would be multi-

ply realized in the sense that there would be a one-to-many mapping of

functional states to brain states (Putnam 1967). Moreover, the objection goes,

it is the role of psychology to construct the best functional account given the

behavioral evidence regardless of the fine-grained detail of brain states. It is

a separate project to determine how such functional accounts might be imple-

mented in different organisms. The latter project is pursued by neuroscientists
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and biologists. Psychologists, however, can proceed to construct functional

accounts independently of these implementation details. Insofar as comparative

cognition researchers follow the methods of psychology, they should similarly

proceed independently of knowledge of neural and molecular level

mechanisms.

One compelling response to this objection is to simply reject that there is

a one-to-many mapping of functional states to brain states in practice. Bechtel

and Mundale (1999), for example, argue that proponents of multiple realizabil-

ity emphasize the commonalities in psychological states across species (e.g.,

that many species share psychological states such as “seeing”) and emphasize

the differences in brain processes (e.g., that nervous systems and sense organs

often differ in their fine-grained details across species). However, in practice,

psychologists have the option of providing more or less detailed accounts of

behavior and functions, and neuroscientists have the option of providing more

or less detailed accounts of neural mechanisms (Bechtel & Mundale 1999;

Bechtel 2008; Cao 2022). Which option they choose depends on the aims of

research. In some contexts (e.g., research on individual differences), researchers

may differentiate psychological and brain states in a more detailed or fine-

grained way. In other contexts (e.g., species comparisons), researchers may

differentiate psychological and brain states in a more general or coarse-grained

way.24 If comparative cognition researchers aim to make coarse-grained com-

parisons across species, they can still do so while drawing on neuroscience to

help them choose among competing hypotheses. The relevant neural and

biological accounts will in this case be relatively coarse grained. This does

not pose a problem, however, because such coarse-grained accounts are com-

monplace in comparative neuroscience. For example, from a coarse-grained

perspective, researchers hold that the neuronal connectivity patterns in the avian

pallium (a part of the brain found in birds) are strikingly similar to the connect-

ivity patterns found in the cerebral cortex of mammals. Both have the connect-

ivity of a small-world network with similar modules (e.g., sensory) and

functionally analogous hubs (the NCL in birds and prefrontal cortex in mam-

mals) (Shanahan et al. 2013).25

24 Applied to flight, one could note that, on a coarse-grained description, the function and structure
of flight in birds and bats is the same. Both have rigid structures that enable organisms to remain
airborne for some time. However, differences in both structure and function emerge on a fine-
grained description: the presence and absence of feathers, for instance, results in different
patterns of aerodynamic efficiency, as noted above.

25 A small-world network is a pattern of connectivity in which most nodes do not neighbor each
other, but one can move from one node to another via a small number of steps. See Levy and
Bechtel (2013) for a discussion of the importance of small-world organization in the context of
abstract mechanistic descriptions.
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Of course, there remains a question of exactly how much detail comparative

cognition researchers should include in their accounts of animal minds and

behavior (whether this detail concerns the organismal, neural, or molecular

level). Include too much detail and one fails to identify a cognitive capacity that

generalizes beyond a single case. Include too little detail and one fails to capture

the phenomenon of interest. All scientific explanations are abstract in the sense

that they do not capture everything there is to capture regarding the target of

interest (Boone & Piccinini 2016b). Thus, decisions need to be made regarding

what to include. It is beyond the scope of this Element to address this issue here.

However, any answer will depend in part on what researchers take to be the

phenomenon of interest: what is explanatorily relevant depends on what one is

trying to explain (see Craver 2007). Thus, let us return briefly to the question of

how to identify the phenomenon of interest before concluding this Element.

We saw in Section 3.2.1 that comparative cognition researchers revise the

phenomenon of interest based on ongoing research. Researchers have come to

view mindreading in chimpanzees, for example, as manifesting more reliably in

competitive (rather than cooperative) contexts. This approach toward rechar-

acterizing the phenomenon of interest is found across the sciences. Researchers

often observe a target phenomenon across a wide range of controlled situations

to determine its precipitating conditions (the conditions sufficient to make the

phenomenon occur), inhibiting conditions (the conditions under which the

phenomenon fails to occur), modulating conditions (how changes in conditions

lead to changes in how the phenomenon occurs), and others (see Craver &

Darden 2013, pp. 56–60).

In addition to the above strategy, however, philosophers of science have long

highlighted that uncovering the mechanisms responsible for a phenomenon

leads to revisions of how that phenomenon is characterized (Bechtel &

Richardson 2010; Bechtel 2008; Craver & Darden 2013). For example, mech-

anism discovery often leads researchers to recognize that they have mischar-

acterized the phenomenon in the sense of lumping together distinct phenomena

or splitting one phenomenon into many (Craver & Darden 2013). For example,

consider the case of face recognition discussed by Daniel Burnston and col-

leagues (Burnston et al. 2011). Researchers in the 1990s hypothesized that an

area of the fusiform gyrus (part of the temporal lobe and occipital lobe of the

brain) was responsible for human face recognition. Researchers called this area

the “fusiform face area” (FFA). Evidence such as the observation that lesions in

this area lead to an inability to recognize faces supported this hypothesis.

Further research on this brain region, however, indicated that it activated in

response to not just faces, but other stimuli as well, such as birds, sculptures, and

cars. Moreover, researchers found that activation in this area was higher when
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a subject was an expert on the stimulus type (e.g., an expert birder or car

aficionado). These neural-level discoveries led researchers to revise their under-

standing of the target phenomenon: it was considered a mistake to split human

face recognition from the general phenomenon of categorizing familiar objects.

How the phenomenon is characterized in the future will also depend in part on

what researchers learn about the mechanisms involved in the FFA and other

relevant brain regions.26

Thus, how a phenomenon is characterized often “coevolves” with our under-

standing of its underlying mechanisms (Craver & Darden 2013, p. 62). We may

find that mindreading in humans and chimpanzees has similar precipitating,

inhibiting, and modulating conditions on the level of the behaving organism.

This would be a good initial indicator that mindreading in these two species is

underpinned by the same mechanisms. However, an important additional indi-

cator would be the discovery that the neural and/or molecular processes respon-

sible for the behavioral phenomenon of interest are in fact similar. If instead

researchers find that the underlying mechanisms are relevantly different, this

may lead them to conclude that they have made a lumping error.

The nature of scientific inquiry is such that we should expect a phenomenon

to be regularly revised. We should thus not evaluate scientific progress on the

assumption that there is a stable or well-established phenomenon already

known. Instead, we need an account of scientific progress that recognizes the

provisional nature of many behavioral phenomena such as mindreading and

causal reasoning. Luckily, such accounts are readily available. Drawing on the

history of physics and chemistry, for example, Hasok Chang advances an

account of scientific progress in terms of “epistemic iteration” (Chang 2004).

Epistemic iteration is a process of self-improvement that occurs through mul-

tiple stages of inquiry. It is a process that captures scientific knowledge as

something not built on an incontestable foundation, but rather as a process in

which “we throw very imperfect ingredients together and manufacture some-

thing just a bit less imperfect” (p. 226). Chang shows how temperature research

in the eighteenth and nineteenth centuries exhibits iterative progress in terms of

enrichment (e.g., precision and scope) and self-correction. For example, with

respect to enrichment, measurements of temperature developed iteratively from

qualitative assessments (based on human sensations of hot and cold) to ordinal

assessments (with the use of thermoscopes) to numerical assessments (with the

26 For additional examples of how mechanism discovery leads to the revision of phenomena, see
Bechtel (2008), Bechtel & Richardson (2010), and Craver & Darden (2013). See Colaço (2020)
for a discussion on what kind of mechanistic information provides warrant to revise
a phenomenon, as opposed to providing a reason to suspend judgment about the phenomenon’s
characterization.
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use of numerical thermometers). With respect to self-correction, Chang shows

how later standards for measuring temperature corrected prior standards, des-

pite those later standards being initially based on the prior standards. For

example, thermoscopes were used to correct judgments based on human sensa-

tion, despite human sensations serving as the original basis for the development

and assessment of thermoscopes. Crucially, in cases of epistemic iteration, each

stage builds on the previous one, and scientific progress is made despite the

fallibility of individual stages. A similar framework can be applied to compara-

tive cognition. Coarse-grained functional accounts can guide research inquiries

into underlying mechanisms, while mechanism discovery can lead us to revise

our functional accounts in ways that lead to enrichment and self-correction.

To conclude this section, signature testing and knowledge of neural mechan-

isms provide additional constraints on the cognitive hypothesis space in com-

parative cognition. I have argued that such constraints are needed to infer

hypotheses such as mindreading and causal reasoning in animals. They are

needed because organismal-level behavior alone fails to provide sufficient

evidence to select among competing hypotheses regarding the mechanisms

responsible for behavior. Moving from success testing to signature testing

provides a richer account of agent behavior. However, this approach does not

seek to directly investigate the component parts and operations of the mechan-

isms responsible for behavior. Drawing on biology and neuroscience, or those

sciences with tools and techniques specially designed to intervene on and

observe neural and molecular mechanisms will help provide much needed

constraints on the hypothesis space in comparative cognition. Such an interdis-

ciplinary approach also provides constraints on revising the phenomenon of

interest, thus helping with problems of holistic underdetermination. Although

scientists will always have the option to revise background assumptions in light

of conflicting data, having more evidence concerning the entities, activities, and

organization of the neural and biological mechanisms responsible for a target

phenomenon will provide additional constraints regarding which background

assumptions should be revised and why.

Conclusion

The field of comparative cognition aims to better understand animal minds.

Although researchers in this field recognize that humans share some cognitive

capacities with other animals, they also highlight the diversity of animal minds.

Evolution is a process of descent with modification, and animals regularly

exhibit unique capacities to adapt to situations through learning and flexible

problem solving. The methods of comparative cognition need to be able to
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handle this diversity. In this Element, we examined the specific question, “Do

animals reason about unobservable variables such as causes and mental states?”

We have seen that, when addressing this question, comparative cognition

researchers face challenges of underdetermination, given the complex, opaque,

and clever nature of animal minds.

Researchers work to overcome these challenges by running experiments

designed to test target hypotheses (such as mindreading and causal reasoning)

and eliminate alternative hypotheses (such as associative learning). These

methods help researchers both better understand the target phenomenon, as

well as constrain the space of hypotheses that plausibly explain it. Despite these

advances, I have argued that additional methods are needed to overcome

problems of underdetermination in the field. We have considered two such

methods here: signature testing and mechanistic constraints. I have drawn on

what we know from work in general philosophy of science and other scientific

fields (neuroscience, biology, chemistry) to show how these additional methods

can lead to progress in comparative cognition. Although there is much work to

be done, comparative cognition is well placed to iteratively improve our

understanding of human and nonhuman animal minds.
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