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Abstract
We present SIMSPIN, a new, public, software framework for generating integral field spectroscopy (IFS) data cubes from N-
body/hydrodynamical simulations of galaxies, which can be compared directly with observational datasets. SIMSPIN provides a consistent
method for studying a galaxy’s stellar component. It can be used to explore how observationally inferred measurements of kinematics,
such as the spin parameter λR, are impacted by the effects of, for example, inclination, seeing conditions, distance. SIMSPIN is written in
R and has been designed to be highly modular, flexible, and extensible. It is already being used by the astrophysics community to generate
IFS-like cubes and FITS files for direct comparison of simulations to observations. In this paper, we explain the conceptual framework of
SIMSPIN; how it is implemented in R; and we demonstrate SIMSPIN’s current capabilities, providing as an example a brief investigation of
how numerical resolution affects how reliably we can recover the intrinsic stellar kinematics of a simulated galaxy.
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1. Introduction

Over the last few decades, we have seen vast improvements in
our understanding of galaxy evolution by combining photomet-
ric measurements of galaxies with observed, projected, stellar
kinematics. While photometry provides clues about a galaxy’s
assembly history, the inclusion of kinematics has revealed a whole
new perspective that highlights the imprints of accretion and
merger events. These imprints can be quantified and connected
to the mass and environment of a galaxy. This new perspective has
opened up new avenues to investigate the drivers of galactic evo-
lution (Binney 2005; Emsellem et al. 2007; Cappellari et al. 2011;
Cortese et al. 2016; van de Sande et al. 2017a). During the same
period, advances in numerical simulations of galaxy formation
and evolution have enabled comparable kinematic measurements
to be made of simulated galaxies. This has provided a physically
motivated framework to understand how galactic structure and
kinematics are entwined and to interpret the astrophysical signifi-
cance of observed kinematic signatures (Jesseit et al. 2009; Naab et
al. 2014; Teklu et al. 2015; Lagos et al. 2018a).

As observations and simulations have grown in both scope and
sophistication, the question of how to compare them in a faithful
manner has become more important. The now well-established
standard approach is to generate synthetic data products from
theoretical datasets. This substantially reduces the inherent uncer-
tainties in translating from an observed dataset to an estimate
of the physical quantity of interest. The mock images produced
can be passed through the same software tools that observers
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use to give consistent comparisons and also allows for the incor-
poration of observational limitations, such as the effects of the
atmosphere that can artificially distort the observed line-of-sight
(LOS) velocities. This approach is already being pursued by the
SAMI (the Sydney-AAO Multi-object Integral field spectrograph
survey; Croom et al. 2012; Bryant et al. 2015) and MaNGA
(Mapping Nearby Galaxies at Apache Point; Bundy et al. 2015;
Blanton et al. 2017) teams (see, e.g., Lagos et al. 2018b; Bassett
& Foster 2019; Duckworth et al. 2020). This alone suggests that
a tool for creating such data products in a publicly accessible and
repeatable way is advantageous for the community.

Mock data products from large cosmological simulations such
as MILLENIUM (Springel et al. 2005) and ILLUSTRIS (Vogelsberger
et al. 2014) are available via corresponding ‘observatories’—
the Millenium Run Observatory (MRObs; Overzier et al. 2013)
and the Illustris Simulation Observatory (Torrey et al. 2015).
Tools such as Simulating IFU Star Cluster Observations (SISCO;
Bianchini et al. 2015) have also been used to generate integral field
spectroscopy (IFS) observations of globular clusters for exploring
kinematic signatures of intermediate-mass black holes (De Vita et
al. 2017). However, similar complex data products for galaxy-scale
models can be difficult and time-consuming to produce, and so
often the focus has been on bulk physical properties (Overzier et
al. 2013), such as the angular momentum and structure of galaxies
(Genel et al. 2015; Teklu et al. 2015; Pedrosa & Tissera 2015).

This approach is no longer viable, however; not only does
it limit the complexity of the observational data that can be
compared to, but it also limits how these data can be used to
benefit theoretical modelling. Mock observations not only assist
our interpretation of observable kinematics, but also allow us to
tune our sub-grid physics models within simulations. To under-
stand whether our models of feedback in simulations are sen-
sible, we need to investigate the more detailed gas and stellar
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kinematics as well as compare to the cutting edge HI (Papastergis
& Ponomareva 2017) and IFS surveys (van de Sande et al. 2019).
Sub-grid recipes used in the latest galaxy formation simulations
tend to be based on older stellar formation and feedback mod-
els, for example, ILLUSTRIS (Genel et al. 2014), and its successor
ILLUSTRISTNG (Pillepich et al. 2018), models the star-forming
inter-stellar medium (ISM) gas as an effective equation of state,
first proposed by Springel & Hernquist (2003). This approach is
common in simulations where ISM structure is below the reso-
lution limit of the model (Ascasibar et al. 2002; Few et al. 2012).
However, as simulations drive towards higher resolutions and start
to model, for example, the star-forming ISM in more detail, the
kinds of comparisons required to verify the utility of these models
must similarly become more sophisticated.

These considerations have led us to develop SIMSPIN, a frame-
work to allow for a fair comparison of simulated and observed
datasets. SIMSPIN is a modular R-package that takes a parti-
cle model and creates a synthetic stellar-kinematic data cube
from which we can generate mock flux, LOS velocity, and LOS
velocity dispersion images using the specifications of any IFS.
Observational effects, such as the resolution of the cube and
distortions in the atmosphere, can be incorporated. From these
images, we can study the specific effects that observing has on
the kinematic properties recovered, given that we have access to
the intrinsic properties of the model under scrutiny. Each simu-
lated galaxy can be analysed many times from a range of projected
distances and angles.

SIMSPIN is designed to be quick and repeatable, allowing a
small number of models to produce a large number of observa-
tions. This is the first open-source package of its kind [registered
with the Astrophysics Source Code Library (Harborne 2019)] and
allows any astronomer to generate mock kinematic images for
comparison with real observations. This code can work with sim-
ple N-body models, but also has facilities to incorporate simple
stellar population (SSP) synthesis models for processing hydro-
dynamic simulations. All data products can be output in a FITS
file format similar to what would be produced by an observation.
Furthermore, it is written in a highly modular fashion that allows
modifications and extensions to be easily added in the future, i.e.,
radiative transfer outputs, dust screens, telescope specifics, and
further kinematic data manipulation.

The purpose of SIMSPIN is to ease the communication between
practical and theoretical astronomers and accelerate our progress
in understanding how specific stellar kinematic features evolve
over time. Here, we present the initial framework for creating syn-
thetic IFS kinematic data cubes from simulated galaxies. In Section
2, we briefly describe the methodology of the code and show how
each function of the package can be implemented in Section 3.
Full astronomical examples can be found in Section 4. Finally, we
discuss possible extensions of this work and give a summary in
Section 5.

2. Methodology

The purpose of the SIMSPIN package is to take a simulation of a
galaxy and to produce a data cube corresponding to that which
would be obtained if it had been observed using an IFS—spatial
information in projection with kinematic information along the
LOS. A kinematic data cube can be produced using the functions
in this package, from which ‘observables’ can be measured and

Figure 1. (a) bin_type = “r” Demonstrating the 3D spherical bins. (b) bin_type =
“cr” The 2D circular annuli bins that spread out radially along the plane of the disc. (c)
bin_type = “z” The 2D circular bins that grow in 1D out of the plane of the disc.

compared to the true (i.e., intrinsic) kinematic properties of the
simulation.

In this section, we present the methodology chosen to achieve
this in a consistent and repeatable way:

1. Understand the true kinematics of the model.
2. Construct the simulation particle data into an ‘observable

format’ and bin data into a 3D kinematic cube.
3. Convolve the data cube with a point spread function (PSF)

in order to replicate the effects of the atmosphere.
4. Construct synthetic images from 3D mock data cube.
5. Calculate observable properties from the images produced

(i.e., measure the effective radius of the galaxy, calculate
the observable spin parameter within a given radius, etc.)

We will briefly address the approach to each of these matters in
turn.

2.1. Understanding intrinsic model properties

It is necessary to understand the inherent nature of the galaxy
model in question in order to assess how observation impacts
kinematic measurements. Hence, SIMSPIN provides a method for
analysing the phase space information of the particles within a
simulation before constructing the mock observables.

Particle-based simulations provide the user with the particle
IDs, positions (x, y, z), velocities (vx, vy, vz), and masses. These
properties are used within SIMSPIN to describe the intrinsic phys-
ical and kinematic profiles of the galaxy. To construct profiles,
we take each particle and compute several additional properties.
The particle phase space distribution is centred by subtracting the
median in position and velocity space. The radial distribution of
the physical properties can then be mapped. We add the spheri-
cal polar coordinates for each particle (r, θ , φ), the corresponding
velocities (vr , vθ , vφ), and components of the angular momentum
(Jx, Jy, Jz).

Particles are divided into bins (spherical shells, cylindrical
shells, or stacks—as shown in Figure 1) and the following prop-
erties are computed:

• the mass distribution,
• the log(density) distribution,
• the circular and rotational velocity distributions,
• the velocity anisotropy (β) distribution (Binney & Tremaine
2008),

• the Bullock spin parameter (λ) distribution, (Bullock et al.
2001).
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These reflect the true nature of the system and allow us to
explore the limitations of the synthetic observables, for example,
when seeing conditions become more severe.

2.2. Creating the ‘observable’ format

In order to generate a projected galaxy image, as if the simulation
is being observed in the sky, a few additional properties are added
to each particle, such as the projected quantities of position and
LOS velocity at inclination, i, to the observer.

zobs = zsin(i)+ ycos(i), (1)

vlos = vzcos(i)− vysin(i), (2)

robs =
√
x2 + z2obs, (3)

where i= 0◦ is the galaxy projected face on and 90◦ is edge on.
SIMSPIN then accounts for the physical properties of the

observing telescope. Particulars such as the size and shape of
the field of view and the size of the galaxy within that aperture
are specified. Further instrument specifics, such as charge cou-
pled device (CCD) noise and detailed fibre arrangements, are not
included in the current implementation, but we intend to add
these in later iterations of the code. Using the celestial pack-
agea, we compute the angular diameter size, dA, of the galaxy
when projected at a supplied redshift distance using equation (4).
The reference cosmology in this case is the most recent Planck
data (H0 = 68.4, �M = 0.301, �L = 0.699, �R = 8.98× 10−5, σ8 =
0.793; Planck Collaboration et al. 2018).

dA = Sk(r)
1+ z

, (4)

where r is the comoving distance and,

Sk(r)=

⎧⎪⎨
⎪⎩

sin(
√−�kH0r)
H0|�k| , if �k < 0

r, if �k = 0
sin(

√
�kH0r)

H0|�k| , if �k > 0

where �k = 1− �M − �L − �R is the curvature density and H0 is
the Hubble parameter today.

Using this, we determine how large the galaxy appears within
the aperture. A selection of aperture shapes are available (circular,
hexagonal, or square) to mimic the current layouts of modern IFS
surveys, such as SAMI and MaNGA. The size of these apertures is
user-defined and specified by the diameter in units of arc-seconds.
We remove any particles belonging to the galaxy that fall outside
of the imaged region.

Each remaining particle is then assigned a luminosity, L. This
can be done by specifying a mass-to-light ratio for each luminous
particle type (bulge, disc, or star) and scaling the luminosity to a
flux, F, with respect to the luminosity distance at a given redshift,
DL = √

L/4πF; alternatively, if the user has computed a spectrum
for each stellar particle, these can also be supplied to the code and
used to calculate more accurate fluxes within a chosen filter using
PROSPECTb (Robotham et al. 2020), a high-level spectral gen-
eration package designed to create spectral energy distributions
(SEDs) for the semi-analytic code, SHARK (Lagos et al. 2018c).

ahttps://CRAN.R-project.org/package=celestial
bhttps://github.com/asgr/ProSpect

PROSPECT combines stellar synthesis libraries, such as Bruzual &
Charlot (2003) (BC03 hereafter) and/or EMILES (Vazdekis et al.
2016) with dust attenuation (Charlot & Fall 2000) and re-emission
models (Dale et al. 2014). In this case, we use PROSPECT in a
purely generative mode, using the SED generated for each stellar
particle to calculate the flux contribution of each within a given
filter.

The dimensions of the data cube are constructed to contain just
the remaining luminous particles. We leave the specifics to the dis-
cretion of the user, for example, the apparent pixel size for SAMI
data cubes is 0.5 arcsec with a spectral sampling scale of 1.04 Å
(Green et al. 2018). These parameters are used to determine the
widths of the bins in each direction. Physical pixel size is computed
by multiplying the spatial sampling scale by the angular diame-
ter scale calculated above, as this is dependent on the distance at
which the galaxy is projected; the velocity pixel size is approxi-
mated by ν ∼ c
λ/λ, where we take the central wavelength of the
filter to be λ and the spectral scale as 
λ. Particles are filtered
into their correct positions within the position-velocity cube and
output as a 3D array.

At this stage, we make a key assumption that each particle in
the simulation has some inherent uncertainty in its velocity. This
mimics the idea that, when astronomers observe emission lines,
those lines have a width representing an uncertainty in the true
speed of the host environment where the line originated. This
uncertainty is encapsulated numerically by the line spread func-
tion (LSF), lsf_fwhm, which is caused by a spectral response of the
observing telescope to a point like source.We use the LSF to fix the
‘width’ of the particle’s velocity. As the LSF of IFS instruments can
be well approximated as Gaussian, we model the velocity of each
particle as a Gaussian centred on the known velocity of the sim-
ulated particle with a width corresponding to the LSF associated
with the mock observation telescope (van de Sande et al. 2017a).

Each particle’s associated Gaussian is scaled by the flux of
that particle and then summed with portions of each distribu-
tion contributing to several bins in velocity space. We fully bin
the particles in this manner within both projected spatial coordi-
nates and velocity space to construct the IFS kinematic data cube.
An infographic of this process is shown in Figure 2.

These arrays can be output in FITS file format or passed
to further functions for the addition of atmospheric effects and
kinematic analysis.

2.3. Mimicking the effects of the atmosphere

Ground-based optical observations are limited by the blurring
effects of our atmosphere. In order to compare like-for-like, we
replicate these ‘beam smearing’ effects within our synthetic obser-
vations. SIMSPIN does this by convolving each spatial plane within
the data cube with a PSF.

The user can specify the shape of this PSF—either a Gaussian or
Moffat kernel (Moffat 1969)—and the full-width half-maximum
(FWHM) of the kernel. Each x–y spatial plane is convolved with
the generated PSF, using functions from PROFIT (Robotham et al.
2017) which follow the method:

Fobs = Fi � PSF, (5)

where Fi is the flux within each pixel in each spatial plane, i, and�
represents convolution.
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Figure 2. Illustrating the method in which each kinematic data cube is constructed. (a) We take each particle within the simulation—which will have some known velocity along
the projected LOS—and (b) convolve each with a Gaussian kernel such that it has a velocity distribution with width dictated by the LSF. (c) This velocity distribution is then binned
in velocity space along each spatial pixel such that a single particle can occupy several velocity bins. (d) Each pixel is then arranged in the cube to reconstruct the galaxy image.

Figure 3. Demonstrating the mock images produced through SIMSPIN observations
of the S0 example model inclined to 70o with added Sky RMS noise. The red line
demonstrates 1 Reff , within which λR is measured.

2.4. Constructing synthetic images

Having generated a realistic kinematic data cube, SIMSPIN can be
used to process images and observable kinematics. Flux images
andmaps of the LOS velocity and velocity dispersion are generated
by collapsing the cube along the z-axis.

To generate the flux maps, the contribution of flux from each
velocity plane is summed, Fi:

F =
vmax∑
i=1

Fi, (6)

where vmax is the last velocity bin along that pixel in the cube.
The LOS velocity and LOS velocity dispersion are given by flux-
weighted statistics:

V =
∑

vi × Fi∑
Fi

, (7)

σ =
∑

Fi × (vi −V)2∑
Fi

. (8)

Here, vi is the velocity assigned to each velocity bin, i, weighted by
the flux in each bin, Fi, and V is the mean velocity along that pixel
in the cube given by equation (7). An example of such images can
be seen in Figure 3.

Sky noise can optionally be added to the images using a sample
of random, normally distributed values. The appropriate level is
determined using the specified magnitude threshold, zero point,
and spatial pixel scale. It is possible to export these images for
Voronoi binning. While this is not supported at this time within

the SIMSPIN code, Cappellari & Copin (2003) provides a stan-
dard method for binning these images so that the signal to noise
is consistent across pixels. VORBINc is a Python code that can be
downloaded directly from PyPi. In future versions of this code, we
intend for re-binned images to be added back into SIMSPIN for
calculating the observable properties.

2.5. Calculating observable properties

The synthetic images can then be used to calculate various obser-
vational kinematic properties of the galaxy in question. SIMSPIN
has been used to investigate the observable spin parameter, λR
(Emsellem et al. 2007; Harborne et al. 2019), and can further
evaluate the V/σ parameter (Cappellari et al. 2007).

The user can specify the radius within which the kinematic
measurements are made. Often these are made within an effec-
tive radius, Reff, but we give the user the freedom to fully specify
the size and ellipticity of this measurement radius. Either, the
second-order moments are calculated from the flux distribution
by diagonalising the inertia tensor and assuming the galaxy ellip-
ticity from this axial ratio, q. This ellipse is then grown from
the centre until half the total flux is contained within the radius.
Alternatively, software like PROFOUNDd can be used to generate
concentric isophotes that contain equal amounts of flux within
each (Robotham et al. 2017). This axial ratio information can be
used to specify the ellipse within which the kinematics will be cal-
culated. Only the pixels whosemidpoints are contained within this
ellipse will be used for further calculations.

Currently, it is possible to calculate two kinematic properties:
λR (Emsellem et al. 2007) and V/σ (Cappellari et al. 2007). λR is
calculated using equation (9):

λR =
∑np

i=1 FiRi|Vi|∑np
i=1 FiRi

√
V2
i + σ 2

i
, (9)

where Fi is the observed ‘flux’ taken from the flux image, Ri is
the circularised radial position, Vi is the LOS velocity taken from
the LOS velocity image, σi is the LOS velocity dispersion taken
from the LOS dispersion image per pixel, i, and summed across
the total number of pixels, np. We also give the option to compute
the parameter using the elliptical radius where we define Rε

i as the
semi-major axis of an ellipse that would pass through that pixel.

chttp://www-astro.physics.ox.ac.uk/ mxc/software/
dhttps://github.com/asgr/ProFit
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Similarly, V/σ is calculated as:

V/σ =
√∑np

i=1 FiV2
i∑np

i=1 Fiσ 2
i
. (10)

SIMSPIN computes these parameters in a consistent manner to
observable software, such as pPXF (Cappellari 2017), for simple
and consistent comparison with real observations.

3. Implementation

Having outlined the methodology, we present the fully docu-
mented and tested R-package, SIMSPIN. This code can be down-
loaded from the github repositorye and the package can be
installed directly into R using the following commands:

> install.packages(“devtools”)
> library(devtools)
> install_github(“kateharborne/SimSpin”)

To load the package into your R session,

> library(SimSpin)

In Figure 4, we show the designed flow of the code. While it
is possible to use each sub-function within this package indepen-
dently and examine the output at each stage, there are three basic
analysis functions designed to give the output information in a
user friendly format.

1. sim_analysis()—This function outputs the inherent
kinematic properties of the galaxy model. This provides
the comparison to the kinematic observables produced in
the following functions.

2. build_datacube()—This function produces the kine-
matic data cube prior to kinematic analysis. This allows the
user to take the cubes to use in some other form of analysis
without having to calculate λR.

3. find_kinematics()—This function produces a kine-
matic data cube and calculates the observed spin
parameter, with both circularised and elliptical radii,
V/σ , ellipticity, inclination and the corresponding flux,
LOS velocity and LOS velocity dispersion images.
For individual λR or V/σ , we provide two functions
(find_lambda()/find_vsigma()) that output their
named kinematics.

For further information about the implementation of these
functions, we direct the reader to the repository and to RPubs
where we present a series of vignette examplesf. Each function is
fully documented with an demonstrated example.

4. Examples

In this section, we demonstrate two ways in which this package
may be used. Section 4.1 shows the simple analysis of an N-body
model containing disc and bulge components and examines the
effect of particle resolution on the profiles recovered. Section 4.2

ehttps://github.com/kateharborne/SimSpin
fhttps://rpubs.com/kateharborne

expands further on this exercise to examine a hydrodynamic
EAGLE simulation with stellar particles and histories.

4.1. N-bodymodel example

Here, we use SIMSPIN to measure the inherent kinematics and the
observable spin parameter for five different N-body realisations of
galaxies. We use repeated observations to explore how the parti-
cle resolution of an N-body model can impact the precision and
reliability of the physical and observable kinematics recovered.

These models have been constructed in two phases: first, ini-
tial conditions are generated using GALIC (Yurin & Springel 2014)
which constructs isolated particle distributions in equilibrium by
solving the collision-less Boltzmann equation; we then evolve
these initial conditions using a modified version of GADGET-
2 (Springel 2005) in which the ‘live’ dark matter (DM) halo is
replaced with its ‘static’ analytical form. This is done to maintain
a stable, well-resolved galactic disc at reasonable computational
cost. The details of this simulated catalogue can be found in Table 1
and is described in greater detail within (Harborne et al. 2019).

First, we convert the simulation snapshots into SIMSPIN com-
patible HDF5 input filesg which can be read into R using the
SIMSPIN function sim_data(), and the output data frame is
processed using sim_analysis() and find_lambda(). In each
case, we examine our models at full particle resolution initially and
assume this to be an ideal case by which we benchmark.

4.1.1. Simulation properties

We begin by examining the kinematic properties inherent to the
simulated models. This is done using the code below. First we load
in the simulation data, considering all components and then the
disc and bulge components separately.

> all_data = sim_data(“S0.hdf5”)
> disc_data = sim_data(“S0.hdf5”, ptype=2)
> bulge_data = sim_data(“S0.hdf5”, ptype=3)

Next, we run the sim_analysis() function for each loaded
dataset, supplying the information about the DM profile that has
been removed throughout the evolution and the number of radial
bins that we wish to examine the profile across. If DM particles
were present in the supplied file, the DM profile parameter would
not be necessary.

> all_analysis = sim_analysis(all_data, rbin =
1 000, DM_profile = list(profile=“Hernquist”,
DM_mass=184.996, DM_a=34.5))
> disc_analysis = sim_analysis(disc_data, rbin
= 1 000, DM_profile = list(profile=“Hernquist”,
DM_mass=184.996, DM_a=34.5))
> bulge_analysis = sim_analysis(bulge_data, rbin
= 1 000, DM_profile = list(profile=“Hernquist”,
DM_mass=184.996, DM_a=34.5))

There are several outputs from the sim_analysis() function,
as described in Section 2. Some of these are shown in Figure 5.
We demonstrate how simply we can examine different simulation
components in the top panel, where the mass profile of the disc
and bulge are plotted separately for each galaxy in the catalogue.

ghttps://github.com/kateharborne/create_SimSpinFile

https://doi.org/10.1017/pasa.2020.8 Published online by Cambridge University Press

https://github.com/kateharborne/SimSpin
https://rpubs.com/kateharborne
https://github.com/kateharborne/create_SimSpinFile
https://doi.org/10.1017/pasa.2020.8


6 KE Harborne et al.

find_reff()

obs_kinematics()

SimSpin_obs
(FITS)

SimSpin_
obs_images

(FITS)

Use particle
mass?

axis_ratio

Use fixed
 axis ratio?

axis_ratio,
a(kpc), b(kpc)

sim_FITSimage() sim_FITS()

Fixed 
ellipsoid

Stars?

filters

psf, fwhm

obs_dataprep()

ifu_cube()

Seeing?

sim_analysis()DM particles?

DM_profile

Stars?
SimSpin.hdf5

file

Generate
spectra

External Codes
(ProSpect, etc.)

Spectra for
each stellar

particle (.hdf5)

sim_data()

blur_cube()

1

2

3

Yes

No

Yes

Yes

Yes Yes

No

No

No

No

No

Yes

Sky noise?

mag_zeroYes

No

Figure 4. Demonstrating the individual functions and queries used when running a simulated galaxy through the SIMSPIN package. Three over-arching functions are identified
that link these sub-functions together: (1) sim_analysis() - as explained in Section 2, (2) build_datacube() - as explained in Section 2.1 and (3) find_kinematics() - as
explained in Section 2.4
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Table 1. Outlining the properties of each N-body galaxy model in the catalogue
explored throughout the examples in Section 4.1.

B/T b/kpc n Ndisc Nbulge
S0 0.60 2.14 2.84 1 000 000 1 500 000

Sa 0.40 1.38 2.26 1 500 000 1 000 000

Sb 0.25 0.90 1.64 1 875 000 625 000

Sc 0.05 0.17 0.99 2 375 000 125 000

Sd 0.02 0.07 0.97 2 450 000 50 000

Figure 5. Showing a selection of the profiles provided by the sim_analysis() func-
tion: Mass (top), rotational velocity (middle), Bullock spin parameter (bottom). We
demonstrate the flexibility of the code in analysing galaxy components separately.

We have reduced the resolution of our simulations in order to
examine what effect this has on the recovered kinematics. For each
test, we have rerun the GALIC initial conditions of the galaxy but
with a fraction of the original number of particles. These have then
been evolved for 10 Gyrs using GADGET-2. We have considered
a further 12 iterations of each galaxy in the catalogue, from 0.01%
Ntotal increasing in increments to the full Ntotal. This gives a sample
of 65 simulations to analyse overall.

The results of this experiment are shown for the measured
Bullock spin parameter in Figure 6 for the Sa galaxy. As we expect,
the lower the resolution, the poorer our results become. Clearly,
for the lowest resolution considered, at 250 particles, we have
very noisy variations (±0.1) between measured lambda and the
benchmark measurement made at full resolution. However, these
variations are much less significant at 10% Ntotal, where we only
see ±0.005 and only within the inner radii. In all but the worst

Figure 6. Demonstrating the effect of reduced particle resolution on the recovery of
the Bullock spin parameter, λ. In the upper panel, we show the spin parameter radial
profile for the Sa galaxy at 13 different resolutions, as described by the colours shown
on by the colour bar on the right. The percentages describe the fraction of the Ntotal
particles included in each simulation. Residuals from the 100%Ntotal case are shown in
the lower panel.

case, the expected shape of the lambda profile is still recovered.
The effect of particle resolution is akin to adding numerical noise.
While the general trend is returned, we see the effective signal-
to-noise drop as the number of particles used to describe the
mass distribution is reduced. It is interesting to investigate how
the observable kinematics are affected by similar reductions in
resolution.

4.1.2. Synthetic observable properties

Using the find_lambda() function, we can generate synthetic
observations of our models and measure kinematic properties.
The following code generates images as if our simulations were
observed using the blue arm of SAMI, which is the default output
of the SIMSPIN observation functions. The projected distance, z,
is set to 0.05 and the projected inclination for these observations
is 70◦.

> all_data = sim_data(“S0.hdf5”)
> lambda = find_lambda(all_data)

We run this function on the 12 degraded iterations of each
galaxy model in the catalogue, examining each spin parameter at
resolutions from 0.01% to 100% of the benchmark. In each case,
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Figure 7. Considering how the observed spin parameter, λR, changes when the num-
ber of particles within the simulated model is reduced from full resolution down to
0.01% Ntotal. In the upper panel, we consider the log difference between λR at that res-
olution with respect to the value measured at the benchmark resolution. In the lower
panel, wemeasure the scatter of thosemeasurements at each resolution and find that
it is well fit by an exponential profile.

the recovered λR is plotted against the particle resolution; this is
shown in Figure 7. In the upper panel of the figure, we examine
the log difference 
λR = log10(λN

R /λtotal
R ), i.e., between the value of

λR observed at a degraded resolution and the value measured at
the highest resolution. In the lower panel of this figure, we con-
sider the spread of the 
λR values at each resolution. Within each
bin we measure the standard deviation, σ , in order to give an indi-
cation of how confident we are that the model returns the correct
λR. This assumes that the full resolution, 2.5× 106-particle model
is the ‘true’ value.

From the lower panel in Figure 7, we can see that at resolutions
lower than 5× 105 particles, the measure becomes exponentially
more noisy. At 0.01% Ntotal particles, σ peaks at ∼0.12. However,
the change in σ (
λR) is quite sudden, when the number of parti-
cles in the model approaches 5× 105. At higher resolutions than
this, we see that the benchmark λR is recovered with a precision
of ∼0.002, which is much lower than normal observational uncer-
tainties. The assumption that the 2.5× 106 particle model returns
a benchmark value also seems reasonable. The fairly flat trend in
σ (
λR) from 30% to 100% Ntotal suggests that we have reached an
asymptotic value.

We also see that as the number of particles drops, the mor-
phology of the model becomes important for the associated uncer-
tainty. At 0.01%, the S0 galaxy has the greatest uncertainty. This

makes sense when you consider that dispersion will dominate in
the bulge component; reducing the number of bulge particles that
sample this velocity distribution will have a greater impact on
the measurement of σ , and hence λR and so we see the largest
uncertainties in galaxies with larger bulge components.

Overall, this demonstrates that galaxies represented by smaller
numbers of particles will give less accurate measurements, though
in this example the uncertainty on the measurement at N > 250
000 is ∼0.002, increasing to ∼0.02 as we approach smaller N,
∼25 000. In reality, even at this number of particles, the related
uncertainty is still much smaller than the uncertainty generally
associated with observational limitations (i.e., seeing and beam
smearing) (D’Eugenio et al. 2013; van de Sande et al. 2017a, 2017b,
Greene et al. 2018; Graham et al. 2018; Harborne et al. 2019).

4.2. Full hydrodynamical model example

It is important to understand how uncertainties are associated
with particle resolution because when we examine galaxies from
larger cosmological models, the number of particles making up
individual galaxies tends to be lower. In the following example,
we use a small galaxy from the EAGLE simulation, GalaxyID =
1056 taken from the RefL0100N1504 simulation. As a proof of
concept, we will demonstrate that we can process these galax-
ies using the same functions as the simple N-body models in
Section 4.1.

The EAGLE project (Schaye et al. 2015; Crain et al. 2015;
McAlpine et al. 2016) is a suite of cosmological hydrodynam-
ical simulations that allow us to investigate the formation and
evolution of galaxies. We have been using the publicly available
RefL0100N1504 simulation run; this is a cubic volume with a
side length of 100 co-moving Mpc, of intermediate resolution
with initial baryonic particle masses of mg = 1.81× 106 M�, and
maximum gravitational softening lengths of εprop = 0.70 pkpc.

The galaxy chosen, GalaxyID = 1056, contains 21 174 stel-
lar particles. In EAGLE, each stellar particle is initialised with a
stellar mass described by the Chabrier (2003) initial mass func-
tion; their metallicities are inherited from their parent gas particle
and their ages recorded from their formation to current snapshot
time.We can use this information to generate particle luminosities
assuming a SSP. When providing SIMSPIN with stellar particles, it
is optional as to whether you would like to provide SEDs generated
using stellar population synthesismodels or just assume amass-to-
light ratio for all stellar particles. For this example, we have used
PROSPECT to generate SEDs for each stellar particle by interpolat-
ing the BC03 tables in both age and metallicity. A subset of these
generated distributions are shown in Figure 8.

We store these SEDs in a SIMSPIN compatible stellar file and
provide this information along with the simulation data. This stel-
lar file is in an HDF5 format that contains a PartType4 group
with two datasets, Luminosity and Wavelength. When loading
this data into SIMSPIN, we specify this stellar file as below.

> eagle_data = sim_data(“eagle.hdf5”,
SSP="eagle_stars.hdf5”)

This prepares a structure that contains the luminosity at a range
of wavelengths for the stellar particles. We then pass this data
structure on to the find_vsigma() function as we would any
other sim_data() output.
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Figure 8. Showing the SEDs generated using PROSPECT for 500 of the stellar particles
within EAGLE GalaxyID = 1056. The colour of each line reflects the age of the stellar
particle in Gyr. These particles have been randomly selected from the 21 174within the
model to show a representative number of the stellar distributions in this galaxy.

> eagle_vsigma = find_vsigma(eagle_data,
z=0.0005, inc_deg=90)

The presence of these luminosity/wavelength tablesmeans that,
once passed to the SIMSPIN analysis functions, the particle fluxes
will be calculated using PROSPECT within a given filter. In this
case, given that the central wavelength of the blue arm of SAMI
(∼4 800 Å), we use the Sloan Digital Sky Survey g-filter to assign
a flux to each particle at the specified redshift. Currently, this
process is the most computationally expensive stage because the
flux calculation takes on average ∼0.004 s per particle. When
increasing the number of particles above the small number in this
simulation, this becomes the main source of computation, mostly
due to the large arrays of luminosity and wavelength for each par-
ticle. For the purpose of proving that SIMSPIN can perform with
hydrodynamic simulations, we believe this to be sufficient, but
highlight this as an area for further work that would benefit from
parallelisation.

Because the galaxy in question is very small (Reff ∼ 0.003 kpc),
we have had to put this galaxy very nearby in order to gener-
ate a suitable image. We show the images produced in Figure 9.
Inclining the galaxy to 90◦, we see that there is a rotating disc
component present. However, the image resolution is insufficient
to make a measurement of V/σ within a half-mass radius, as this
makes up less than 4 pixels at the centre of the image. If instead,
we bring the galaxy closer again:

> eagle_vsigma_close = find_vsigma(eagle_data,
z=0.00005, inc_deg=90),

we now recover the V/σ = 0.46. Both projections are shown in
Figure 9, with the fitted half-mass radius shown.

This is another way in which resolution can effect our recov-
ery of the internal kinematics. With instruments like MUSE, there
are a large number of poorly resolved objects at distant redshifts
for which we have a few pixels worth of kinematic information
(Guérou et al. 2017). Using SIMSPIN, we can examine what effect

Figure 9. The synthetic observations of the EAGLE galaxy (GalaxyID = 1056) inclined
edge-on, produced by SIMSPIN at a projected redshift distance z= 0.0005 (above) and
z= 0.00005 (below).

this has on the recovered kinematics. With this in mind, we var-
ied the projected distance of the galaxy inclined edge on from
z = 0.00001 to the point at which the measurement radius is too
small to return a value (i.e., at the point when the semi-major
axis of the measurement ellipse is less than the size of one pixel
in the image). We present this in units of cz for clarity (i.e., from
cz = 3 000− 93 000). This is shown in Figure 10.

There are several interesting features in this plot. Firstly, there
are large discontinuities where the V/σ measure drops suddenly.
Within each of the discrete chunks, there is a gradual positive incli-
nation of points. To explain these features, we have looked more
closely at the geometry of the images being produced for each
measurement.

Throughout this experiment, we have fixed the shape of the
measurement ellipse in physical space (a= 0.003 kpc and b=
0.002 kpc) as was measured using the second-order moments of
the galaxy projected at 90◦. Therefore, the only thing changing as
we modify the projected redshift distance is the size of the galaxy
within the aperture. As the galaxy is moved further and further
from the telescope, a smaller number of pixels fit inside the mea-
surement ellipse. Also, each pixel begins to contain more particles
within that system, which explains the gradual increases we see
within the discrete bins; to explain the discrete bins themselves, we
first considered the number of pixels that are contained within the
ellipse in each case. As can be seen by the shaded blocks behind
the measurements, the jumps occur at the transitions when the
ellipse crosses the midpoints of new pixels to be included in the
measurement.

Finally, we see that the jumps can be positive or negative, and
that in general these jumps become larger the further away we
go. To understand this effect, we looked at the arrangement of
additional particles in each of three cases. In the first, we con-
sider the transition from point 1 to 2, as shown in Figure 10.
Here we see V/σ drop considerably from 0.48 to 0.35; the cor-
responding maps produced show that at this point, we go from 16
to 12 pixels, and specifically we loose pixels along the semi-major

https://doi.org/10.1017/pasa.2020.8 Published online by Cambridge University Press

https://doi.org/10.1017/pasa.2020.8


10 KE Harborne et al.

Figure 10. Investigating the scatter in the measurement of V/σ with 100 redshift distances from z= 0.00001 to 0.00031 for the EAGLE galaxy (GalaxyID = 1056).

axis. We have aligned the major velocity axis horizontally, so the
removal of the pixels in these positions reduces the velocity com-
ponent much more than the dispersion component. Therefore, in
a relative sense, the dispersion becomes larger and V/σ drops.
Conversely, if we remove pixels from the vertical semi-minor axis,
we reduce the dispersion component relative to the velocity and
so V/σ rises; this is shown in the highlighted 3 to 4 points. The
most significant drop is between points 5 and 6. At this stage, we
are hitting the limit of our resolution because we cannot calcu-
late V/σ with fewer than 4 pixels. This jump is the largest because
more particles are contained within these 4 pixels than at the closer
projections.

This result will be dependent on several other factors, such as
the inclination and morphology of the galaxy being observed. The
magnitude of these jumps will also be changed by the manner in
which you choose to centre your pixels (e.g., if the centre of your
measurement ellipse is at the centre of a single pixel), although we
would still expect to see these jumps due to the discrete nature of

pixel resolution. In all cases, this is pause for thought when calcu-
lating kinematic measures with only a very small number of pixels
at the centre of your system.

5. Further work and conclusions

We have introduced SIMSPIN, a flexible and versatile frame-
work for generating and analysing IFS data cubes from N-
body/hydrodynamical simulations, which can be compared
directly with observations from surveys such as SAMI and
MaNGA.

We offer this current version of SIMSPIN via direct download
from GitHub or a web applicationh. The benefit of using R is the
ease with which an app can be created, and the R Shiny appli-
cation makes it simple to generate a standard JavaScript, web

hThe app is housed on the Nimbus server at the Pawsey Supercomputing Centre,
http://simspin.icrar.org/
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browser compatible Graphical User Interface. The current ver-
sion of this web app is designed for simplicity, and so there are
fewer code options, described by a series of drop down panels and
slider bars, than available via the standard R interface. The out-
puts generated are basic, but allow you to intuitively explore how
observational effects such as seeing conditions and projected dis-
tance affect the observable kinematics. This application can also
be downloaded to your own system and run from there, available
on GitHubi.

There are several aspects that we wish to develop further and in
this section we will outline a few of these ideas.

In the near term, we will

• increase the efficiency and reduce the run time of the conversion
between intrinsic spectrum and flux, which currently requires a
large portion of computation time, as highlighted in the EAGLE
galaxy example in Section 4.2.

• add further kinematic observables, such as higher order Gauss–
Hermite coefficients, h3 and h4, and output images, such as gas
maps as we continue to implement improvements for process-
ing hydrodynamical simulations.

In the longer term, we plan to:

• offer mock data cube outputs in a format that more closely
mimics their observed counter parts, that is, cubes with (x, y, λ)
rather then the current (x, y, vLOS). With the progression of tools
such as PROSPECT, each particle in a model can be associated
with a spectra, as demonstrated in Section 4.2. With these spec-
tra used to describe the third dimension of the mock-cube,
we can generate a product that can be fully processed using
observational pipelines.

• further signal-to-noise treatments could be implemented at the
level of the individual spectra. Signal-to-noise values are impor-
tant for observational kinematic measurements and the current
implementation of SIMSPIN does not yet incorporate this factor
in a physically meaningful way.

• additional instrument specifics and uncertainties can be
implemented—CCD read-out noise, fibre arrangements, dither-
ing patterns, etc.

• provide multi-language implementations of SIMSPIN, in, for
example, python and Julia. Such versions are under devel-
opment. Ideally, we would like several wrappers to allow dif-
ferent users to generate the same results easily from different
platforms, such as a python wrapper using the r2py interface.

Finally, one of the key requirements of this code has been that
it should be easily extendable. All of the software is freely available
through the GitHub repository and, with the use of this paper,
examples within the package and RPubs, we hope that general
users can extend this work to address many questions beyond
those we have considered here.

In conclusion, we have demonstrated the versatility and sim-
plicity of the SIMSPIN code. While this tool was initially created to
measure the observational effects that come into play when mea-
suring kinematics such as λR, its extensibility makes the scope of
this tool enormous. We have demonstrated examples in which we
consider how the resolution of simulated models and the resolu-
tion of the observing instrument used may impact measurements

ihttps://github.com/kateharborne/SimSpin_app

of galactic kinematics. These two examples barely scratch the
surface of all the parameter variations that could be considered.

We believe that SIMSPIN has uses within both the theoretical
and observational astronomical communities. The code has the
ability to produce synthetic data products in FITS file format that
allows direct comparison between simulations and observations.
This code has already been used to examine how the observed
kinematics vary with seeing conditions (Harborne et al. 2019),
and further projects include using synthetic SIMSPIN observa-
tions to design an empirical correction to counteract these effects
(Harborne et al. submitted). We present version 1.1.1 with the
capabilities outlined within this paper and invite further collab-
oration to extend the reach of this tool.
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