Bilingualism: Language and
Cognition

cambridge.org/bil

Research Article

Cite this article: Wong WL, Maurer U (2021).
The effects of input and output modalities on
language switching between Chinese and
English. Bilingualism: Language and Cognition
24, 719-729. https://doi.org/10.1017/
$136672892100002X

Received: 15 April 2019

Revised: 21 January 2021

Accepted: 21 January 2021

First published online: 17 March 2021

Keywords:
language control; input modality; output
modality; language switching

Address for correspondence:

Urs Maurer

Associate Professor

Rm 325, Sino Building

The Chinese University of Hong Kong
Email: umaurer@psy.cuhk.edu.hk

© The Author(s), 2021. Published by
Cambridge University Press. This is an Open
Access article, distributed under the terms of
the Creative Commons Attribution licence
(http://creativecommons.org/licenses/by/4.0/),
which permits unrestricted re-use, distribution,
and reproduction in any medium, provided the
original work is properly cited.

CAMBRIDGE

UNIVERSITY PRESS

g

@ CrossMark

The effects of input and output modalities on
language switching between Chinese and
English

Wai Leung Wong?! (2 and Urs Maurer!-?

Department of Psychology, The Chinese University of Hong Kong, Shatin, N. T., SAR Hong Kong, China and *Brain
and Mind Institute, The Chinese University of Hong Kong, Shatin, N. T., SAR Hong Kong, China

Abstract

Language control is important for bilinguals to produce words in the right language. While
most previous studies investigated language control using visual stimuli with vocal responses,
language control regarding auditory stimuli and manual responses was rarely examined. In the
present study, an alternating language switching paradigm was used to investigate language
control mechanism under two input modalities (visual and auditory) and two output modal-
ities (manual and vocal) by measuring switch costs in both error percentage and reaction time
(RT) in forty-eight Cantonese-English early bilinguals. Results showed that higher switch
costs in RT were found with auditory stimuli than visual stimuli, possibly due to shorter prep-
aration time with auditory stimuli. In addition, switch costs in RT and error percentage could
be obtained not only in speaking, but also in handwriting. Therefore, language control
mechanisms, such as inhibition of the non-target language, may be shared between speaking
and handwriting.

Introduction

It is well-documented that language control is common in word production of bilinguals
(Green, 1998). As words from two languages are stored in bilinguals’ lexicon, it is important
to inhibit bilingual language production within the target language to avoid the production of
the non-target language, and this inhibition is called language control (Declerck & Philipp, 2015).
Language switching was considered as a way to investigate the mechanism of language control in
many previous research studies (Declerck, Stephan, Koch & Philipp, 2015b; Gollan & Ferreira,
2009; Meuter & Allport, 1999; Prior & Gollan, 2011; Thomas & Allport, 2000), and the performance
of language switching was measured by switch cost, a marker for language control (Declerck et al.,
2015b). In a typical language switching paradigm, there are repetition trials, in which participants
report a stimulus in the same language as the previous trial, and switch trials, in which participants
report a stimulus in a different language from the previous trial. Switch cost is indicated by longer
reaction time (RT) or higher error percentage in switch trials than repetition trials. In other words,
switch cost is calculated by subtracting the RT or error percentage on repetition trials from those on
switch trials (Declerck et al., 2015b).

One of the influential models that explains the mechanism of language control is the inhibi-
tory control model (ICM; Green, 1998). According to the ICM, when bilinguals process a con-
cept, parallel activation of both relevant languages is induced, which is followed by the
inhibition of the non-target language. During the repetition trials, the non-target language
is kept inhibited. However, during the switch trials, the previously inhibited language has to
be produced, and therefore the inhibition of the non-target language has to be overcome.
Therefore, longer processing time is required and it signifies the switch cost. This model posits
that language control is a process that is situated at the lexical-semantic level.

Despite extensive research on language control, this topic was mainly investigated by stud-
ies adopting language switching paradigms with visual stimuli (image or words) and vocal
production (speaking) (e.g., Gollan & Ferreira, 2009; Meuter & Allport, 1999; Prior &
Gollan, 2011; Thomas & Allport, 2000), while auditory input (sound) and manual output
(handwriting) modalities were neglected. Therefore, while language switching has been used
to investigate language control for several decades, little is known about whether the inhibition
mechanism can be generalized to listening and writing. However, it is theoretically interesting
to investigate the effects of different modalities on language control because, in daily conver-
sation, we receive auditory input and generate vocal output (Kaufmann, Mittelberg, Koch &
Philipp, 2018). In addition, language switching in writing is common, although less frequent
than in daily conversation (Yau, 1993). Additionally, the investigation of different modalities
and language switching can enhance our understanding of the language control mechanism by
exploring whether the inhibition mechanism used in language switching in speaking can be
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applied to handwriting. Hence, language control under different
modalities was investigated in the present study by using two
input modalities (visual and auditory stimuli) and output modal-
ities (manual and vocal word production).

Although most research studies related to language switching
adopted visual stimuli, there was a recent study comparing the
switch costs between visual and auditory input modalities, with
vocal word production as output modality (Declerck et al,
2015b). In this study, the average RT of vocal production was
found to be longer after receiving auditory inputs (sound) than
visual inputs (images), but a reversed pattern was shown for
switch costs, which were higher in the visual condition than the
auditory one. As a previous study has shown that semantic prim-
ing was stronger and lasted longer with auditory stimuli than vis-
ual stimuli (Holcomb & Neville, 1990), Declerck et al. (2015b)
explained the longer RT in the auditory condition than the visual
condition by longer lexical-semantic processing with auditory
stimuli than visual stimuli. The longer RT with auditory stimuli
resulted in longer inter-stimulus interval (ISI) and this gave rise
to the potential decay effect, which is the dissipation of activation
of the previous language representation over time. Therefore,
lower switch costs were shown in the auditory condition
(Declerck et al., 2015b). However, as this is the only study
which compared language switch costs between two input modal-
ities, more studies are needed to confirm this proposition.

Although most of the research studies regarding language pro-
cessing were about word production in speaking instead of hand-
writing, the process of word production in handwriting was
thought to be similar to that in speaking. A model proposed by
Bonin, Roux, Barry and Canell (2012) illustrated that after a per-
son perceives an image or a sound, he or she will conduct percep-
tual analysis for stimulus recognition. Then, the person will enter
the stage of conceptual and semantic processing, which is shared
by both speaking and handwriting. However, the process then
diverges into phonological L-level when speaking, and ortho-
graphic L-level when handwriting during the stage of word-form
encoding.’ Finally, a phoneme level for speaking and a grapheme
level for writing are achieved respectively, and words can be pro-
duced vocally or manually. The similarity and difference of word
production in handwriting and speaking were further supported
by an EEG study by Perret and Laganaro (2012), which has
shown that the conceptual and lexical-semantic processes between
speaking and handwriting were shared, but phonological and
orthographic word-form encoding processes were different.

Despite the word-form encoding difference between speaking
and writing, some previous studies have investigated language
control in signing (Kaufmann et al., 2018; Schaeffner, Fibla &
Philipp, 2017) and typing (Schaeffner et al, 2017), and they
have shown that the shared phonological information between
writing and speaking might play a main role in language control.
By comparing unimodal (spoken-spoken) and bimodal (experi-
ment 1: spoken-signed; experiment 2: spoken-typed) switching,
Schaeffner et al. (2017) found that switch costs were lower in
bimodal switching than unimodal switching only when partici-
pants had to switch between speaking and signing, but not
between speaking and typing. The output channels of speaking
and signing or typing were the mouth and hands respectively.
During bimodal switching, although lemmas in both languages
can remain uninhibited at the lexical level as people can produce
both languages simultaneously, the irrelevant output channel may
need to be inhibited to ensure that a correct output channel is
being used. The study by Schaeffner et al. (2017) demonstrated
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that language inhibition in switching between speaking and typ-
ing was more costly than output channel inhibition in switching
between speaking and signing. This was explained by the phono-
logical overlap between speaking and typing: as typing and hand-
writing share similar retrieval mechanism of phonological
information (Pinet, Ziegler & Alario, 2016; Schaeffner et al.,
2017), but there is no phonological overlap between speaking
and signing, for phonological information may not be required
in signing. According to the phonological mediation hypothesis,
writing consists of inner speech (e.g., Geschwind, 1969; Luria,
1970), and it demands the same phonological information as
speaking (Schaeffner et al., 2017). This was supported by a previ-
ous study showing that inconsistent spelling will induce more
writing errors, compared with consistent spelling (Bonin,
Peereman & Fayol, 2001). Therefore, phonological information
may play an important role in both writing and speaking. Due
to this reason, we hypothesized that switch cost can be found in
language switching in handwriting.

While previous studies about modalities and language switch-
ing were scarce, the relationship between modalities and task
switching was investigated more extensively. For example, a classic
task-switching study has manifested that adopting visual input
and manual output in the same task overloaded the visuospatial
sketch pad, a mechanism specialized for the short-term storage
of spatial information (Logie, Zucco & Baddeley, 1990), thereby
creating interference (Brooks, 1968). However, another study
has shown that using compatible modalities (i.e., auditory-vocal
and visual-manual) created less interference than incompatible
modalities (i.e., auditory-manual and visual-vocal), due to our
natural tendencies to bind certain stimuli to certain responses
(Stephan & Koch, 2010), and the cross-talk at the level of
modality-specific processing pathways (Stephan & Koch, 2011).
Input-output modality compatibility was defined as the similarity
of stimulus modality and modality of response-related sensory
consequences (Stephan & Koch, 2011). Due to the different find-
ings discovered by previous studies, the interaction of modalities
on task switching has yet to be confirmed.

Although aforementioned studies were about task switching,
the inhibition mechanism of task switching may be similar to
that of language switching (Meuter & Allport, 1999). For example,
in the Stroop task, word naming needs to be inhibited to produce
the colour of the word. Similarly, L1 (or L2) needs to be inhibited
to produce L2 (or L1) in language switching (Meuter & Allport,
1999). However, a recent fMRI study has shown that while task
switching and language switching might share some aspects of
executive control, bilinguals had higher efficiency on maintaining
inhibition of a non-target language than a non-target task
(Weissberger, Gollan, Bondi, Clark & Wierenga, 2015). This
might be due to their frequent inhibition of language in single
language contexts, but less experience on task switching. Due to
the different aforementioned findings, whether there is an inter-
action between modalities and language switching pattern, as
similar to the interactions between modalities and task switching
pattern, is still unknown.

To investigate whether the results of language switching in pre-
vious studies can be generalized to auditory and manual modal-
ities, four conditions with different input and output modalities
were included in the present experiment — namely, auditory-vocal,
auditory-manual, visual-manual and visual-vocal conditions.
Similar to the research design of Declerck et al. (2015b), images
and sound were presented in the visual and auditory conditions
respectively, and speaking was required in the vocal conditions.
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However, we adopted a novel way to investigate language control
processing in the manual conditions by asking participants to
write on a paper placed on a tablet.

An alternating, predictable language switching sequence with-
out any cue (i.e,, L1-L1-L2-L2-L1-L1 or L2-L2-L1-L1-L2-L2) was
used in the present study. While some previous studies have used
an unpredictable language switching sequence with a cue to indi-
cate the required language in each trial (Meuter & Allport, 1999;
Prior & Gollan, 2011), the advantage of using a predictable lan-
guage switching sequence is that it can avoid any distraction
from visual or auditory cues which signal the required language
as it may affect the RT. However, the predictability of languages
may be a confounding variable as it may affect switch costs.
Nonetheless, a previous study has shown that switch costs did
not change depending on the predictability of the language
sequence as long as the concepts were not predictable
(Declerck, Koch & Philipp, 2015a). Hence, as only languages
but not concepts were predictable in the present study, switch
cost should reflect language control solely.

To the best of our knowledge, there has not been any research
study comparing seeing, listening, speaking and handwriting in a
unimodal language switching context yet. It is important to note
that in this study, we would investigate the language switching in
a unimodal switching context only. In other words, participants
either look at a picture or listen to some sound, and perform spo-
ken or written word production in each trial, and participants are
told about the required modalities before each block. Therefore,
no modality cue is needed. In contrast, in a bimodal switching
context, both inputs can be shown on the screen and both lan-
guages can be produced simultaneously, so modality cues may
be required. The reason for using a unimodal design is that our
primary interest is the effect of modalities on switch costs in lan-
guage control, while the difference of bimodal and unimodal
switching was investigated in previous studies (see Kaufmann
et al.,, 2018; Schaeffner et al., 2017). Investigating different modal-
ities (visual, auditory, manual and vocal) in a unimodal switching
context is important because it may not only clarify the effect of
auditory inputs on language control and extend the inhibition
mechanism of language control into a new manual modality
(writing), but also provide insight into whether different modal-
ities affect language control mechanism in the same participants.

Based on the aforementioned studies, the present study aims to
investigate the language control mechanism in different modal-
ities by recruiting Hong Kong bilinguals, whose L1 is Chinese,
a morphosyllabic language, and L2 is English. Specifically, three
hypotheses were proposed. First, switch costs between input
modalities (visual and auditory) were examined. Higher switch
costs with visual stimuli than auditory stimuli were predicted,
based on the study by Declerck et al. (2015b). Furthermore, switch
costs between output modalities (vocal and manual) were com-
pared. As speaking and writing share the same phonological
information retrieval mechanism, we predicted there will be no
switch cost difference between writing and speaking.
Additionally, the interactions between the four modalities were
explored to clarify the effects of modality compatibility on lan-
guage switch costs. Specifically, we were curious about whether
compatible modality creates facilitation or inhibition on switch
costs, compared with incompatible modality. Based on previous
studies (Declerck et al., 2015b; Stephan & Koch, 2010), we pre-
dicted that modality compatible tasks (i.e., auditory-vocal and
visual-manual) should induce lower switch costs than modality
incompatible tasks (i.e., auditory-manual and visual-vocal).
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Table 1. Mean and standard deviation (in parenthesis) of participants’
language background (N =48).

Language Background Chinese (L1) English (L2)
Age of acquisition (AoA)*** 0 (0) 2.81 (1.57)
Self-rated speaking proficiency*** 6.25 (.84) 4.88 (.91)
(1: very bad, 7: very good)

Self-rated writing proficiency 5.25 (1.12) 4.98 (.91)
(1: very bad, 7: very good)

Self-rated listening proficiency*** 5.88 (1) 5.04 (.99)
(1: very bad, 7: very good)

Self-rated reading proficiency** 5.63 (1.02) 5.08 (.9)
(1: very bad, 7: very good)

Self-rated overall proficiency*** 6.73 (.57) 5.17 (.86)
(1: very bad, 7: very good)

Years of formal education 16.44 (1.98) 16.29 (1.83)
Percentage of daily use currently*** 71.29 (14.17) 20.06 (9.96)
Years of use*** 18.79 (1.91) 17.06 (2.25)
Language switching frequency in 4.83 (1.37)

daily conversation (1: low frequency,

7: high frequency)

Language switching frequency in 3.67 (1.39)

writing (1: low frequency, 7: high

frequency)

Language switching frequency in 5.25 (1.41)

texting (1: low frequency, 7: high
frequency)

Note. Paired sample t-test was conducted for the difference of each variable under language
background between Chinese and English except for the frequency of language switching
between Chinese and English, *p <.05, **p <.01, ***p <.001.

Method
Participants

Forty-eight undergraduate students (19 males and 29 females)
studying at the Chinese University of Hong Kong (CUHK) parti-
cipated in the experiment.” Their age range was 18 to 24 years (M
=19.75 years). According to the questionnaire administered after
the experiment, all participants were native Cantonese speakers
with English as their L2. Their language background examined
by the questionnaire (see Procedure below) is summarized in
Table 1. All participants were early bilinguals and proficient in
both Chinese and English. They had received formal education
in Chinese and English and have used both languages for more
than twelve years. All participants received credit points of a fun-
damental psychology course for their participation.

Apparatus and stimuli

Ten concepts were used in this study that corresponded to one-
syllabic words in both Chinese and English (See Appendix).
The words were frequent in both languages (character frequency
in Chinese: 301 per million; word frequency in English: 77 per
million). During the experiment, the ten concepts were expressed
in the form of visual stimuli (pictures) and auditory stimuli
(sounds) respectively. For example, for the concept “dog”, partici-
pants saw a picture depicting a dog in the visual conditions
(including visual-manual and visual-vocal conditions), and
heard a bark in the auditory conditions (including auditory-
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manual and auditory-vocal conditions). The visual stimuli were
pictures adopted from Snodgrass and Vanderwart (1980), while
the duration and intensity of auditory stimuli were controlled to
three seconds and 70 decibels respectively by using Praat, a com-
puter software used for speech analysis (Boersma & Weenink,
2019). The auditory stimuli were presented in a comfortable vol-
ume during the experiment.

In all conditions, E-prime 3 was used for stimulus presenta-
tion. In the visual conditions, no extra apparatus was needed
besides the computer and the computer screen. In the auditory
conditions, a headphone was used for sound presentation and
the computer screen was switched off to avoid visual distraction.
In the vocal conditions, a Serial Response box (SR box) was con-
nected to E-Prime for the collection of RT, which was defined as
the duration between the onset of stimulus presentation and the
commencement of vocal responses. In addition, a microphone
was connected to the SR box for voice detection. Accuracy was
recorded on-site by the experimenter. In the manual conditions,
a graphic tablet (WACOM Intuos Pro Large PTH-851, with an
Intuos inking contact pen) was connected to the computer for
the writing detection. A white sheet of paper was placed on the
tablet to enhance ecological validity because it is more common
to write on a paper than on a tablet. Each paper contained
forty black lines for writing. The writing RT, which was defined
as the duration between the onset of stimulus presentation and
the start of manual responses (the moment that the pen was
first in contact with the paper, or the onset of the first stroke),
was recorded by E-prime, while the accuracy was recorded later
by the experimenter, based on the words written on the paper.

Procedure

At the beginning, there was a five-minute familiarization phase
about the association between the stimuli and concepts used in
the experiment. In this phase, participants looked at the image
and listened to the sound of each concept simultaneously, with
the corresponding traditional Chinese character and English
word shown below the image. No time limit was set so partici-
pants could look at and listen to each stimulus as long as they
wished, until they pressed any key on the keyboard to move on
to the next concept. In addition, they could choose to look at
and listen to the stimuli again until they were familiar with the
ten concepts. Although the representation of the stimuli was
linked closely to the concept based on the results of pilot tests,
stimuli needed to be familiarized to ensure that participants
named the concept at the basic level but not at superordinate or
subordinate levels. For example, the participant was expected to
write or say “drum” (basic level) when listening to the drum
sound or looking at a picture of a drum, but not “instrument”
(superordinate level) or “bass drum” (subordinate level).

The familiarization phase was followed by a behavioural task, in
which the four conditions - namely, visual-manual, visual-vocal,
auditory-manual, and auditory-vocal — were presented in separate
blocks. The order of the four conditions was counterbalanced
across participants. Prior to each condition, both visual and verbal
instructions were given, with the emphasis on speed and accuracy.
They were advised to take a break between each block, as no break
was allowed within a block. Each block started with ten practice
trials, which covered all concepts, followed by 40 trials in the
main task. A pseudo-randomized list was created for each condi-
tion, and within each list, each concept appeared twice in
Chinese, and twice in English, and each concept appeared equally
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often in switch and repetition trials. In each block, participants
were required to switch between Chinese and English in a predict-
able sequence (i.e, L1-L1-L2-L2-L1-L1 or L2-L2-L1-L1-12-L2,
counterbalanced between participants). The use of two sequences
ensured that the total amount of repetition trials and switch trials
were the same in each language (Declerck et al., 2015b).

In the vocal conditions, participants were asked to report the
concept verbally towards a microphone as accurately and as
quickly as possible when they were listening to an auditory stimu-
lus (auditory-vocal condition) or looking at a visual stimulus
(visual-vocal condition). In each trial of both conditions, partici-
pants first heard a beep sound or saw a fixation cross (+) at the
centre of the screen for one second respectively, followed by the
auditory or visual stimulus. The duration of stimuli was fixed at
three seconds, so they did not disappear even when the partici-
pants made their responses within the stimulus duration. The
stimulus was followed by a break (silence or white screen) for
one second, followed by the next trial.

In the manual conditions, participants were asked to write down
the concept on a white paper placed on the tablet as accurately and
as quickly as possible when they were listening to an auditory
stimulus (auditory-manual condition) or looking at a visual stimu-
lus (visual-manual condition). In each trial of the manual condi-
tions, the sequence and durations of the fixation cross or beep
sound, stimulus presentation and break were the same as the
vocal conditions mentioned above. Participants were required to
write the words in a predictable sequence, as mentioned above
(ie, L1-L1-L2-L2-L1-L1 or L2-L2-L1-L1-L2-L2, counterbalanced
between participants).

After the behavioural task, a questionnaire concerning the lan-
guage background of participants was administered, including
variables such as age of acquisition (AoA), years of formal educa-
tion, self-rated language proficiency, years of use, and percentage
of daily use of both Chinese and English. It is well-documented
that self-rated score is a good indication of second language pro-
ficiency (Leblanc & Painchaud, 1985). The questionnaire also
included questions related to language switching frequency
between Chinese and English in daily conversation, writing and
texting, with foreign language background and demographic
information. Participants were then debriefed and dismissed.
The whole experiment lasted about 45 minutes.

Data analyses

Data from first trials in each condition (2.5%) were discarded as
they did not belong to either repetition trial or switch trial.
Trials with technical errors (3.09%) were also excluded from ana-
lysis. Regarding error percentage analysis, trials with lexical errors
(1.25%) and language switching errors (1.2%), including those
with self-correction and hesitation, were taken into account. For
the RT analysis, the errors mentioned above, and trials following
an error without self-correction (3.1%) were excluded. After that,
RTs with two standard deviations above or below the mean in
each condition were considered as outliers and they were dis-
carded (5.26%). Regarding the RT analysis, the remaining repeti-
tion observations (sample size x trial number) of visual, auditory,
manual and vocal modalities were 1734, 1602, 1725 and 1611,
while the remaining switch observations of the four conditions
were 1625, 1463, 1575 and 1513 respectively. No participant
was excluded due to removal of trials.

The independent variables were all within-subject factors,
including input modality (auditory vs. visual), output modality
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Fig. 1. Average RTs in ms in different modalities (error bars represent standard
errors).

(manual vs. vocal), language (Cantonese as L1 vs. English as L2)
and language transition (repetition trial vs. switch trial). The
dependent variables included error percentage (for measuring
accuracy) and RT. Planned comparisons t-tests will be conducted
to investigate whether switch costs in RT exist in handwriting as
this is the main interest of the present study.

Results
Switch costs in RT

A repeated measures analysis of variance (ANOVA) was con-
ducted for RT, with four within-subject factors, including mpuT
MODALITY (visual vs. auditory), oUuTPUT MODALITY (manual vs.
vocal), LANGUAGE (L1 vs. L2) and LANGUAGE TRANSITION (repetition
vs. switch). The RTs in the auditory conditions (1294 ms, 95%
confidence interval (CI)=1249, 1339) were significantly longer
than those in the visual conditions (984 ms, CI =950, 1017;
input modality, F(1, 47) =271.5, p <.001, 7, =.852), which was
more pronounced in the vocal than the manual conditions
(input modality x output modality, F(1, 47) = 85.33, p <.001, nf,
=.645; see Figure 1). Moreover, longer RTs were found in the
manual (1199 ms, CI=1159, 1239) than the vocal conditions
(1079 ms, CI=1036, 1121; output modality, F(1, 47)=32.06,
p <.001, 775 = .406). In addition, RTs were significantly longer in
the L1 trials (1156 ms, CI=1120, 1191) than the L2 trials
(1122 ms, CI=1085, 1158; language, F(1,47) =15.25, p=.001,
n§=.245), which was more obvious in the manual conditions
than the vocal ones (output modality x language, F(1, 47) = 4.4,
p<.01, 7;=.086), as shown in Figure 2. Importantly, RTs of
the switch trials (1165ms, CI=1129, 1201) were significantly
longer than that of the repetition trials (1112 ms, CI=1076,
1149; language transition, F(1, 47)=34.84, p <.001, n12,=.436),
which was more pronounced in the auditory trials than that in
the visual trials (input modality x language transition, F(1, 47)
=6.71, p<.05, np=.125), as shown in Figure 3. In other words,
higher switch costs in terms of RT were found with auditory
than visual stimuli. No other significant interactions were
found. Average switch costs, with the mean RTs of switch trials
and repetition trials, in different modalities are shown in
Table 2, and the left part of Table 3 shows the full statistics of
the above four-way repeated measures ANOVA.

Post-hoc paired-sample t-tests were conducted to clarify the
three two-way interactions we found in the ANOVA. Regarding
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Fig. 2. Interaction of RTs between output modalities and language (error bars
represent standard errors).
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Fig. 3. Interaction of RTs between input modalities and language transition (error
bars represent standard errors).

the interaction of input modality and output modality, the t-test
results showed that longer RTs with auditory stimuli than visual
stimuli were found in both vocal conditions (454 ms, CI =397,
511; t(47)=16.14, p<.001, d=2.72) and manual conditions
(175ms, CI=125, 223; #(47) =7.15, p<.001, d=1). However,
for the interaction of output modality and language, the t-test
results showed that the significantly longer RTs in L1 trials than
L2 trials were found in the manual conditions only (51 ms, CI
=24, 77; t(47) =3.85, p <.001, d = .35), but not in the vocal con-
ditions (17 ms, CI = —4, 37; t(47) =1.64, p=.11, d=.11). In add-
ition, t-test results related to the interaction of input modality and
language transition showed that switch costs were found in both
auditory conditions (74 ms, CI =42, 107; t(47) =4.55, p <.001,
d=.43) and visual conditions (34 ms, CI =21, 48; t(47) =5.07,
p<.001, d=.31).

A planned comparisons paired-sample t-test was conducted to
investigate whether switch cost exists in handwriting by compar-
ing the RTs in switch trials and repetition trials. Significant results
with longer RTs in switch trials than repetition trials were found
in both visual-manual (#(47) =5.016, p<.001, d=.284, CI =28,
66) and auditory-manual conditions (#(47) =3.315, p<.01, d
=.404, CI =33, 134). It showed that switch cost existed in hand-
writing, notwithstanding input modalities.

As there were large RT differences between different modal-
ities, we calculated the proportional switch cost by dividing the
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Table 2. Mean and standard deviation (in parenthesis) of RT in ms in switch and repetition trials and the ensuing switch costs in different input modalities and output
modalities.

Output modality

Manual Vocal
Input modality Switch Repetition Switch cost Switch Repetition Switch cost
Visual 1131 (164) 1084 (168) 47 (65) 865 (113) 844 (125) 21 (72)
Auditory 1324 (228) 1240 (181) 83 (174) 1342 (221) 1276 (217) 65 (140)

Table 3. Statistical results of four-way repeated measures ANOVA (input modality x output modality x language x language transition) of RT and error percentage.

RT Error Percentage

Factors F p 77?, F p 77;2:

Input modality 2715 <.001 .852 7.89 .007 144
Output modality 32.06 <.001 406 <1 T71 .002
Language 15.25 <.001 .245 <1 >.99 <.001
Language transition 34.84 <.001 426 13.08 .001 .218
Input modality x output modality 85.32 <.001 .645 3.27 077 .065
Input modality x language 2.23 142 .045 <1 .507 .009
Output modality x language 44 .041 .086 1.26 267 .026
Input modality x output modality x language <1 .814 .001 <1 .689 .003
Input modality x language transition 6.71 .013 125 2.61 113 .053
Output modality x language transition 111 .298 .023 <1 .699 .003
Input modality x output modality x language transition 43 513 .009 1.699 .199 .035
Language x language transition 1.53 222 .032 <1 574 .007
Input modality x language x language transition <1 494 .01 6.99 .011 129
Output modality x language x language transition <1 .876 .001 6 .018 113
Input modality x output modality x language x language transition <1 .884 <.001 247 622 .005

Note. The significant results (p <.05) are in bold.

average switch costs in RT by average RT of repetition trials in dif-  vs. vocal), language (L1 vs. L2) and language transition (repetition

ferent conditions (Declerck et al., 2015b), and a repeated measures
ANOVA was conducted for the proportional switch costs with
three within-subject factors, including input modality (visual vs.
auditory), output modality (manual vs. vocal) and language (L1
vs. L2). The only significant result was found in input modality,
with higher switch costs with auditory stimuli (7.1%, CI=4.6,
9.6) than that with visual stimuli (4.1%, CI=2.5, 5.8; input
modality, F(1, 47) =5.19, p < .05, nlzp =.099). No other main effect
(output modality, F(1, 47)<1, p=.464, n;=.011; language,
F(1, 47) =1.11, p=.299, nf, =.023) nor interaction (input modal-
ity x output modality, F(1, 47) =.106, p =.746, np=.002; input
modality x language, F(1, 47)=.31, p=.58, 77[2,=.OO7; output
modality x language, F(1, 47)=.051, p=.823, nf,z.OOl; input
modality x output modality x language, F(1, 47) =.013, p= .91,
n%, <.001) were found.

Switch costs in error percentage

Similarly, a repeated measures ANOVA was conducted for error
percentage, with the same within-subject factors - namely,
input modality (visual vs. auditory), output modality (manual
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vs. switch). Participants made more errors when the stimuli were
presented auditorily (3.7%, CI =2.6, 4.8) than visually (1.7%, CI
=.7, 2.6; input modality, F(1, 47) =7.89, p <.007, n§=.144). In
contrast, no significant difference was found between error
percentages in the vocal conditions (2.6%, CI=1.6, 3.6) and
the manual conditions (2.8%, CI=1.8, 3.8; output modality,
F(1, 47)<1, p=.771, 7712, =.002). In addition, no significant
difference was found between the error percentage in L1 (2.7%,
CI=18, 3.5) and L2 (2.7%, CI=1.8, 3.5; language, F(1, 47) <1,
p=.995, nf, <.001). However, participants made more errors in
the switch trials (3.4%, CI=2.5, 4.2) than the repetition trials
(2%, CI=1.2, 2.8; language transition, F(1, 47) =13.08, p =.001,
nlzjz .218), indicating the existence of switch costs reflected by
error percentage. Moreover, an interaction was found between
input modality, language and language transition (F(1, 47) =6.99,
p<.05, nf, =.129). In addition, there was an interaction between
output modality, language and language transition (F(1, 47) =6,
P <.05, np =.113). The right half of Table 3 shows the full statistics
of the above four-way repeated measures ANOVA. Average switch
costs in error percentage in different modalities are shown in
Table 4.
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Table 4. Mean and standard deviation (in parenthesis) of error percentage in different input modalities, output modalities and language transitions.
Output modality
Manual Vocal
Input modality Switch Repetition Switch cost Switch Repetition Switch cost

Visual 1.19% (2.13%) 1.15% (3.61%)

.04% (2.77%)

2.73% (6.57%) 1.5% (6.2%) 1.23% (3.71%)

Auditory 5.67% (7.63%) 3.13% (5.75%)

2.54% (7.32%)

3.98% (5.27%) 2.13% (4.15%) 1.85% (6.22%)

Post-hoc paired-sample t-tests of error percentage switch costs
in different languages and input modalities were conducted to
clarify the interaction between input modality, language and lan-
guage transition. The only significant difference was found
between visual L2 error switch cost (.06%) and auditory L2
error switch cost (3.14%; t(47) =3.016, p<.01, CI=1.02, 5.1).
No other significant difference was found (visual L1 vs. L2
error switch cost: #(47)=1.727, p=.091; auditory L1 wvs.
L2 error switch cost: #(47) =1.682, p=.099; visual vs. auditory
L1 error switch cost: #(47)=.221, p=.826; visual L1 wvs.
auditory L2 error switch cost: #(47) =1.638, p=.108; visual L2
vs. auditory L1 error switch cost: £(47) =.78, p = .439).

Additionally, post-hoc paired-sample t-tests of error percent-
age switch costs in different languages and output modalities
were conducted to clarify the interaction between output modal-
ity, language and language transition. The only significant differ-
ence was found between manual L1 error switch cost (.34%) and
manual L2 error switch cost (2.13%; t(47) =2.1, p < .05, CI=.08,
3.5). No other significant difference was found (vocal L1 vs.
L2 error switch cost: t(47) =.816, p=.419; manual vs. vocal L1
error switch cost: #(47) =1.829, p=.074; manual vs. vocal
L2 error switch cost: #(47) =1.16, p=.252; manual L1 vs. vocal
L2 error switch cost: #(47)=.843, p=.404; manual L2 vs.
vocal L1 error switch cost: $(47) =.143, p = .887).

To summarize, the ANOVA results regarding RT showed that
overall switch costs were found, and they were higher with audi-
tory than visual stimuli. The planned comparisons t-test showed
that switch costs occurred in writing with both input modalities.
In addition, switch costs also were found in terms of error per-
centage. However, the interpretation of the two three-way interac-
tions in the error percentage analysis may need to be cautious due
to the power issue (see discussion below). According to the post-
hoc t-tests, RTs were longer with auditory than visual stimuli,
which was more obvious in speaking than writing. Moreover,
RTs were longer in L1 than L2 trials in writing only, but not
speaking.

Discussion

The aim of the present study was to investigate language control
by measuring switch costs in different input and output modal-
ities. To this end, we tested bilingual Chinese-English speakers
in a picture and sound naming experiment in which two input
(auditory and visual) and two output modalities (vocal and man-
ual) were combined in four separate blocks. As expected, there
was no difference on switch costs between speaking and writing.
However, unexpectedly, higher switch costs were found with audi-
tory than visual stimuli, and there was no switch cost difference
between compatible and incompatible modalities. The results
will be discussed in detail below.
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The result that switch costs could be found in auditory and
manual modalities has theoretical implications for language con-
trol in bilingualism. It suggests that language control mechanisms,
such as inhibition, may be used for language switching in general,
no matter whether participants receive visual or auditory infor-
mation, or produce spoken or written words. This suggests for
example that Green’s inhibitory control model (ICM; Green,
1998) can be generalized to the modality of handwriting.
Accordingly, our findings suggest that this inhibition mechanism
does not only apply in visual and vocal modalities, but also in
auditory and manual modalities. Similar to vocal word produc-
tion, language control in manual word production may also
require the inhibition of non-target language at the lexical-
semantic level so that bilinguals are able to switch their languages
successfully. This can be explained by shared lexical-semantic and
phonological retrieval processes between speaking and handwrit-
ing. It is in line with the results by a previous study that more lan-
guage inhibition was required in switching between speaking and
typing, compared with speaking and signing (Schaeffner et al,,
2017), as the phonological retrieval processes were more overlap-
ping between speaking and typing, compared with speaking and
signing.

Support for an inhibition mechanism in language control
comes from an L1 global slowing effect in our handwriting
data. It has been suggested that longer RTs in L1 trials than L2
trials reflect more sustained inhibition for L1 (Bobb &
Wodniecka, 2013). Although this measure did not provide
unequivocal evidence that inhibition is the only mechanism
under language control, it shows the possibility that inhibition
may explain at least part of the language control processing (see
Declerck & Philipp, 2015 for discussion about other two measures
of inhibition mechanism: switch cost asymmetry and n-2 lan-
guage repetition costs). This L1 global slowing effect was also
found in speaking in some previous studies (e.g., Christoffels,
Firk & Schiller, 2007; Costa & Santesteban, 2004; Costa,
Santesteban & Ivanova, 2006; Gollan & Ferreira, 2009; Verhoef,
Roelofs & Chwilla, 2009). However, although inhibition is a pos-
sible mechanism for language control and is further supported by
the L1 global slowing effect, other models have been proposed
that explain language control without taking inhibition into
account (e.g., Costa, Miozzo & Caramazza, 1999; Finkbeiner,
Almeida, Janssen & Caramazza, 2006; La Heij, 2005; Roelofs,
1998) or by suggesting an interaction between inhibition and acti-
vation (Grainger & Dijkstra, 1992).

A major novel finding of the present study is that switch costs
could be obtained in a handwritten language production task.
This has theoretical and practical implications. Although some
comprehensive models have been suggested for literacy in bilin-
guals (e.g., Li, Koh, Geva, Joshi & Chen, 2020), these models
focused on word decoding and comprehension as important
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cognitive factors for reading comprehension. As our results show
that bilinguals use control processes during writing, models about
biliteracy may benefit from incorporating mechanisms of lan-
guage control, particularly for writing.

More detailed processing steps have been postulated in cogni-
tive models of reading, such as the dual-route model and the con-
nectionist model (Coltheart, Rastle, Perry, Langdon & Ziegler,
2001; Seidenberg & McClelland, 1989), and similar models have
been proposed for spelling (e.g, Houghton & Zorzi, 2003).
However, as the input in these models are words (either written
or spoken), they are not directly applicable to the current experi-
ment. Instead, models of written word naming (e.g., Bonin et al.,
2012) that start with pictures as input are more appropriate.
Bonin et al. (2012) suggested a limited-cascading model for writ-
ing in which information cascades from the semantic to the
orthographic L-levels but not from the object recognition to
semantic levels. The finding of switch costs for writing output
in our study suggests that a mechanism of language control
should be added to the model by Bonin et al. (2012), if the
model is applied to written word production in bilinguals. Our
results, however, do not allow a conclusion about the locus of lan-
guage control. Whether control occurs within or outside the lan-
guage system or whether it occurs at a particular level within the
language system are questions that are more general. They are also
discussed in the area of spoken word production in bilinguals
(e.g., Declerck & Philipp, 2015) and require more research to be
clarified.

In addition to theoretical implications about control mechan-
isms in bilingual writing, the finding of switch costs with written
output mode has some practical implications. It opens new pos-
sibilities to apply this paradigm to research in areas where speak-
ing or audio recordings are not possible or where the primary
form of communication is in written rather than in spoken
form. Future studies may use handwriting to investigate language
control in specific groups such as people with dyslexia, or research
topics which are related to the processing of writing but not
speaking.

Apart from the output modality, our experiment also manipu-
lated the input modality. In a previous study comparing visual
and auditory inputs with vocal output in language switching,
Declerck et al. (2015b) found that switch costs in RT were higher
with visual than auditory stimuli. Although the present study cor-
roborates the results from Declerck et al. (2015b) that switch costs
could be obtained with auditory stimuli, the opposite result was
found according to which switch costs in RT were higher with
auditory than visual stimuli. The opposite directions of the switch
cost differences between auditory and visual stimuli warrant a
more detailed discussion. Declerck et al. (2015b) suggested three
potential explanations of their results related to the duration of
lexical-semantic processing, auditory-vocal interference, and
sensory-motor compatibility, which we will discuss in the light
of our results.

As the main explanation of their results, Declerck et al. (2015b)
argued that lexical-semantic processing takes longer with auditory
than visual stimuli, allowing for enhanced language control. They
proposed that this implicitly leads to a longer ISI, which has two
effects, both leading to lower switch costs with auditory than vis-
ual stimuli: longer preparation time and a potential decay effect.
When considering whether this explanation can account for the
results in the current study, the timing differences between the
two studies need to be taken into account. While Declerck et al.
(2015b) kept the time from response registration (presumably
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end of response) to subsequent stimulus onset constant, thereby
letting ISI vary with longer RTs after auditory than visual stimuli,
in our experiment we kept ISI constant and let response (onset) to
stimulus interval (RSI) vary. Moreover, stimulus duration (3 sec-
onds) and SOA (5 seconds) were rather long in our experiment,
but both parameters were shorter in the Declerck et al. (2015b)
study. The different stimulus durations and SOAs in the two stud-
ies may have induced differences in preparation time. As sug-
gested by Declerck et al. (2015b), participants started preparing
during the ISI in their study, which might be caused by the
shorter SOA and the early disappearance of the stimulus. Given
that auditory stimuli resulted in longer ISI, participants spent
more time preparing in the auditory condition, which resulted
in reduced switch costs for auditory stimuli. In contrast, in our
experiment, where SOA was long and the stimuli still being pre-
sented while participants responded, participants might have
started preparing for the next trial later, only after finishing the
response. RSI and time after response completion were longer
for visual than auditory conditions in our experiment, which
might have led to longer preparation time for visual than auditory
stimuli and therefore reduced switch costs for visual stimuli. Thus,
the size of the switch cost may depend on preparation time in
both experiments, but preparation time can vary between stimu-
lus modalities depending on experimental parameters.

As a second consequence of longer ISI for auditory stimuli,
Declerck et al. (2015b) suggested that a larger decay of language
activation from previous trials would occur for auditory compared
to visual stimuli, thereby decreasing switch costs. In our study,
such an effect is not expected, as ISI was constant for auditory
and visual modalities.

As an alternative explanation, Declerck et al. (2015b) suggested
that hearing one’s own voice in the previous trial could facilitate
production in repetition trials or cause interference in switch
trials. Accordingly, lower switch costs with auditory stimuli
would arise, because the auditory stimuli could overwrite the
memory of the previous vocal response (and thereby reduce facili-
tation and interference), but the visual stimuli could not. Given
that this situation was the same in the vocal conditions in our
experiment, but that the modality effect was reversed, the explan-
ation seems unlikely to be true.

Declerck et al. (2015b) also mentioned sensory-motor modal-
ity compatibility as a third explanation that potentially could
explain their results, but which they considered unlikely given
the blocked presentation. Our results did not find any interaction
effect between input and output modality on switch cost. We
therefore agree with Declerck et al. (2015b) that modality com-
patibility is an unlikely factor to explain their results.

The absence of a switch cost interaction between input and
output modalities is different from the finding by a previous
study related to task switching, which has shown lower switch
costs in modality compatible tasks than incompatible tasks
(Stephan & Koch, 2010). The main reason for the absence of
an interaction in our study may be that the modalities were
blocked in our experiment, but varied within blocks in the
study by Stephan and Koch (2010). Modality compatibility effects
on switch cost may require variability in input and output modal-
ities in the same block (Fintor, Stephan & Koch, 2018).

Another potential reason for the absence of the modality com-
patibility effect is the long RSI used in the current study. In the
study by Stephan and Koch (2010), the effect of modalities on
switch costs were found in the short RSI condition (600 ms),
but not in the long RSI condition (1600 ms), because the modality
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compatibility effect was due to a short-lived priming component.
Nevertheless, in the present study, the duration of stimulus pres-
entation was fixed to three seconds, so the RSI was quite long
(around 4 seconds), and it may explain the absence of interactions
on switch costs between modalities. However, a long RSI was
inevitable in the present study since it was necessary to ensure
adequate time for participants to finish writing the whole word
in the manual conditions. Moreover, the duration of stimulus
presentation had to be the same in the vocal conditions to
allow fair comparisons on RTs between output modalities.

Moreover, the absence of a switch cost interaction between
modalities may be attributed to the different experiences on lan-
guage control and multi-tasking. According to our questionnaire,
bilinguals switched their language frequently in daily conversation
and texting, showing that non-target language inhibition was
common. More importantly, bilinguals do not only inhibit non-
target language during language switching, but also in every
single-language context. Consequently, bilinguals should have
more experience on language control than task switching, leading
to a higher efficiency on language control. This echoes the finding
by Weissberger et al. (2015) that bilinguals had higher efficiency
on sustaining inhibition of a non-target language than a non-
target task. Due to the different experiences on language
control and task switching, the results of task switching (e.g.,
Stephan & Koch, 2010, 2011) were not able to generalize to the
findings in the current study.

Besides switch costs, we found that RT was also affected by
input and output modalities. Longer overall RTs were found in
the auditory conditions, compared with the visual conditions, in
both the present study and the previous study by Declerck et al.
(2015b). An explanation proposed by Declerck et al. (2015b)
was that the lexical-semantic processing was longer with auditory
than visual stimuli. Alternatively, the visual stimuli in the experi-
ment were static, while the auditory stimuli changed over time,
which might have led to a perceptual delay in stimulus processing
until lexical-semantic processing was engaged.

Overall RTs were longer in the manual than the vocal condi-
tions, and it can be explained in several ways. Writing encom-
passes more intricate coordination of language-specific and
motor control processes than speaking, so it may take longer
time to produce (Bonin et al, 2012). This is exacerbated by
hand-eye coordination in writing, which may further delay hand-
writing onset (Perret & Laganaro, 2013). Alternatively, while
speaking also requires the coordination of motor control pro-
cesses of the vocal tract, this skill is learned at a younger age
and practiced more frequently than writing, which may lead to
a higher automaticity and faster RT in speaking than writing.
However, we cannot completely exclude the possibility that our
experimental setup also influenced RT differences between speak-
ing and writing. Participants might have applied different strat-
egies for keeping track of the language switching sequence by
relying on their memory in the vocal conditions, but by deriving
the switching sequence from the previously written words that
were still visible on paper in the manual conditions.

Finally, several potential limitations should be noted. First of
all, the number of trials per condition was lower in our study
than in some previous studies (e.g., Declerck et al., 2015b). To
compensate for a loss of statistical power, we increased the sample
size from 36, as estimated by a power analysis for detecting two-
way interactions with a medium effect size, to 48. While we
assume that the power in our experiment was sufficient to detect
2-way interactions with medium effect sizes, power might be
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somewhat limited to detect effects of three-way interactions,
and may be insufficient to detect a four-way interaction.
Therefore, the interpretation of the four-way interaction and to
some degree of the three-way interactions needs to be cautious.
However, the main findings of our study (input modality x lan-
guage transition and output modality x language) are two-way
interactions for which power should be sufficient.

Another potential limitation of the present study is related to
the possibility of categorical effects of our stimuli. As both images
and sound had to represent a same concept, the stimulus choice
was limited. Therefore, our stimuli included five concepts which
were animals, two of them were instruments and the remaining
three did not belong to a clear category (see Appendix for the
stimulus list). In fact, category repetition affected RT and accuracy
in our data (not reported), but it is unlikely that this effect modu-
lated switch costs, as our stimuli appeared equally in repetition
and switch trials in each condition. Nonetheless, future studies
may consider avoid using stimuli belonging to a same category
to rule out the category effect.

A further potential limitation might be that participants were
required to respond while the stimulus was still being presented.
Potentially, participants could have been hesitant to speak when
they were listening to the sound as listening and speaking seldom
happen together. This issue seems to be related to the differences
from the study by Declerck et al. (2015b) that we discussed in
detail above. Future studies would be necessary to investigate
such modality differences to test at which level of cognitive pro-
cessing they occur and how they are modulated by experimental
parameters, such as differences in timing.

Furthermore, regarding the L1 global inhibition effect, a base-
line single-language condition was not included. In other words,
one may argue that even for monolinguals, the RT of traditional
Chinese writing may be slower than that of English writing (for
example, due to different and potentially higher motor demands
for writing Chinese compared to English), so the L1 slowing just
reflects baseline difference, but not global inhibition. We believe
that this possibility is low because in the present study participants
were more proficient in Chinese than English and the frequency of
the words in both languages was high. Moreover, the RT was
defined as the duration between the onset of stimulus appearance
and the first contact between the pen and the paper, and the writ-
ing time was not counted. Therefore, there should be no time dif-
ference in the semantic, orthographic and grapheme processing
before writing between two languages. However, future research
may consider including a baseline single-language condition to
measure the reaction time of writing in different languages in
monolinguals when the L1 global inhibition effect is examined.

A final potential limitation relates to the generalization to
other types of bilinguals. Participants in the present study were
early bilinguals as they had started learning English before three
years old on average. However, due to the significant difference
between English and Chinese proficiency (see table 1), they can-
not be considered as balanced bilinguals. As previous studies have
pointed out that language proficiency affects switch cost (e.g.,
Meuter & Allport, 1999), our current results may not be able to
generalize to balanced bilinguals, and future research studies are
needed to investigate the writing switch cost in balanced bilin-
guals. Furthermore, the scripts of Chinese and English are mor-
phosyllabic and alphabetic respectively, which are very different.
Hence, whether the switch costs in writing can be found in
other more similar languages is unknown and it warrants future
research.
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In conclusion, the present study showed that switch costs in
terms of error percentage and RT did not differ between speaking
and writing, when bilingual participants switched between
Chinese and English. The switch cost findings have shown that
the language control mechanism may be similar in both spoken
and written word production, and they may both rely on the
inhibition of the non-target language in bilinguals. In addition,
the results showed that switch costs differ between auditory and
visual stimuli, potentially driven by differential preparation.
However, the different direction compared to a previous study
suggests that experimental parameters may induce certain pre-
paratory processes. Finally, the existence of switch costs in hand-
writing is a novel finding. It may contribute to the reading and
writing models in bilinguals by suggesting the need for language
control. Moreover, it may provide a new methodology for future
research related to language switching with written word
production.
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Notes

! “L-level” is defined as a lexical representation retrieved from long-term
memory (Goldrick & Rapp, 2007), and it was added to the model to remain
neutral in a debate about the existence of lemma level between the semantic
representation and phonological stage (Levelt, 1989; Caramazza, 1997).

" We conducted an a priori power analysis with G*Power (Faul, Erdfelder,
Lang & Buchner, 2007) to determine the required sample size to observe a stat-
istically significant result in the current experiment. Given an alpha of .05 and
an effect size based on a study by Declerck et al., 2015b (Cohen’s f=.25), the
required sample size of the two-way interaction was N =36. However, since
there are 48 combinations for a full counterbalancing of all four modalities
and two language switching sequences, the final sample size is N = 48.
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