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1. Introduction. The main objective of this paper is to study the existence and
nonexistence problems for inhomogeneous semilinear elliptic systems


−�u = vp + f (x), x ∈ Rn,

−�v = uq + g(x), x ∈ Rn,

u(x) > 0, v(x) > 0. x ∈ Rn,

(1.1)

In homogeneous case, i.e. f = g = 0, problem (1.1) and its extension


−�u = f (x, v), x ∈ �,

−�v = g(x, u), x ∈ �,

u(x) = 0, v(x) = 0. x ∈ ∂�,

(1.2)

have been extensively studied in bounded domains and Rn, see [5], [10], [11], [13], [17],
[21] etc. Finite energy solutions of the problem (1.2) are usually found as critical points
of associated functional. This kind of systems are so-called Hamitonian elliptic system
which enjoys some special features. The first one is that the associated functional
is strongly indefinite at zero, that is, the quadratic part of the functional is positive
definite and negative definite on infinite dimensional subspaces of the Sobolev space
where the functional defined on. So there is not anymore mountain pass structure for
the associated functional but linking one; the second one is that the natural restriction
of p and q is no long as a single equation, that is 1 < p, q < n + 2

n − 2 for n ≥ 3. By a
Pohozaev type identity for systems [19], [23], it is natural to find solutions for p, q
below critical hyperbolic, i.e. p, q satisfy

1
p + 1

+ 1
q + 1

>
n − 2

n
. (1.3)
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In [11] and [17], existence results were obtained for problem (1.1) by variational
arguments. They used suitable inter-and extropolation spaces to replace H1

0 (�) ×
H1

0 (�), and extend the variational formulation of (1.2) in a Hilbert space setting to the
parameter range defined by (1.3). The main idea is to destroy the symmetry between u
and v by demanding more regularity of u than of v if p is large and q is small, and vice
verse. Thus fractional Sobolev spaces are involved. The work of [11] and [17] has been
extended to Rn by [14], [21] etc for problem with prototype


−�u + u = vp, x ∈ Rn,

−�v + v = uq, x ∈ Rn,

u(x) > 0, v(x) > 0. x ∈ Rn,

(1.4)

However, one couldn’t expect the problem


−�u = vp, x ∈ Rn,

−�v = uq, x ∈ Rn,

u(x) > 0, v(x) > 0. x ∈ Rn,

(1.5)

possesses any solution for p, q satisfying (1.3). In fact, a Liouville type theorem for
(1.5) was obtained by [12] with p, q satisfying 1 < p, q < n + 2

n − 2 . It remains open for the
rest case.

The situation becomes different when inhomogeneous terms f, g are involved.
The critical hyperbolic (1.3) is no long criteria of the range of p, q for existence and
nonexistence of problem (1.1). Our first result states nonexistence for problem (1.1).

Suppose f, g ∈ C0,α
loc (Rn) are nonnegative and we denote throughout this paper that

α = 1 + p
pq − 1 , β = 1 + q

pq − 1 .

THEOREM 1.1. If max{α, β} ≥ n − 2
2 , then there is no solution of problem (1.1).

In the case n ≥ 3, Theorem 1.1 is proved in [24] via a nonexistence result of
Cauchy problem of semilinear parabolic systems. However, the argument is not valid
for n = 1, 2, since in that argument one needs that the fundamental solution of Laplace
operator decay to zero at infinity and this is not the case for n = 1, 2. The cases n ≤ 2
and max{α, β} < n − 2

2 are more delicate. In these cases, to obtain nonexistence results
for problem (1.1), it is usually necessary to know a suitable decaying law of solutions
at infinity. A decaying law for a single equation was obtained in [3]. The fundamental
tool used there is a result due to [20], see Lemma 2.1 below. Although similar results
of [20] are not available for systems, fortunately, we find a way to apply the result
to the spherical mean of solutions to problem (1.1), then we show nonexistence by
contradiction. Our second result is as follows.

For a function f , we denote by f the spherical mean of it which is given in Section 2.
Set

Cpq = q − 1
q

[
(2α(n − 2 − 2α))q

q

] 1
q−1

+ p − 1
p

[
(2β(n − 2 − 2β))p

p

] 1
p−1

.

THEOREM 1.2. Suppose p, q > 1 and max{α, β} < n − 2
2 . Then problem (1.1) has no

solution if either∫ +∞

1
[r2pβf − Cpq]

dr
r

= +∞ or
∫ +∞

1
[r2qαg − Cpq]

dr
r

= +∞.
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In particular, if f (x) ≥ A1
(1 + |x|2)pβ with A1 > Cpq or g(x) ≥ A2

(1 + |x|2)qα with A2 > Cpq, then
problem (1.1) has no solution.

Next we deal with existence problem for problem (1.1). It is known that there are
many results in this direction for one equation; for instance [1–4], [6–9], [12–15], [18–
19], [21], [22–25] and references therein. Most of these works are done by variational
method. However, it is not easy to find a suitable space to handle problem (1.1) and
apply variational arguments. A loss of compactness also becomes a problem. We shall
use sub-super solution arguments to investigate existence for problem (1.1). We have
the following result.

THEOREM 1.3. If p, q > 1, max{α, β} < n − 2
2 , and f, g ∈ C0,γ

loc (Rn) satisfy

f (x) ≤ B1

(1 + |x|2)pβ
, g(x) ≤ B2

(1 + |x|2)qα
,

for B1, B2 > 0 small enough, then there is at least one solution (u, v) to problem (1.1).

Theorems 1.2 and 1.3 indicate that the decay exponents imposed on f (x) and g(x)
are sharp for existence and nonexistence results. Theorems 1.1 and 1.3 also indicate
that max{α, β} = n − 2

2 is the dividing curve in terms of exponents p and q for existence
and nonexistence results for problem (1.1).

As a special case, we shall consider the biharmonic problem:{�2u = up + f (x), x ∈ Rn,

u(x) > 0, x ∈ Rn.
(1.6)

Problem (1.6) was studied in [11], [17] etc in bounded domains and Rn for 1 < p ≤ n + 4
n − 4

by variational method. Since we allow the exponent p to be bigger than n + 4
n − 4 , that is

the supercritical case for biharmonic problem, it is more convenient to use sub-super
solution arguments. However, to ensure the sub-super solution arguments works well
for problem (1.6), we must reduce problem (1.6) to the following elliptic systems first


−�u = v, x ∈ Rn,

−�v = up + f (x), x ∈ Rn,

u(x) > 0, v(x) > 0, x ∈ Rn.

(1.7)

Then in a similar way, we obtain

THEOREM 1.4. If n ≤ 4, or n ≥ 5 and 1 < p ≤ n
n − 4 , then problem (1.6) has no

solution.

Let

a = 4
p − 1

(
n − 2 − 4

p − 1

)
, b = 2( p + 1)

p − 1

[
n − 2 − 2( p + 1)

p − 1

]

and

Cp = |b − 1|4
3p+1

( p−1)2

(
λ1

(
1,

1
2

)) p+1
p−1

+ a
p

p−1 ( p − 1)

p
p

p−1
.
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THEOREM 1.5. Assume that n ≥ 5, p > n
n − 4 . Then problem (1.6) has no solution if∫ +∞

1

[
r

4p
p−1 f − Cp

]dr
r

= +∞.

In particular, If f (x) ≥ A

(1 + |x|2)
2p

p − 1
for some positive constant A > Cp, then problem

(1.6) has no solution.

THEOREM 1.6. Let n ≥ 5, p > n
n − 4 . If f (x) ∈ C0,γ

loc (Rn) satisfy f (x) ≤ B

(1 + |x|2)
2p

p−1
for

B > 0 small enough, then problem (1.6) has at least one solution.

In Section 3, we prove results for problem (1.1). Biharmonic problem will be
discussed in Section 4.

2. Preliminary results. In this section, we present some preliminary results. We
shall use a result from [20] to get decaying laws for the spherical mean of positive
solutions of the problems under consideration. Denote by λ1(�) the first eigenvalue of
−� in � with zero Dirichlet boundary condition, we have

LEMMA 2.1 ([20]). Let � be a bounded smooth domain of Rn and n ≥ 1. There does
not exist any function u ∈ C2(�)

⋂
C1(�) such that{�u + λu ≤ 0, x ∈ �,

u(x) > 0, x ∈ ∂�,
(2.8)

whenever λ > λ1(�).

An iteration process will be used in our arguments. For this purpose, we define for
k > 1

ak =
k−1∑
j=0

( pq)j = ak−1 + ( pq)k−1,

bk =
k−1∑
j=0

j( pq)k−1−j =
k−1∑
j=1

j( pq)k−1−j,

dk = 2(1 + q)bk + ak.

LEMMA 2.2. The following formula hold:
(1) bk+1 = bk + ak,
(2) dk+1 = dk + 2(1 + q)ak + ( pq)k.

Proof.
(1)

bk+1 − bk =
k∑

j=0

j( pq)k−j −
k−1∑
j=0

j( pq)k−1−j

=
k∑

j=0

j( pq)k−j −
k∑

j=1

(j − 1)( pq)k−j

=
k∑

j=1

( pq)k−j =
k−1∑
j=0

( pq)j = ak.
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(2)

dk + 2(1 + q)ak + ( pq)k = 2(1 + q)bk + ak + 2(1 + q)ak + ( pq)k

= 2(1 + q)(bk + ak) + ak + ( pq)k

= 2(1 + q)bk+1 + ak+1 = dk+1. �

LEMMA 2.3. If pq > 1, then we have
(1) limk→+∞ ak

( pq)k = 1
pq−1 ,

(2) limk→+∞ bk
( pq)k = 1

( pq−1)2 ,

(3) limk→+∞ dk
( pq)k = pq+2q+1

( pq−1)2 .

Proof. Since pq > 1, we know that {( pq)k}∞k=1 is an increasing sequence and
( pq)k → +∞ as k → +∞. By Stolz’s theorem, we have

(1) limk→+∞ ak
( pq)k = limk→+∞

ak+1−ak
( pq)k+1−( pq)k = limk→+∞

( pq)k

( pq)k( pq−1) = 1
pq−1 ,

(2) limk→+∞ bk
( pq)k = limk→+∞

bk+1−bk
( pq)k+1−( pq)k = limk→+∞ ak

( pq)k( pq−1) = 1
( pq−1)2 ,

(3) limk→+∞ dk
( pq)k = limk→+∞

2(1+q)bk+ak
( pq)k = 2(1+q)

( pq−1)2 + 1
pq−1 = pq+2q+1

( pq−1)2 .

�
We denote by u the spherical mean of a function u ∈ C(Rn); i.e.

u(r) = 1
ωnrn−1

∫
|x|=r

u(x) dS, for all r > 0 and n ≥ 2,

u(r) = u(r) + u(−r)
2

, for all r > 0 and n = 1,

where ωn is the area of unit sphere in Rn and dS is the surface measure. We can verify
that

u(0) = u(0),
(

du
dr

)
(0) = 0,�u = �u.

Let λ1(R, r), R > r ≥ 0, be the first eigenvalue of −� in � = {x ∈ Rn | r < |x| <

R} with zero Dirichlet boundary condition. Denote C1 = 4
pq+2p+1
( pq−1)2 (λ1(1, 1

2 ))
(1+p)
pq−1 , C2 =

4
pq+2q+1
( pq−1)2 (λ1(1, 1

2 ))
(1+q)
pq−1 .

PROPOSITION 2.1. Let (u, v) be a solution of problem (1.1), then we have for all R > 0
that

u(R) ≤ C1

(
1
R

) 2(1+p)
pq−1

, v(R) ≤ C2

(
1
R

) 2(1+q)
pq−1

.

Proof. Let (u, v) be a solution of problem (1.1). Using Green’s formula and the
first equation of (1.1) we obtain

du(r)
dr

= 1
nωnrn−1

∫
Br(0)

�u dx = − 1
nωnrn−1

∫
Br(0)

(vp + f ) dx ≤ 0
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for r ≥ 0. In the same way, we also have

dv(r)
dr

≤ 0, for r ≥ 0.

Taking spherical mean on both sides of the equations in problem (1.1), we get

�u + vp + f (x) = 0, for r ≥ 0,

�v + uq + g(x) = 0, for r ≥ 0,

u(r) > 0, v(r) > 0, for r ≥ 0.

An application of Jensen’s inequality yields

�u + vp ≤ 0, for r ≥ 0,

�v + uq ≤ 0, for r ≥ 0,

u(r) > 0, v(r) > 0, for r ≥ 0.

At this stage, there are some differences between the cases n = 1 and n ≥ 2. Because
the case n = 1 is very simple, we only deal with the case n ≥ 2 in the sequel.

Since u(r) and v(r) are positive decreasing functions, for any R > 0 and ε ∈ [0, 1),
we have

�u + vp(R)
u(εR)

u(r) ≤ 0, for εR ≤ r ≤ R,

�v + uq(R)
v(εR)

v(r) ≤ 0, for εR ≤ r ≤ R,

u(r) > 0, v(r) > 0.

By Lemma 2.1, we conclude that

{
vp(R) ≤ λ1(R, εR)u(εR), ∀R > 0,

uq(R) ≤ λ1(R, εR)v(εR), ∀R > 0.
(2.9)

Since λ1(R, εR) ≤ λ1(R, 1
2 R) for any ε ∈ [0, 1

2 ], we obtain from (2.9) that




vp(R) ≤ λ1
(
R, 1

2 R
)
u(εR), ∀R > 0,

uq(R) ≤ λ1
(
R, 1

2 R
)
v(εR), ∀R > 0,

0 ≤ ε ≤ 1
2 .

(2.10)

Let ε → 0 in (2.10), we get

{
vp(R) ≤ λ1

(
R, 1

2 R
)
u(0), ∀R > 0,

uq(R) ≤ λ1
(
R, 1

2 R
)
v(0), ∀R > 0.

(2.11)
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Notice that λ1(R, 1
2 R) = λ1(1, 1

2 )
R2 . It follows from (2.11) that

v(R) ≤
[

u(0)λ1
(
1, 1

2

)
R2

] 1
p

, ∀R > 0. (2.12)

u(R) ≤
[

v(0)λ1
(
1, 1

2

)
R2

] 1
q

, ∀R > 0. (2.13)

Let ε = 1
2 in (2.9), we obtain

vp(R) ≤ λ1
(
1, 1

2

)
R2

u
(

R
2

)
, ∀R > 0. (2.14)

uq(R) ≤ λ1
(
1, 1

2

)
R2

v

(
R
2

)
, ∀R > 0. (2.15)

Substituting (2.13) into (2.14), we get

v(R) ≤ 4
1

pq (v(0))
1

pq

(
λ1

(
1, 1

2

)
R2

) 1+q
pq

. (2.16)

Inserting (2.16) into (2.15), we obtain

u(R) ≤ 4
1+(1+q)

pq2 (v(0))
1

pq2

(
λ1

(
1, 1

2

)
R2

) 1+q+pq
pq2

. (2.17)

Substituting (2.17) into (2.14) again, we deduce that

v(R) ≤ 4
2(1+q)+1+pq

( pq)2 (v(0))
1

( pq)2

(
λ1

(
1, 1

2

)
R2

) (1+q)(1+pq)
( pq)2

. (2.18)

Using the notations ak and dk introduced in the beginning of this section, we may
rewrite (2.18) as

v(R) ≤ 4
d2

( pq)2 (v(0))
1

( pq)2

(
λ1

(
1, 1

2

)
R2

) (1+q)a2
( pq)2

. (2.19)

By the induction, we see that for any k ≥ 2 it holds

v(R) ≤ 4
dk

( pq)k (v(0))
1

( pq)k

(
λ1

(
1, 1

2

)
R2

) (1+q)ak
( pq)k

. (2.20)

Letting k → +∞ in (2.20), we get from Lemma 2.2 that

v(R) ≤ 4
pq+2q+1
( pq−1)2

(
λ1

(
1, 1

2

)
R2

) (1+q)
pq−1

.

The estimate for u(R) can be obtained in a similar way. The proof is complete. �
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3. Existence and nonexistence results for problem (1.1). In this section, we
consider existence and nonexistence of positive solutions for problem (1.1). First
we deal with nonexistence problem. In the case n ≥ 3, Theorem 1.1 is proved by a
nonexistence result for parabolic system. The cases of Theorem 1.2 and n = 1, 2 of
Theorem 1.1 are more delicate, it will be studied via the spherical mean of solutions;
next, the existence will be investigated by sub-super solution arguments.

3.1. Nonexistence. We commence with the proof of Theorem 1.1. It is known
from [24], (see also [7]) that the Cauchy problem of semilinear parabolic systems




∂u
∂t

− �u = vp + f (x), in Rn × (0, T),

∂v

∂t
− �v = uq + g(x), in Rn × (0, T),

u(x, 0) = u0(x) ≥ 0, in Rn,

v(x, 0) = v0(x) ≥ 0, in Rn.

(3.1)

has no global positive solution for any nontrivial nonnegative pair ( f (x), g(x)) and
(u0(x), v0(x)) if max{α, β} ≥ n − 2

2 and n ≥ 3.

Proof of Theorem 1.1. In the case n ≥ 3, suppose by contradiction that problem
(1.1) has a solution (u(x), v(x)) under the assumption max{α, β} ≥ n − 2

2 , then for any
u0(x) ≤ u(x) and v0(x) ≤ v(x), (u(x), v(x)) is a super-solution of problem (3.1). Hence,
by sub-super solution arguments, we see that problem (3.1) has a global positive
solution. This is a contradiction to the nonexistence result for (3.1). Now, to complete
the proof of Theorem 1.1, we have to handle the case n = 1, 2. Suppose by contradiction
that problem (1.1) has a solution (u(x), v(x)) for n = 1, 2, then it’s spherical mean
(u(r), v(r)) satisfies




�u + (vp + f ) = 0, for r ≥ 0,

�v + (uq + g) = 0, for r ≥ 0,

u(r) > 0, v(r) > 0, for r ≥ 0,

(u(0), v(0)) = (0, 0),(
du
dr

(0),
dv

dr
(0)

)
= (0, 0).

Multiplying both side of the differential equation in the above problem by rn−1 and
integrating the result equations over [0, r] yields




du
dr

+ 1
rn−1

∫ r

0
sn−1(vp + f ) ds = 0,

dv

dr
+ 1

rn−1

∫ r

0
sn−1(uq + g) ds = 0.

(3.2)
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For any 2R > r > 0, By integrating the equations in (3.2) over [r, 2R], we obtain

u(2R) − u(r) +
∫ 2R

r

1
tn−1

∫ t

0
sn−1(vp + f )(s)ds dt = 0,

v(2R) − v(r) +
∫ 2R

r

1
tn−1

∫ t

0
sn−1(uq + g)(s)ds dt = 0.

If the Fubini’s theorem is employed, these equations become

u(2R) − u(r) +
∫ r

0

∫ 2R

r

sn−1

tn−1
(vp + f )(s)dt ds +

∫ 2R

r

∫ 2R

s

sn−1

tn−1
(vp + f )(s)dt ds = 0,

v(2R) − v(r) +
∫ r

0

∫ 2R

r

sn−1

tn−1
(uq + g)(s)dt ds +

∫ 2R

r

∫ 2R

s

sn−1

tn−1
(uq + g)(s)dt ds = 0.

From which we have

u(2R) − u(r) +
∫ r

0

∫ 2R

r

sn−1

tn−1
(vp + f )(s)dt ds ≤ 0,

v(2R) − v(r) +
∫ r

0

∫ 2R

r

sn−1

tn−1
(uq + g)(s)dt ds ≤ 0.

Thus, for n = 2, we have∫ r

0
s(vp + f )(ln(2R) − lnr) ds ≤ u(r) − u(2R),

∫ r

0
s(uq + g)(ln(2R) − lnr) ds ≤ v(r) − v(2R),

and for n = 1, we have ∫ r

0
(vp + f )(2R − r) ds ≤ u(r) − u(2R),

∫ r

0
(uq + g)(2R − r) ds ≤ v(r) − v(2R),

Choose r = R, we obtain

ln2
∫ R

0
s(vp + f ) ds ≤ u(R) − u(2R), for n = 2,

ln2
∫ R

0
s(uq + g) ds ≤ v(R) − v(2R), for n = 2,

and ∫ R

0
(vp + f ) ds ≤ u(R) − u(2R)

R
, for n = 1,

∫ R

0
(uq + g) ds ≤ v(R) − v(2R)

R
, for n = 1.
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Letting R → +∞, by Proposition 2.1 we may conclude that (u(x), v(x)) ≡ 0 in both
cases n = 2 and n = 1. A contradiction. �

Now we turn to the case p, q > 1, max{α, β} < n − 2
2 and n ≥ 3.

Proof of Theorem 1.2. Suppose that (u(x), v(x)) is a positive solution of problem
(1.1), then by the Jensen’s inequality we have


�u + vp + f ≤ 0, for r ≥ 0,

�v + uq + g ≤ 0, for r ≥ 0,

u(r) > 0, v(r) > 0, for r ≥ 0.

Let 


H(t) = r2αu(r) = r
2(1+p)
pq−1 u(r),

h(t) = r2βv(r) = r
2(1+q)
pq−1 v(r),

t = log r.

It follows from Proposition 2.1 that r2αu and r2βv are bounded for r ≥ 1. Moreover,
we may verify that H(t) and h(t) satisfy

H ′′(t) + d1H ′(t) − aH(t) + hp(t) + e2(α+1)f ≤ 0, for t > 0, (3.3)

h′′(t) + d2h′(t) − bh(t) + Hq(t) + e2(β+1)g ≤ 0, for t > 0, (3.4)

where

d1 = n − 2 − 4α, d2 = n − 2 − 4β,

a = 2α(n − 2 − 2α), b = 2β(n − 2 − 2β).

Set {
G(H, h) = aH − Hq + bh − hp,

F( f , g) = e2(α+1)f + e2(β+1)g.

Then, by (4.1) and (4.2), we have

(H + h)′′(t) + d1H ′(t) + d2h′(t) − G(H(t), h(t)) + F(f , g) ≤ 0, for t > 0. (3.5)

It is easy to check that

max G(H, h) = Cpq. (3.6)

Therefore

(H + h)′′(t) + d1H ′(t) + d2h′(t) − Cpq + F(f , g) ≤ 0, for t > 0.

Integrating the above inequality over [0, T ], we obtain

(H +h)′(T) ≤ (H+h)′(0)−d1(H(T)−H(0))−d2(h(T)−h(0))−
∫ T

0
(F(f , g)−Cpq) dτ.
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Since H(t) and h(t) are bounded for t ≥ 0, and by our assumptions

∫ T

0
(F(f , g) − Cpq)dτ =

∫ eT

1
(r2pβ f + r2qαg − C)

dr
r

= +∞, as T → +∞,

it follows that

(H + h)′(T) ≤ −C0 < 0, for large T > 0,

which in turn implies that

H(T) + h(T) = 0, at some T > 0.

This is a contradiction since H(t), h(t) > 0 for all t > 0. The assertion follows. �

3.2. Existence.

Proof of Theorem 1.3. Theorem 1.3 will be proved by sub-super solution method.
It is obvious that (0, 0) is a subsolution of problem (1.1). To complete the proof, we
look for a supersolution of problem (1.1) of the following type

(w1(r), w2(r)) =
(

ξ1

(1 + r2)α1
,

ξ2

(1 + r2)α2

)
, r = |x|,

where α1 > 0, α2 > 0, ξ1 > 0 and ξ2 > 0 will be specified later. Since

−�wi(r) = −d2wi

dr2
− n − 1

r
dwi

dr
, i = 1, 2,

we deduce


−�w1 − w
p
2 = −4r2α1(α1 + 1)ξ1

(1 + r2)α1+2
+ 2α1ξ1n

(1 + r2)α1+1
− ξ

p
2

(1 + r2)α2p
,

−�w2 − w
q
1 = −4r2α2(α2 + 1)ξ2

(1 + r2)α2+2
+ 2α2ξ2n

(1 + r2)α2+1
− ξ

q
1

(1 + r2)α1q
.

Choose α1, α2 so that

α1 + 1 = α2p, α2 + 1 = α1q,

i.e.

α1 = 1 + p
pq − 1

= α, α2 = 1 + q
pq − 1

= β.

Then we have 


−�w1 − w
p
2 ≥ 2αξ1(n − 2 − 2α) − ξ

p
2

(1 + r2)pβ
,

−�w2 − w
q
1 ≥ 2βξ2(n − 2 − 2β) − ξ

q
1

(1 + r2)qα
.

(3.1)
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Since max{α, β} < n − 2
2 and p, q > 1, it follows that

n − 2 − 2α > 0 and n − 2 − 2β > 0.

Choose ξ1 = ξ2 = ξ0 > 0 so that

ξ0 < min
{
(2α(n − 2 − 2α))

1
p−1 , (2β(n − 2 − 2β))

1
q−1

}
.

Then, we have

2α(n − 2 − 2α)ξ0 − ξ
p
0 > 0, 2β(n − 2 − 2β)ξ0 − ξ

q
0 > 0.

If the positive constants B1 and B2 are so small that

B1 ≤ 2α(n − 2 − 2α)ξ0 − ξ
p
0 , B2 ≤ 2β(n − 2 − 2β)ξ0 − ξ

q
0 ,

then, by (3.1), we have




−�w1 − w
p
2 ≥ B1

(1 + r2)pβ
≥ f (x),

−�w2 − w
q
1 ≥ B2

(1 + r2)qα
≥ g(x).

(3.2)

This means that (w1(r), w2(r)) is a supersolution of problem (1.1). By sub-super solution
method, we know that problem (1.1) has at least one solution provided that B1 > 0
and B2 > 0 small enough. This completes the proof. �

4. Biharmonic equations. To consider the existence and nonexistence for problem
(1.6), we reduce it to problem (1.7). We need to show both problems are equivalent.
This is proved in Lemma 4.1.

LEMMA 4.1. A function u is a solution of (1.6) if and only if (u,−�u) is a solution
of (1.7).

Proof. Obviously, if (u, v) is a solution of (1.7), then u is a solution of (1.6).
Suppose now u is a solution of (1.6). Let v = −�u. It suffices to show that v(x) > 0

for all x ∈ Rn, since then (u, v) is a solution of (1.7). Because −�u(x) > 0 follows from
−�u(x) ≥ 0 and the strong maximum principle, we have only to prove that −�u(x) ≥ 0
for all x ∈ Rn. By problem (1.6), we know that u(x) and v(x) satisfy




−�u = v, x ∈ Rn,

−�v = up + f (x), x ∈ Rn,

u(x) > 0, x ∈ Rn.

(4.1)

Now, we try to prove that v(x) ≥ 0 for any x ∈ Rn. Assume by contradiction that there
exists a point x0 ∈ Rn such that v(x0) < 0. Then we shall try to get a contradiction.
Without loss of generality, we may assume that x0 = 0.
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Taking spherical mean on both side of equation in problem (4.1), we get


−�u = v, r > 0,

−�v = up + f (x), r > 0,

u(r) > 0, r > 0.

(4.2)

Since f (x) ≥ 0 and p > 1, by Jensen’s inequality and (4.2), we have

�u + v = 0, r > 0, (4.3)

�v + up ≤ 0, r > 0. (4.4)

Noticing that u(r) > 0 for r > 0, by (4.4), we have

�v = d2v

dr2
+ n − 1

r
dv

dr
≤ 0, for all r > 0.

From which we may deduce that

dv

dr
≤ 0, for all r > 0.

This in turn implies that

v(r) ≤ v(0) = v(0) < 0, for all r > 0. (4.5)

Let ξ0 = − v(0)
2n > 0. we may derive from (4.3) and (4.5) that

u(r) ≥ ξ0r2, for all r > 0. (4.6)

Next, by mathematical induction method, we claim that for any integer k ≥ 0 we have

u(r) ≥
[
ξ

pk

0

/
(n + 2p + 2)

4( pk+1−(k+1)p+k)
( p−1)2

]
r

2pk+1+2pk−4
p−1 . (4.7)

In fact, for the first step of induction method, (4.6) implies that (4.7) hold for k = 0.
Then we assume that (4.7) hold for k = k and try to prove that (4.7) hold also for
k = k + 1. To do this, replacing u in (4.4) by (4.7), then multiplying both side of the
resulting inequality by rn−1 and integrating it twice, we get

v(r) ≤ − ξ
pk+1

0

(n + pak)( pak + 2)(n + 2p + 2)pbk
rpak+2, (4.8)

where

ak = 2pk+1 + 2pk − 4
p − 1

, bk = 4( pk+1 − (k + 1)p + k)
( p − 1)2

. (4.9)

Now, replacing v(r) in (4.3) by (4.8), then multiplying both side of the resulting
inequality by rn−1 and integrating it twice, we may obtain

u(r) ≥ ξ
pk+1

0

(n + pak)( pak + 2)(n + pak + 2)( pak + 4)(n + 2p + 2)pbk
rpak+4, (4.10)
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It is easy to see that

pak + 4 = 2pk+2 + 2pk+1 − 4p
p − 1

+ 4 = 2pk+2 + 2pk+1 − 4
p − 1

. (4.11)

In addition, by mathematical induction method, we can prove that

(n + pak)( pak + 2)(n + pak + 2)( pak + 4) ≤ (n + 2p + 2)4(k+1).

This implies that

(n + pak)( pak + 2)(n + pak + 2)( pak + 4)(n + 2p + 2)pbk

≤ (n + 2p + 2)4(k+1)(n + 2p + 2)pbk

= (n + 2p + 2)pbk+4(k+1)

= (n + 2p + 2)
4( pk+2−(k+1)p2+kp)

( p−1)2
+4(k+1)

= (n + 2p + 2)
4( pk+2−(k+2)p2+k+1)

( p−1)2

(4.12)

By (4.10), (4.11) and (4.12), we have

u(r) ≥
[
ξ

pk+1

0

/
(n + 2p + 2)

4( pk+2−(k+2)p+k+1)
( p−1)2

]
r

2pk+2+2pk+1−4
p−1 . (4.13)

This implies that (4.7) is valid for k = k + 1. Hence, the claim is proved.
Now, we continue our proof by proceeding it into the following two cases.

Case 1. If ξ0 ≥ 1, then we choose r0 = (n + 2p + 2)
4

p−1 . By (4.7), we have

u(r0) ≥ ξ
pk

0 (n + 2p + 2)4pk+1+8pk+4(k+1)p−4k−16.

This is obviously a contradiction, since on the left hand side, u(r0) is a constant
independent of k, while the right hand side tends to +∞ as k tends to +∞ for p > 1.

Case 2. If ξ0 < 1, then we choose r0 = ξ−1
0 (n + 2p + 2)

4
p−1 . By (4.7), we have

u(r0) ≥ (
ξ−1

0

)pk+1+3pk−4
(n + 2p + 2)4pk+1+8pk+4(k+1)p−4k−16.

This is also a contradiction by the same reason as that in Case 1.
To sum up, we have proved that −�u ≥ 0 for all x ∈ Rn. Finally, applying strong

maximum principle to problem (4.1), we conclude that −�u > 0 for all x ∈ Rn. This
completes the proof of equivalence between problem (1.6) and (1.7). �

By Lemma 4.1, we need only to consider the problem (1.7). In this case α = 2
p − 1

and β = 1 + p
p − 1 . Hence, max{α, β} = 1 + p

p − 1 since p > 1. It is obvious that 1 + p
p − 1 ≥ n − 2

2 for
n ≤ 4, or n ≥ 5 and 1 < p ≤ n

n − 4 . So Theorem 1.4 immediately follows from Theo-
rem 1.1.
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Proof of Theorem 1.5. The proof is similar to that of Theorem 1.2, we sketch it.
Suppose by contradiction that (u(x), v(x)) is a positive solution of problem (1.7),

we would have 


�u + v = 0, for r ≥ 0,

�v + up + f ≤ 0, for r ≥ 0,

u(r) > 0, v(r) > 0, for r ≥ 0.

Let 


H(t) = r2αu(r) = r
4

p−1 u(r),

h(t) = r2βv(r) = r
2(1+p)

p−1 v(r),

t = log r.

It follows from Proposition 2.1 that r
4

p−1 u ≤ C1 and r
2(1+p)

p−1 v ≤ C2 for r ≥ 1, where

C1 = 4
p+3

( p−1)2 (λ1(1, 1
2 ))

2
p−1 and C2 = 4

3p+1
( p−1)2 (λ1(1, 1

2 ))
1+p
p−1 . Therefore

H ′′(t) + d1H ′(t) − aH(t) + h(t) = 0, for t > 0, (4.14)

h′′(t) + d2h′(t) − bh(t) + Hp(t) + e
4p

p−1 f ≤ 0, for t > 0, (4.15)

where

d1 = n − 2 − 8
p − 1

, d2 = n − 2 − 4( p + 1)
p − 1

,

a = 4
p − 1

(
n − 2 − 4

p − 1

)
, b = 2( p + 1)

p − 1

(
n − 2 − 2( p + 1)

p − 1

)
.

Set {
G(H, h) = aH − Hp + bh − h,

F( f ) = e
4p

p−1 f .

Then, by (4.14) and (4.15), we have

(H + h)′′(t) + d1H ′(t) + d2h′(t) − G(H(t), h(t)) + F(f ) ≤ 0, for t > 0. (4.16)

It is easy to check that

G(H(t), h(t)) ≤ C3 = |b − 1|C2 + a
p

p−1 ( p − 1)

p
p

p−1
, for t > 0. (4.17)

Hence

(H + h)′′(t) + d1H ′(t) + d2h′(t) − C3 + F( f ) ≤ 0, for t > 0

which implies

(H + h)′(T) ≤ (H + h)′(0) − d1(H(T) − H(0)) − d2(h(T) − h(0)) −
∫ T

0
(F( f ) − C3) dτ.
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Since H(T) and h(T) are bounded for T ≥ 0, and

∫ T

0
(F( f ) − C3) dτ =

∫ eT

1

(
r

4p
p−1 f − C3

)dr
r

= +∞, as T → +∞,

it follows that

(H + h)′(T) ≤ −C0 < 0, for large T > 0.

Thus

H(T) + h(T) = 0, at some T > 0.

giving a contradiction. �
Proof of Theorem 1.6. We shall use sub-super solution arguments in a similar way

as the proof of Theorem 1.3. We sketch the proof.
It is obvious that (0, 0) is a subsolution of problem (1.7). Now we look for a

supersolution of problem (1.7). Let

(w1(r), w2(r)) =
(

ξ1

(1 + r2)α1
,

ξ2

(1 + r2)α2

)
, r = |x|,

where α1 > 0, α2 > 0, ξ1 > 0 and ξ2 > 0 will be specified later. Therefore


−�w1 − w2 = −4r2α1(α1 + 1)ξ1

(1 + r2)α1+2
+ 2α1ξ1n

(1 + r2)α1+1
− ξ2

(1 + r2)α2
,

−�w2 − w
p
1 = −4r2α2(α2 + 1)ξ2

(1 + r2)α2+2
+ 2α2ξ2n

(1 + r2)α2+1
− ξ

p
1

(1 + r2)α1p
.

Choosing α1, α2 so that

α1 + 1 = α2, α2 + 1 = α1p,

i.e.

α1 = 2
p − 1

= α, α2 = 1 + p
p − 1

= β,

then we obtain 


−�w1 − w2 ≥ 2αξ1(n − 2 − 2α) − ξ2

(1 + r2)β
,

−�w2 − w
p
1 ≥ 2βξ2(n − 2 − 2β) − ξ

p
1

(1 + r2)pα
.

(4.18)

Since n ≥ 5 and p > n
n − 4 , it follows that

n − 2 − 2α > 0 and n − 2 − 2β > 0.

Choose ξ1 > 0 and ξ2 > 0 so that

ξ2 = 2α(n − 2 − 2α)ξ1, ξ1 < [4αβ(n − 2 − 2α)(n − 2 − 2β)]
1

p−1 .
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Then, we have

2α(n − 2 − 2α)ξ1 − ξ2 = 0, 2β(n − 2 − 2β)ξ2 − ξ
p
1 > 0.

If B in Theorem 1.6 is so small that

B ≤ 2β(n − 2 − 2β)ξ2 − ξ
p
1 ,

then, 


−�w1 − w2 ≥ 0,

−�w2 − w
p
1 ≥ B

(1 + r2)pα
≥ f (x).

(4.19)

This means that (w1(r), w2(r)) is a supersolution of problem (1.7). By sub-super solution
method, we know that problem (1.7) has at least one solution provided B small enough.
This completes the proof. �
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