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#### Abstract

The purpose of this paper is to study an optimal stopping problem with constraints for a Markov chain with general state space by using the convex analytic approach. The costs are assumed to be nonnegative. Our model is not assumed to be transient or absorbing and the stopping time does not necessarily have a finite expectation. As a consequence, the occupation measure is not necessarily finite, which poses some difficulties in the analysis of the associated linear program. Under a very weak hypothesis, it is shown that the linear problem admits an optimal solution, guaranteeing the existence of an optimal stopping strategy for the optimal stopping problem with constraints.
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## 1. Introduction

The purpose of this paper is to study an optimal stopping problem with constraints for a Markov chain with general state space by using the convex analytic approach. This method has proved to be very effective for solving constrained versions of different optimal control problems. Without attempting to present an exhaustive literature review, the interested reader may consult the surveys [15], [18], and the references therein to obtain a rather complete view of this research field. The key idea is to reformulate the control problem as a primal linear program (PLP) in a space of measures in which the main object of interest is the occupation measure of the controlled process. This approach is well developed for discounted Markov decision processes (MDPs) and for MDPs with long-run average rewards [1], [11], [12], [17]. Work on MDPs with total undiscounted rewards has received less attention, although investigations on transient and absorbing models with discrete state space have been treated in a recent book [1]. Of particular importance is the fact that, for absorbing models, occupation measure corresponding to each control policy is finite, while for transient models, it takes finite values on singletons. The convex analytic approach has also been used for investigating many other models, such as continuous-time Markov chains and more general Markov processes, including diffusions [5], [9], [19]. More particularly, optimal stopping problems for continuous-time Markov processes are shown in [5] to be equivalent to infinite-dimensional linear programs over a space of pairs

[^0]of measures under the assumption that the expectation of the stopping time is finite. In [19], a simple standard continuous-time controlled Markov chain is studied using the notion of an occupation measure. A similar approach, but for a more general model, is presented in [9], where it is also proved that the convex analytic approach is dual to that of dynamic programming; namely these two approaches lead to a dual pair of linear programs.

On the other hand, there exist very few works devoted to the development of the convex analytic approach for the optimal stopping of a discrete-time Markov chain. To the best of the authors' knowledge, [13] and [14] are the only references addressing such a problem. In these works, the author investigated the case of a finite state space under conditions which guarantee that, formally speaking, the model is absorbing, and, for each control policy, the expected value of the stopping time is finite. We may also mention other references [3], [4], [6], [16], [21], in which single-objective optimal stopping problems are investigated using the dynamic programming approach. In particular, a linear programming formulation of the optimal stopping problem for MDPs is approximated using linear function approximation in [3]. In the book [4], the authors studied optimal stopping problems both in the discrete-time and continuous-time frameworks in the context of economics and finance applications. In [6], the authors investigated an optimal stopping problem for the class of piecewise-deterministic Markov processes and provided a numerical approximation scheme. In [16], the solution of the optimal stopping problem for processes with independent increments is analyzed. It is shown that the solution is related to the root of the Appell function associated with the maximum of the process. Finally, nonstationary stopped decision processes are studied in [21] using operator theory, rather than martingale theory.

Our work appears to be the first attempt to study the constrained version of optimal stopping of a discrete-time Markov chain with general state space by using the convex analytic approach. It can be shown that the optimal stopping problem is equivalent to an MDP with a total undiscounted cost. Therefore, this equivalence result provides a natural way to analyze the optimal stopping problem by using the convex analytic approach. In the current paper, all the costs are assumed to be nonnegative and there is at least one policy with a finite (vector) performance satisfying the required inequality constraints. It is important to point out that in our case we do not assume that the stopping time has a finite expectation. Moreover, the equivalent MDP is not necessarily transient or absorbing. As a result, the occupation measure is not necessarily finite, which renders the PLP very difficult to analyze. Moreover, admissible solutions to the PLP can be phantom solutions, i.e. they do not correspond to any control policy. This means that the linear equation on the space of measures, which usually completely characterizes the space of occupation measures, defines a wider space in our case.

In Section 2 we formulate the optimal stopping problem and show that it is equivalent to an MDP with total expected cost. In Section 3 we study the PLP related to the unconstrained optimal stopping problem through the MDP. We show how to construct an optimal policy from an optimal solution to the PLP. Moreover, an important property is derived showing that, for any admissible solution to the PLP, there exists a policy for which the associated occupation measure provides an admissible solution to the PLP with a better value of the cost. This result will be crucial for the analysis of the constrained problem provided in Section 5. An example is presented in Section 4 illustrating all the theoretical issues and, in particular, the existence of phantom solutions to the PLP. Finally, Section 5 is dedicated to the analysis of the constrained version of the optimal stopping problem. Contrary to the unconstrained case, it is far from trivial to show that the PLP with constraints admits an optimal solution. The main result of this section is to prove that this result holds under a very weak condition guaranteeing the existence
of an optimal stopping strategy for the constrained version of the optimal stopping problem. This is done by introducing a suitable topology on a space of occupation measures. For the sake of clarity, most of the proofs of our results are presented in Appendix A.

The following notation will be used in this paper: $\mathbb{N}$ denotes the set of natural numbers, $\mathbb{R}$ denotes the set of real numbers, $\mathbb{R}_{+}$denotes the set of nonnegative real numbers, and $\overline{\mathbb{R}}_{+}$ denotes $\mathbb{R}_{+} \cup\{+\infty\}$. The term measure will always refer to a countably additive, $\overline{\mathbb{R}}_{+}$-valued set function. Let $E$ be a Borel space and denote by $\mathscr{B}(E)$ its associated Borel $\sigma$-algebra. The set of measures defined on $(E, \mathscr{B}(E))$ is denoted by $\mathbb{M}(E)_{+}$. For two measures $\left(\gamma_{1}, \gamma_{2}\right) \in \mathbb{M}(E)_{+}^{2}$, $\gamma_{1} \leq \gamma_{2}$ means that $\gamma_{1}(\Gamma) \leq \gamma_{2}(\Gamma)$ for any $\Gamma \in \mathscr{B}(E)$. The setwise convergence of a sequence of measures $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ to a measure $\gamma_{\infty}$ is denoted by $\lim _{n \rightarrow \infty} \gamma_{n}=\gamma_{\infty}$. Let $f$ be a measurable function defined on $E$ and $\eta \in \mathbb{M}(E)_{+}$. The integral of $f$ with respect to $\eta$ is denoted by $\eta(f)=\int_{E} f(y) \eta(\mathrm{d} y)$. Recall that if $W_{1}$ and $W_{2}$ are positive kernels on $E$ given $E$, the product of $W_{1}$ and $W_{2}$ is defined by $W_{1} W_{2}(B \mid x)=\int_{E} W_{2}(B \mid y) W_{1}(\mathrm{~d} y \mid x)$ for any $(x, B) \in E \times \mathscr{B}(E)$. For a kernel $W$ on $E$ given $E$, the iterates $W^{n}$ for $n \in \mathbb{N} \cup\{0\}$ are defined by setting $W^{0}(x, B)=\delta_{x}(B)$ for any $(x, B) \in E \times \mathcal{B}(E)$, and, iteratively, $W^{n}=W W^{n-1}$. For any nonnegative measurable function $f$ on $E, W f$ is the measurable function defined on $E$ by $W f(x)=\int_{E} f(y) W(\mathrm{~d} y \mid x)$ for any $x \in E$. For a positive measure $\eta$ on $(E, \mathscr{B}(E))$, $\eta W$ is the measure defined on $(E, \mathscr{B}(E))$ by $\eta W(B)=\int_{E} W(B \mid y) \eta(\mathrm{d} y)$ for any $B \in \mathscr{B}(E)$. The restriction on a set $B \in \mathscr{B}(E)$ of a measure $\eta$ is denoted by $\eta^{B}(C)=\eta(B \cap C)$ for any $C \in \mathscr{B}(E)$.

## 2. Problem formulation

In this section we describe the optimal stopping problem using a weak formulation. For a weak formulation of the optimal stochastic control problem, we refer the reader to [7], [8], and [10]. We then introduce an auxiliary control problem defined in terms of an MDP and show that it is equivalent to the optimal stopping problem (see Theorem 2.1). Some basic definitions related to the occupation measures of the MDP are also presented.

### 2.1. Optimal stopping

Let $E$ be a Borel space, let $S$ be a stochastic kernel on $E$ given $E$, and let $v$ be an arbitrary probability measure on $E$. In this subsection we define the optimal stopping problem for a Markov chain $\left\{x_{t}\right\}$ with state space $E$ generated by the Markov kernel $S$. The objective is to stop the process at a random time $\tau$ in order to minimize a cost function in the presence of constraints.

Definition 2.1. The control is defined by

$$
\lambda=\left(\Omega, \mathcal{F}, \mathrm{Q},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}},\left\{x_{t}\right\}_{t \in \mathbb{N}}, \tau\right)
$$

- $\left(\Omega, \mathcal{F}, \mathrm{Q},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}}\right)$ is a filtered probability space;
- $\left\{x_{t}\right\}_{t \in \mathbb{N}}$ is an $E$-valued $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}}$-Markov chain defined on $(\Omega, \mathcal{F}, \mathrm{Q})$, where $S$ is its associated transition kernel and $\nu$ is its initial distribution;
- $\tau$ is an $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N} \text {-stopping time. }}$

The set of previous controls is denoted by $\Lambda$ and $\mathrm{E}_{\mathrm{Q}}$ denotes the expectation under the probability Q.

For the sake of clarity, different notation will be used for the cost functions of the unconstrained and constrained versions of the optimal stopping problem.

The unconstrained case. Let $r: E \rightarrow \mathbb{R}_{+}$and $R: E \rightarrow \mathbb{R}_{+}$be measurable functions. For a control $\lambda \in \Lambda$, the performance criterion is given by

$$
J(\lambda)=\mathrm{E}_{\mathrm{Q}}\left[\sum_{t=0}^{\tau-1} r\left(x_{t}\right)+\mathbf{1}_{\{\tau<\infty\}} R\left(x_{\tau}\right)\right] .
$$

The unconstrained optimal stopping problem, labeled $\left(\mathrm{P}_{1}\right)$, we are interested in is to minimize $J(\lambda)$ over $\Lambda$.

The constrained case. Let $\left(r_{n}\right)_{n=0, \ldots, N}$ and $\left(R_{n}\right)_{n=0, \ldots, N}$ be $\mathbb{R}_{+}$-valued measurable functions defined on $E$, and let $\left(j_{n}\right)_{n=0, \ldots, N}$ be numbers in $\mathbb{R}_{+}$. For a control $\lambda \in \Lambda$, the performance criterion is given by

$$
J_{0}(\lambda)=\mathrm{E}_{\mathrm{Q}}\left[\sum_{t=0}^{\tau-1} r_{0}\left(x_{t}\right)+\mathbf{1}_{\{\tau<\infty\}} R_{0}\left(x_{\tau}\right)\right],
$$

and the constraints are given by

$$
J_{n}(\lambda)=\mathrm{E}_{\mathrm{Q}}\left[\sum_{t=0}^{\tau-1} r_{n}\left(x_{t}\right)+\mathbf{1}_{\{\tau<\infty\}} R_{n}\left(x_{\tau}\right)\right] .
$$

The constrained optimal stopping problem, labeled $\left(\mathrm{P}_{2}\right)$, we are interested in is to minimize $J_{0}(\lambda)$ over $\Lambda$ subject to $J_{n}(\lambda) \leq j_{n}$ for $n \in\{1, \ldots, N\}$.

### 2.2. Auxiliary control problem

Following the notation of [11], we introduce the control model ( $E^{\Delta}, A, L$ ), where $E^{\Delta}=$ $E \times\{0, \Delta\}$ is the state space, $A=\{0,1\}$ is the control set, and $L$ is the stochastic kernel on $E^{\Delta}$ given $E^{\Delta} \times A$ defined by

$$
\begin{equation*}
L(B \times C \mid y, z, a)=S(B \mid y)\left[\mathbf{1}_{\{z \in C\}} \mathbf{1}_{\{a=0\}}+\mathbf{1}_{\{\Delta \in C\}} \mathbf{1}_{\{a=1\}}\right] \tag{2.1}
\end{equation*}
$$

for all $B \in \mathscr{B}(E), C \subset\{0, \Delta\},(y, z) \in E^{\Delta}$, and $a \in A$.
Let $\Pi$ be the set of all randomized past-dependent control policies $\pi=\left\{\pi_{t}\right\}_{t \in \mathbb{N}}$, where $\pi_{t}$ is a stochastic kernel on the control set $A$ given $\left(E^{\Delta} \times A\right)^{t-1} \times E^{\Delta}$. A randomized control policy $\pi=\left\{\pi_{t}\right\}_{t \in \mathbb{N}} \in \Pi$ is said to be stationary if $\pi_{t}=\pi^{s}$ for any $t \in \mathbb{N}$, where $\pi^{s}$ is a stochastic kernel on the control set $A$ given $E^{\Delta}$. By a slight abuse of notation, if $\pi^{s}$ is a stochastic kernel on the control set $A$ given $E^{\Delta}$, then the corresponding stationary control policy will be denoted by $\pi^{s}$ instead of $\left\{\pi_{t}\right\}_{t \in \mathbb{N}}$ with $\pi_{t}=\pi^{s}$ for any $t \in \mathbb{N}$. Define $G=(E \times\{0, \Delta\} \times A)^{\infty}$, and let $\xi$ be its associated product $\sigma$-algebra. According to [11, Section 2.2], for an arbitrary policy $\pi \in \Pi$, there exists a probability measure $\mathrm{P}_{\nu}^{\pi}$ on $(G, q)$ such that the coordinate projections $y_{t}, z_{t}$, and $a_{t}$ from $G$ to the sets $E,\{0, \Delta\}$, and $A$, respectively, satisfy
(i) $\mathrm{P}_{\nu}^{\pi}\left[\left(y_{0}, z_{0}\right) \in B \times C\right]=v(B) \mathbf{1}_{\{0 \in C\}}$;
(ii) $\mathrm{P}_{\nu}^{\pi}\left[a_{t} \in D \mid g_{t}\right]=\pi_{t}\left(D \mid g_{t}\right)$;
(iii) $\mathrm{P}_{\nu}^{\pi}\left[\left(y_{t+1}, z_{t+1}\right) \in B \times C \mid \mathcal{G}_{t} \vee \sigma\left\{a_{t}\right\}\right]=L\left(B \times C \mid y_{t}, z_{t}, a_{t}\right)$,
for any $B \in \mathscr{B}(E), C \subset\{0, \Delta\}$, and $D \subset A$, where $g_{t}=\sigma\left\{g_{t}\right\}$ with $g_{0}=\left(y_{0}, z_{0}\right)$ and $g_{t}=\left(y_{0}, z_{0}, a_{0}, \ldots, y_{t-1}, z_{t-1}, a_{t-1}, y_{t}, z_{t}\right)$ for $t \geq 1$.

A probability on $\left(G, q_{)}\right)$is said to be induced by a control policy $\pi \in \Pi$ if it satisfies (i)-(iii), and it will be denoted by $\mathrm{P}_{\nu}^{\pi}$. In this case, $\mathrm{E}_{v}^{\pi}$ denotes the expectation under the probability $\mathrm{P}_{\nu}^{\pi}$.

Introduce the cost functions $c: E^{\Delta} \times A \rightarrow \mathbb{R}_{+}$and $c_{n}: E^{\Delta} \times A \rightarrow \mathbb{R}_{+}$for the auxiliary control problem

$$
\begin{align*}
c(y, z, a) & =\left[r(y) \mathbf{1}_{\{a=0\}}+R(y) \mathbf{1}_{\{a=1\}}\right] \mathbf{1}_{\{z=0\}},  \tag{2.2}\\
c_{n}(y, z, a) & =\left[r_{n}(y) \mathbf{1}_{\{a=0\}}+R_{n}(y) \mathbf{1}_{\{a=1\}}\right] \mathbf{1}_{\{z=0\}},
\end{align*}
$$

for any $(y, z) \in E^{\Delta}$ and $a \in A$. As for the optimal stopping problem, two different MDPs are introduced. The unconstrained version where the performance criterion to minimize is defined by

$$
\begin{equation*}
V(\pi)=\mathrm{E}_{v}^{\pi}\left[\sum_{t=0}^{\infty} c\left(y_{t}, z_{t}, a_{t}\right)\right] \tag{2.3}
\end{equation*}
$$

and the constrained version where the performance criterion to minimize is defined by

$$
V_{0}(\pi)=\mathrm{E}_{v}^{\pi}\left[\sum_{t=0}^{\infty} c_{0}\left(y_{t}, z_{t}, a_{t}\right)\right],
$$

subject to $V_{n}(\pi) \leq j_{n}$ for $n \in\{1, \ldots, N\}$ with

$$
V_{n}(\pi)=\mathrm{E}_{v}^{\pi}\left[\sum_{t=0}^{\infty} c_{n}\left(y_{t}, z_{t}, a_{t}\right)\right] .
$$

Remark 2.1. Note that our model is clearly not assumed to be transient or absorbing and the stopping time does not necessarily have a finite expectation. The definitions of the transient and absorbing Markov control models can be found, for example, in [12, pp. 104-105] and [1, p. 75].

For a policy $\pi$, let us introduce the following expected occupation measures:

$$
\begin{align*}
& \mu_{o}^{\pi}(\Gamma)=\sum_{t=0}^{\infty} \mathrm{P}_{\nu}^{\pi}\left[\left(y_{t}, z_{t}, a_{t}\right) \in \Gamma \times\{0\} \times\{0\}\right],  \tag{2.4}\\
& \mu_{\tau}^{\pi}(\Gamma)=\sum_{t=0}^{\infty} \mathrm{P}_{\nu}^{\pi}\left[\left(y_{t}, z_{t}, a_{t}\right) \in \Gamma \times\{0\} \times\{1\}\right], \tag{2.5}
\end{align*}
$$

for any $\Gamma \in \mathscr{B}(E)$. In [13] and [14], the measures $\mu_{o}^{\pi}$ and $\mu_{\tau}^{\pi}$ are called the running and stopped occupation measures, respectively.

Since $c(y, \Delta, a)=0$ for any $(y, a) \in E \times A$, the performance criterion for the auxiliary control problem defined by (2.3) can be rewritten as

$$
\begin{equation*}
V(\pi)=\int_{E} c(y, 0,0) \mu_{o}^{\pi}(\mathrm{d} y)+\int_{E} c(y, 0,1) \mu_{\tau}^{\pi}(\mathrm{d} y)=\mu_{o}^{\pi}(r)+\mu_{\tau}^{\pi}(R) \tag{2.6}
\end{equation*}
$$

Similarly, we have $V_{n}(\pi)=\mu_{o}^{\pi}\left(r_{n}\right)+\mu_{\tau}^{\pi}\left(R_{n}\right)$ for $n \in\{0, \ldots, N\}$.
For notational convenience, the measure $\mu_{o}^{\pi}+\mu_{\tau}^{\pi}$ will be denoted by $\mu^{\pi}$. We note that the probabilistic interpretation of $\mu^{\pi}$ is

$$
\mu^{\pi}(\Gamma)=\sum_{t=0}^{\infty} \mathrm{P}_{\nu}^{\pi}\left[\left(y_{t}, z_{t}, a_{t}\right) \in \Gamma \times\{0\} \times A\right], \quad \Gamma \in \mathscr{B}(E)
$$

The next result shows that the constrained and unconstrained optimal stopping problems are respectively equivalent to the constrained and unconstrained MDPs previously defined.

Theorem 2.1. For any $\lambda=\left(\Omega, \mathcal{F}, Q,\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}},\left\{x_{t}\right\}_{t \in \mathbb{N}}, \tau\right) \in \Lambda$, there exists a policy $\pi \in \Pi$ such that, for all $n \in\{0, \ldots, N\}$,

$$
V_{n}(\pi)=J_{n}(\lambda), \quad V(\pi)=J(\lambda), \quad \text { and } \quad \mu_{o}^{\pi}(E)=\mathrm{E}_{\mathrm{Q}}[\tau], \quad \mu_{\tau}^{\pi}(E)=\mathrm{Q}[\tau<\infty] .
$$

Conversely, for any $\pi \in \Pi$, there exists a control $\lambda=\left(\Omega, \mathcal{F}, \mathrm{Q},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}},\left\{x_{t}\right\}_{t \in \mathbb{N}}, \tau\right) \in \Lambda$ such that, for all $n \in\{0, \ldots, N\}$,

$$
J_{n}(\lambda)=V_{n}(\pi), \quad J(\lambda)=V(\pi), \quad \text { and } \quad \mu_{o}^{\pi}(E)=\mathrm{E}_{\mathrm{Q}}[\tau], \quad \mu_{\tau}^{\pi}(E)=\mathrm{Q}[\tau<\infty] .
$$

Proof. See Appendix A.

## 3. Convex analytic approach for the unconstrained problem

Having shown that the optimal stopping problem can be reformulated as an MDP, we now study in this section the PLP related to the unconstrained problem. We show how to construct an optimal policy from an optimal solution to the PLP; see Proposition 3.1 and Definition 3.2. An important property is obtained showing that, for any admissible solution to the PLP, there exists a policy for which the associated occupation measure provides an admissible solution to the PLP with better value of the cost; see Theorem 3.1. A crucial corollary of this result (see Corollary 3.2) is then derived for the analysis of the constrained problem provided in Section 5. By using a dynamic programming argument, it is proved in Theorem 3.2, under a very weak assumption, that the unconstrained PLP admits an optimal solution, guaranteeing the existence of an optimal stopping time for the unconstrained problem. Finally, we show that admissible solutions to the PLP can be phantom solutions, i.e. they do not correspond to any control policy. However, Theorem 3.3 provides a connection between the optimal phantom solutions of the PLP and the optimal solutions of the PLP associated to a policy.

The unconstrained PLP is defined as follows: minimize $\mu_{o}(r)+\mu_{\tau}(R)$ subject to

$$
\begin{equation*}
\left(\mu_{o}, \mu_{\tau}\right) \in \mathbb{M}(E)_{+}^{2}, \quad \mu_{o}+\mu_{\tau}=v+\mu_{o} S \tag{3.1}
\end{equation*}
$$

A pair of measures $\left(\mu_{o}, \mu_{\tau}\right)$ on $E$ is called an admissible solution to the unconstrained PLP if $\left(\mu_{o}, \mu_{\tau}\right)$ satisfies (3.1). Here $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$ is called an optimal solution to the unconstrained PLP if it is admissible and $\mu_{o}^{*}(r)+\mu_{\tau}^{*}(R)$ is equal to the infimum of $\mu_{o}(r)+\mu_{\tau}(R)$ over $\left(\mu_{o}, \mu_{\tau}\right) \in \mathbb{M}(E)_{+}^{2}$ satisfying (3.1).

Remark 3.1. Note that an admissible pair of measures $\left(\mu_{o}, \mu_{\tau}\right)$ can take values $+\infty$ and are not necessarily $\sigma$-finite.

Definition 3.1. For any stationary policy $\pi^{s}$, the operator $T^{\pi^{s}}: \mathbb{M}(E)_{+} \rightarrow \mathbb{M}(E)_{+}$is defined by

$$
T^{\pi^{s}} \eta(\Gamma)=v(\Gamma)+\int_{E} \pi^{s}(0 \mid y, 0) S(\Gamma \mid y) \eta(\mathrm{d} y), \quad \Gamma \in \mathscr{B}(E) .
$$

Lemma 3.1. The following assertions hold.
(a) For any policy $\pi \in \Pi$, the pair of measures $\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right)$ is admissible for the PLP.
(b) If $\pi^{s}$ is a stationary policy then $\mu^{\pi^{s}}$ is the minimal solution to the equation $T^{\pi^{s}} \eta=\eta, \eta \in$ $\mathbb{M}(E)_{+}$. Moreover, $\mu^{\pi^{s}}=\lim _{t \rightarrow \infty} \nu_{t}$, where $\nu_{t+1}=T^{\pi^{s}} \nu_{t}$ for $t \geq 0$ and $\nu_{0}=\nu$.
(c) If $\pi^{s}$ is a stationary policy then, for any $\Gamma \in \mathscr{B}(E)$,

$$
\mu_{o}^{\pi^{s}}(\Gamma)=\int_{\Gamma} \pi^{s}(0 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y), \quad \mu_{\tau}^{\pi^{s}}(\Gamma)=\int_{\Gamma} \pi^{s}(1 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y)
$$

Proof. See Appendix A.
Condition 3.1. There exists an admissible pair of measures $\left(\mu_{o}, \mu_{\tau}\right) \in \mathbb{M}(E)_{+}^{2}$ satisfying

$$
\mu_{o}(r)+\mu_{\tau}(R)<\infty
$$

Introduce the kernels

$$
\mathbb{I}_{B}(C \mid x)=\mathbf{1}_{B}(x) \delta_{x}(C) \quad \text { and } \quad U_{B}(C \mid x)=\sum_{k \geq 1}\left(S \mathbb{I}_{B^{\mathrm{c}}}\right)^{k-1} S(C \mid x)
$$

for $x \in E$ and $(B, C) \in \mathscr{B}(E) \times \mathscr{B}(E)$. Here $U_{B}(C \mid x)$ is the average amount of time the Markov chain spends in the set $C$ up to the time where the chain enters $B$ for the first time. Define

$$
\begin{aligned}
E^{R} & =\{x \in E: R(x)>0\}, \\
E_{0}^{R} & =\{x \in E: R(x)=0\}, \\
E^{r} & =\{x \in E: r(x)>0\}, \\
E_{0}^{r} & =\{x \in E: r(x)=0\}, \\
F & =\left\{x \in E_{0}^{r}: U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid x\right)>0\right\}, \\
D & =E^{R} \cap\left[F \cup E^{r}\right], \\
F_{0} & =\left\{x \in E_{0}^{r}: U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid x\right)=0\right\}, \\
\hat{E} & =E^{R} \cap F_{0} .
\end{aligned}
$$

Remark 3.2. Note that $D, \hat{E}$, and $E_{0}^{R}$ are pairwise disjoint, and that $E=D \cup \hat{E} \cup E_{0}^{R}$.
Proposition 3.1. Assume that Condition 3.1 is satisfied for the pair of measures $\left(\mu_{o}, \mu_{\tau}\right)$. Then measures $\mu_{o}$ and $\mu_{\tau}$ are $\sigma$-finite on $D$.

Proof. See Appendix A.
Remark 3.3. From Proposition 3.1, the measures $\mu_{o}^{D}$ and $\mu_{\tau}^{D}$ are $\sigma$-finite. Consequently, the Radon-Nikodym derivative, $\mathrm{d} \mu_{\tau}^{D} / \mathrm{d}\left(\mu_{\tau}^{D}+\mu_{o}^{D}\right)$, exists. Clearly, there is no loss of generality to consider that $\mathrm{d} \mu_{\tau}^{D} / \mathrm{d}\left(\mu_{\tau}^{D}+\mu_{o}^{D}\right) \in[0,1]$.
Definition 3.2. Assume that the measures $\left(\mu_{o}, \mu_{\tau}\right)$ satisfy Condition 3.1. Associated to ( $\mu_{o}$, $\mu_{\tau}$ ), introduce the stochastic kernel $\pi^{s}$ on $A$ given $E^{\Delta}$ defined by

$$
\pi^{s}(1 \mid y, 0)= \begin{cases}\frac{\mathrm{d} \mu_{\tau}^{D}}{\mathrm{~d}\left(\mu_{\tau}^{D}+\mu_{o}^{D}\right)}(y) & \text { if } y \in D \\ 1 & \text { if } y \in E_{0}^{R} \\ 0 & \text { if } y \in \hat{E}\end{cases}
$$

and $\pi^{s}(0 \mid y, 0)=1-\pi^{s}(1 \mid y, 0)$. Moreover, $\pi^{s}(1 \mid y, \Delta)=1$ for any $y \in E$.
The stationary control policy $\pi^{s}$ will be called the stationary control policy induced by ( $\mu_{o}, \mu_{\tau}$ ).

Theorem 3.1. Assume that Condition 3.1 is satisfied for the pair of measures $\left(\mu_{o}, \mu_{\tau}\right)$. Then, the stationary control policy $\pi^{s}$ induced by $\left(\mu_{o}, \mu_{\tau}\right)$ satisfies

$$
V\left(\pi^{s}\right) \leq \mu_{o}(r)+\mu_{\tau}(R)
$$

Proof. See Appendix A.
Corollary 3.1. Assume that Condition 3.1 is satisfied, and let $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$ be an optimal solution to the PLP. Then there exists an optimal stationary control policy $\pi^{*}$ for the auxiliary control problem such that

$$
\inf _{\pi \in \Pi} V(\pi)=V\left(\pi^{*}\right)=\mu_{o}^{*}(r)+\mu_{\tau}^{*}(R)
$$

Proof. According to Lemma 3.1(a), for any control policy $\pi$, the pair of measures ( $\mu_{o}^{\pi}, \mu_{\tau}^{\pi}$ ) is admissible for the PLP. Consequently, according to (2.6), $V(\pi)=\mu_{o}^{\pi}(r)+\mu_{\tau}^{\pi}(R) \geq$ $\mu_{o}^{*}(r)+\mu_{\tau}^{*}(R)$. However, combining Theorem 3.1 and the fact that $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$ is an optimal solution to the PLP, there exists a stationary policy $\pi^{*}$ such that $V\left(\pi^{*}\right)=\mu_{o}^{*}(r)+\mu_{\tau}^{*}(R)$, completing the proof.

Remark 3.4. (a) For an optimal solution of the PLP, labelled ( $\mu_{o}^{*}, \mu_{\tau}^{*}$ ), it can happen that $\mu_{\tau}^{*}(E)>1$ or $\mu_{\tau}^{*}(E)=\infty$. However, for the optimal policy $\pi^{*}$ induced by $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$, $\mu_{\tau}^{\pi^{*}}=\mathrm{Q}[\tau<\infty] \leq 1$ (see Theorem 2.1). Of course, in such cases, there also exists another optimal solution to the PLP given by ( $\mu_{o}^{\pi^{*}}, \mu_{\tau}^{\pi^{*}}$ ).
(b) An admissible solution $\left(\mu_{o}, \mu_{\tau}\right)$ of the PLP is called a phantom solution if there does not exist any control policy $\pi \in \Pi$ for which $\mu_{o}=\mu_{o}^{\pi}$ and $\mu_{\tau}=\mu_{\tau}^{\pi}$. In the case where the state space is finite, the PLP has no phantom solution [13], [14].
(c) For an optimal solution $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$ to the PLP, an optimal control policy $\pi^{*}$ can be constructed according to Definition 3.2.

Corollary 3.2. Assume that Condition 3.1 is satisfied for the pair of measures $\left(\mu_{o}, \mu_{\tau}\right)$. Let $\pi^{s}$ be the stationary control policy induced by $\left(\mu_{o}, \mu_{\tau}\right)$. Suppose that functions $\tilde{r}$ and $\tilde{R}$ are such that $0 \leq \tilde{r}(y) \leq r(y)$ and $0 \leq \tilde{R}(y) \leq R(y)$ for all $y \in E$. Let $\tilde{V}\left(\pi^{s}\right)$ be the performance criterion corresponding to the cost functions $\tilde{r}, R$, and associated to $\pi$. Then

$$
\tilde{V}\left(\pi^{s}\right) \leq \mu_{o}(\tilde{r})+\mu_{\tau}(\tilde{R}) .
$$

Proof. We can apply exactly the same argument as at the end of the proof of Theorem 3.1, because $\tilde{R}(y)=0$ if $y \in E_{0}^{R}$ and $\tilde{r}(y)=0$ if $y \in \hat{E}$.

Theorem 3.2. Under Condition 3.1, the unconstrained PLP has an optimal solution leading to the existence of an optimal stopping time for the unconstrained optimal stopping problem $\left(P_{1}\right)$.

Proof. The optimization problem $\inf _{\pi \in \Pi} V(\pi)$ associated to the unconstrained MDP has a solution due to Corollary 9.17 .1 of [2]. The dynamic programming approach to optimal stopping of discrete state space process is presented in [20, Section 7.2.8]. Let $\pi^{*}(a \mid y, z)$ be the corresponding optimal stationary (in fact, nonrandomized) policy. According to Lemma 3.1(a), the pair of measures $\left(\mu_{o}^{\pi^{*}}, \mu_{\tau}^{\pi^{*}}\right)$ is admissible for the unconstrained PLP and $V\left(\pi^{*}\right)=\mu_{o}^{\pi^{*}}(r)+$ $\mu_{\tau}^{\pi^{*}}(R)$. Let $\left(\mu_{o}, \mu_{\tau}\right)$ be any admissible pair for the PLP. Without loss of generality, we can assume that $\mu_{o}(r)+\mu_{\tau}(R)<\infty$. Now, according to Theorem 3.1, we have $\mu_{o}(r)+\mu_{\tau}(R) \geq$ $V\left(\pi^{*}\right)$. Now, according to Theorem 2.1, the control $\lambda^{*} \in \Lambda$ associated to the optimal control policy $\pi^{*} \in \Pi$ is optimal for problem $\left(\mathrm{P}_{1}\right)$, completing the proof.

Theorem 3.3. Assume that Condition 3.1 is satisfied. Let $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$ be an optimal solution for the PLP, and let $\pi^{*}$ be the stationary control policy induced by $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$. Then, for all $\Theta \in \mathscr{B}(D)$,

$$
\mu_{o}^{*}(\Theta)=\mu_{o}^{\pi^{*}}(\Theta), \quad \mu_{\tau}^{*}(\Theta)=\mu_{\tau}^{\pi^{*}}(\Theta)
$$

Proof. See Appendix A.

## 4. Example

In this section we present an example that illustrates the fact that (optimal) solutions ( $\gamma_{o}, \gamma_{\tau}$ ) can exist to the PLP for which there does not exist any policy $\pi$ such that $\gamma_{o}=\mu_{o}^{\pi}$ and $\gamma_{\tau}=\mu_{\tau}^{\pi}$, namely there exist (optimal) phantom solutions to the PLP.

The state space is defined by $E=\left\{A_{1}, A_{2}, A_{3}, A_{4}, A_{5}, 1,2, \ldots, 1^{\prime}, 2^{\prime}, \ldots, 1^{\prime \prime}, 2^{\prime \prime}, \ldots\right\}$. The transition kernel $S$ of the Markov chain is given by

$$
\begin{aligned}
& S\left((i-1)^{\prime} \mid i^{\prime}\right)=1 \text { for all } i^{\prime}>1^{\prime}, \\
& S\left((i-1)^{\prime \prime} \mid i^{\prime \prime}\right)=1 \quad \text { for all } i^{\prime \prime}>1, \\
& S\left(A_{3} \mid 1^{\prime}\right)=S\left(1 \mid A_{1}\right)=S\left(A_{1} \mid A_{2}\right)=S\left(A_{2} \mid A_{3}\right)=S\left(A_{5} \mid A_{5}\right)=1, \\
& S\left(A_{3} \mid A_{4}\right)=S\left(A_{4} \mid A_{4}\right)=\frac{1}{2}, \\
& S\left(A_{1} \mid 1^{\prime \prime}\right)=S\left(A_{2} \mid 1^{\prime \prime}\right)=\frac{1}{2}, \\
& S(i+1 \mid i)=1 \quad \text { for all } i \geq 1
\end{aligned}
$$

All other transition probabilities are 0 . The initial distribution $v$ is defined by $v\left(A_{1}\right)=v\left(A_{2}\right)=$ $\nu\left(A_{3}\right)=v\left(A_{4}\right)=\nu\left(A_{5}\right)=\frac{1}{5}$. The values of loss functions $r$ and $R$ are given in Table 1.

In the proof of Theorem 3.1, it was shown that the state space $E$ of the Markov chain admits a decomposition into the subsets $D, E_{0}^{R}$, and $\hat{E}: E=D \cup E_{0}^{R} \cup \hat{E}$. Let us denote by $E^{R}$ the set of states $x$ for which $R(x)>0$ and by $E^{r}$ the set of states $x$ for which $r(x)>0$. Then the following assertions hold.

- $D$ contains $E^{r} \cap E^{R}$ and such states $y$ satisfying $R(y)>0$ and $r(y)=0$ and for which there exists a path in the set $E^{R}$ of the Markov chain generated by the kernel $S$ starting from $y$ and reaching the set $E^{r} \cap E^{R}$. This gives $D=\left\{A_{1}, A_{2}, 1,2, \ldots, 1^{\prime \prime}, 2^{\prime \prime}, \ldots\right\}$.
- $E_{0}^{R}$ is the set of states $x$ such that $R(x)=0$, giving $E_{0}^{R}=\left\{A_{3}\right\}$.
- $\hat{E}=\left(D \cup E_{0}^{R}\right)^{\text {c }}$ and so $\hat{E}=\left\{A_{4}, A_{5}, 1^{\prime}, 2^{\prime} \ldots\right\}$.

It is very easy to describe the optimal stopping policy given by

- $\pi^{*}\left(1 \mid A_{3}, 0\right)=1$ because $R\left(A_{3}\right)=0$;
- $\pi^{*}\left(0 \mid i^{\prime}, 0\right)=1$ for all $i^{\prime}$ because $R\left(i^{\prime}\right)=1$, but starting from $i^{\prime}$ the process will reach state $A_{3}$ and terminate, leading to the zero total loss;

Table 1.

|  | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $A_{5}$ | $i \geq 1$ | $i^{\prime} \geq 1^{\prime}$ | $i^{\prime \prime} \geq 1^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ | 0 | 0 | 1 | 0 | 0 | $\left(\frac{1}{2}\right)^{i-1}$ | 0 | 0 |
| $R$ | 3 | 1 | 0 | 1 | 1 | 3 | 1 | 3 |



Figure 1: Example.

- $\pi^{*}\left(0 \mid A_{4}, 0\right)=1$ because of the same reason;
- $\pi^{*}\left(0 \mid A_{5}, 0\right)=1$ because $R\left(A_{5}\right)=1>0$, but, never being stopped, the process, starting from the absorbing state $A_{5}$, provides no loss;
- $\pi^{*}\left(0 \mid A_{1}, 0\right)=\pi^{*}(0 \mid i, 0)=1$ for all $i \geq 1$ because the total loss on the infinite horizon in the chain starting from $A_{1}$ or from $i \geq 1$ does not exceed 2 , whereas the cost of stopping equals $R=3$;
- $\pi^{*}\left(1 \mid A_{2}, 0\right)=1$ because the stopping cost $R\left(A_{2}\right)=1$ is smaller than 2 , the total minimal possible future loss if the process starting from $A_{2}$ is not stopped;
- $\pi^{*}\left(0 \mid i^{\prime \prime}, 0\right)=1$ for all $i^{\prime \prime}$ because $R\left(i^{\prime \prime}\right)=3$, but starting from $i^{\prime \prime}$, the process will either terminate at $A_{2}$ or will never be stopped, leading to a total expected cost of $\frac{3}{2}$.

See Figure 1 for a pictorial representation of the above.
Combining parts (b) and (c) of Lemma 3.1, we can compute the occupation measures $\mu_{o}^{\pi^{*}}$ and $\mu_{\tau}^{\pi^{*}}$ given in Table 2, which provide an optimal solution to the PLP, according to Theorem 3.1.

It is interesting to note that the PLP has other optimal solutions $\left(\gamma_{o}, \gamma_{\tau}\right)$ which do not correspond to any stopping policy. Indeed, it is easy to check that, for any constant $c \in \mathbb{R} \cup\{\infty\}$, the measures $\left(\gamma_{o}, \gamma_{\tau}\right)$ defined by $\gamma_{o}\left(i^{\prime}\right)=c$ and $\gamma_{o}(x)=\mu_{o}^{\pi^{*}}(x)$ for $x \neq i^{\prime}, i \in \mathbb{N}$, and $\gamma_{\tau}\left(A_{3}\right)=\frac{2}{5}+c$ and $\gamma_{\tau}(x)=\mu_{\tau}^{\pi^{*}}(x)$ for $x \neq A_{3}$ is admissible for the PLP and optimal since only the values of $\gamma_{o}\left(i^{\prime}\right)$ and $\gamma_{\tau}\left(A_{3}\right)$ have changed and $r\left(i^{\prime}\right)=R\left(A_{3}\right)=0$. Hence, the objective

Table 2.

| $x$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $A_{5}$ | $i \geq 1$ | $i^{\prime} \geq 1^{\prime}$ | $i^{\prime \prime} \geq 1^{\prime \prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu_{o}^{\pi^{*}}(x)$ | $\frac{1}{5}$ | 0 | 0 | $\frac{2}{5}$ | $\infty$ | $\frac{1}{5}$ | 0 | 0 |
| $\mu_{\tau}^{\pi^{*}}(x)$ | 0 | $\frac{1}{5}$ | $\frac{2}{5}$ | 0 | 0 | 0 | 0 | 0 |

value does not change and remains minimal. However, for any $c>0$, the pair of measures so defined cannot be associated to any policy $\pi$ because the states $i^{\prime}$ cannot be reached and so $\mu_{o}^{\pi}\left(i^{\prime}\right)$ must be 0.
Remark 4.1. (a) At this point, we would like to emphasize the following fact. Let $\left(\mu_{o}, \mu_{\tau}\right)$ be a phantom solution to the PLP which is not optimal, and let $\pi$ be the stationary policy induced by ( $\mu_{o}, \mu_{\tau}$ ) according to Definition 3.2. Then it may happen that $\mu_{o} \neq \mu_{o}^{\pi}$ and $\mu_{\tau} \neq \mu_{\tau}^{\pi}$ on $D$, as illustrated in the previous example. Indeed, we can set $\mu_{o}\left(i^{\prime \prime}\right)=c$, where $c \geq 0$ is an arbitrary number, with the corresponding modification of measures $\mu_{o}$ and $\mu_{\pi}$ on $D$. Then we necessarily have $\mu_{o}\left(i^{\prime \prime}\right) \neq \mu_{o}^{\pi}\left(i^{\prime \prime}\right)$, since, by using the same argument as above, the states $i^{\prime \prime}$ cannot be reached and so $\mu_{o}^{\pi}\left(i^{\prime \prime}\right)$ must be 0 . However, if $\left(\mu_{o}, \mu_{\tau}\right)$ is a phantom solution to the PLP which is optimal then, necessarily, $\mu_{o}=\mu_{o}^{\pi}$ and $\mu_{\tau}=\mu_{\tau}^{\pi}$ on $D$ according to Theorem 3.3.
(b) Since, for all $y \in E, \max _{a \in A} c(y, 0, a)>0$, we can consider only the absorption in the subset $\{(y, \Delta, a), y \in E, a \in A\}$, on which $c(y, \Delta, a) \equiv 0$. But the optimal policy $\pi^{*}$ is not absorbing because, for $\tau=\min \left\{t \in \mathbb{N}\right.$ : $\left.a_{t}=1\right\}$, we have $\mathrm{E}_{v}^{\pi^{*}}[\tau]=\infty$; so the expected time to absorption $\mathrm{E}_{v}^{\pi^{*}}[\tau+1]=\infty$. It is sufficient to look at the initial state $A_{1}$ with $\nu\left(A_{1}\right)=\frac{1}{5}$. The optimal policy $\pi^{*}$ is also not transient because $\sum_{t=0}^{\infty} \mathrm{P}_{v}^{\pi^{*}}\left[y_{t}=A_{5}, \tau>t\right]=\infty$. Therefore, the auxiliary control problem under consideration is neither absorbing nor transient.

## 5. Constrained version of the optimal stopping problem

In this section, the constrained version of the optimal stopping problem is investigated through the related constrained version of the PLP. By introducing a suitable topology on a set of occupation measures, an existence result (see Theorem 5.1) for an optimal solution of the PLP with constraints is obtained, guaranteeing the existence of an optimal stopping time for the constrained optimal stopping problem. This result holds under a very weak assumption (see Condition 5.1). It must be pointed out that the dynamic programming argument used to prove the existence result for the unconstrained case cannot be used here in the presence of constraints.

The constrained version of the PLP (3.1) is defined as follows: minimize $\mu_{o}\left(r_{0}\right)+\mu_{\tau}\left(R_{0}\right)$ subject to

$$
\begin{array}{cc}
\left(\mu_{o}, \mu_{\tau}\right) \in \mathbb{M}(E)_{+}^{2}, \quad \mu_{o}+\mu_{\tau}=v+\mu_{o} S  \tag{5.1}\\
\mu_{o}\left(r_{n}\right)+\mu_{\tau}\left(R_{n}\right) \leq j_{n} & \text { for } n \in\{1, \ldots, N\} .
\end{array}
$$

For notational convenience, let $g_{t}: G \rightarrow E^{\Delta} \times A$ be defined by

$$
g_{t}(\omega)=\left(y_{t}(\omega), z_{t}(\omega), a_{t}(\omega)\right)
$$

and define

$$
h_{0}(\omega)=\left(y_{0}(\omega), z_{0}(\omega)\right) \quad \text { and } \quad h_{t}(\omega)=\left(g_{0}(\omega), \ldots, g_{t-1}(\omega), y_{t}(\omega), z_{t}(\omega)\right)
$$

for $\omega \in G$ and $t \geq 1$. Denote by $\mathcal{P}$ the set of probability measures on $(G, \mathcal{q})$ and by $\mathscr{P}^{\pi}$ the
set of probability measures on $(G, \mathscr{q})$ induced by control policies $\pi \in \Pi$. Now introduce $\mathscr{D}^{\pi}$ to be the set of occupation measures $\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right) \in \mathbb{M}(E)_{+}^{2}$, where $\mu_{o}^{\pi}$ and $\mu_{\tau}^{\pi}$ are respectively defined by (2.4) and (2.5) for a policy $\pi \in \Pi$. Let $\mathbb{B}$ be the mapping $\mathbb{B}: \mathcal{P}^{\pi} \rightarrow \mathscr{D}^{\pi}$ such that $\mathbb{B}\left(\mathrm{P}_{v}^{\pi}\right)=\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right)$.

In order to define a topology on $\mathcal{P}$, we need to introduce the set of functions $\mathscr{W}_{t}$ as a subset of bounded measurable functions $f:\left(E^{\Delta} \times A\right)^{t} \times E^{\Delta} \rightarrow \mathbb{R}$ such that, for any $\left(e_{0}, \ldots, e_{t}\right) \in$ $\left(E^{\Delta}\right)^{t+1}$, the function $f\left(e_{0}, ., e_{1}, ., e_{2}, \ldots, e_{t-1}, ., e_{t}\right)$ defined on $A^{t}$ is continuous.

The ws ${ }^{\infty}$-topology on $\mathcal{P}$ is defined as the coarsest topology rendering the mappings $\mathrm{P} \rightarrow$ $\int_{G} f\left(h_{t}(\omega)\right) \mathrm{dP}(\omega)$ continuous, where $f \in \mathcal{W}_{t}$ and $t \geq 0$. For more details on the ws ${ }^{\infty}$ topology, we refer the reader to [22]. The set $\mathcal{P}^{\pi}$ is endowed by the induced topology. Note that items (1) and (2) of Conditions (S) of [22] are satisfied. Therefore, $\mathcal{P}^{\pi}$ is compact (see Theorem 6.6 of [22]).

The topology on $\mathscr{D}^{\pi}$ is defined as the strongest topology for which the mapping $\mathbb{B}$ is continuous (the final topology on $\mathscr{D}^{\pi}$ associated to the mapping $\mathbb{B}$ ).

Lemma 5.1. For any nonnegative measurable functions $r$ and $R$, and any $K \in \mathbb{R}_{+}$, define $\mathscr{D}_{K}^{\pi}$ by

$$
\mathscr{D}_{K}^{\pi}=\left\{\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right) \in \mathscr{D}^{\pi}: \mu_{o}^{\pi}(r)+\mu_{\tau}^{\pi}(R) \leq K\right\} .
$$

The set $\mathscr{D}_{K}^{\pi}$ is compact and the mapping $\mathbb{D}: \mathscr{D}^{\pi} \rightarrow \mathbb{R}_{+}$defined by $\mathbb{D}\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right)=\mu_{o}^{\pi}(r)+$ $\mu^{\pi} \tau(R)$ is lower semi-continuous.

Proof. Let us show that the set $\mathcal{P}_{K}^{\pi}=\left\{\mathrm{P}_{v}^{\pi} \in \mathcal{P}^{\pi}: \sum_{t=0}^{\infty} \int_{G} c\left(g_{t}(\omega)\right) \mathrm{dP}_{v}^{\pi}(\omega) \leq K\right\}$ is compact in the ws ${ }^{\infty}$-topology (where $c$ is given by (2.2)).

Clearly, by definition, the mappings $\mathbb{A}_{n}: \mathscr{P}^{\pi} \rightarrow \mathbb{R}_{+}$defined by

$$
\mathbb{A}_{n}\left(\mathrm{P}_{v}^{\pi}\right)=\sum_{t=0}^{n} \int_{G} c\left(g_{t}(\omega)\right) \mathrm{dP}_{v}^{\pi}(\omega)
$$

are continuous and so the mapping $\mathbb{A}: \mathcal{P}^{\pi} \rightarrow \mathbb{R}_{+}$defined by

$$
\mathbb{A}\left(\mathrm{P}_{v}^{\pi}\right)=\sum_{t=0}^{\infty} \int_{G} c\left(g_{t}(\omega)\right) \mathrm{dP}_{v}^{\pi}(\omega)
$$

is lower semi-continuous because $c \geq 0$. However, the set $\mathcal{P}_{K}^{\pi}=\mathbb{A}^{-1}([0, K])$ and so it is closed and compact. Since $\mathbb{B}\left(\mathcal{P}_{K}^{\pi}\right)=\mathscr{D}_{K}^{\pi}$, the set $\mathscr{D}_{K}^{\pi}$ is compact as a continuous image of a compact set, completing the first part of the proof.

Now, note that $\mathbb{D} \circ \mathbb{B}=\mathbb{A}$. Consequently, for any $M \in \mathbb{R}_{+}$, the set $\mathbb{B}^{-1}\left(\mathbb{D}^{-1}((M, \infty))\right)$ is an open set of $\mathcal{P}^{\pi}$ and so $\mathbb{D}^{-1}((M, \infty))$ is open in the topology of $\mathscr{D}^{\pi}$, showing that $\mathbb{D}$ is lower semi-continuous and completing the last part of the proof.
Condition 5.1. There exist a control policy $\bar{\pi}$ and a constant $j_{0}<\infty$ such that

$$
V_{0}(\bar{\pi})=j_{0} \quad \text { and } \quad V_{n}(\bar{\pi}) \leq j_{n} \quad \text { for } n \in\{1, \ldots, N\}
$$

Theorem 5.1. Under Condition 5.1, the constrained PLP has an optimal solution leading to the existence of an optimal control for the constrained optimal stopping problem $\left(P_{2}\right)$.

Proof. Let $\bar{\pi}$ be control policy, and let $j_{0}$ be the constant satisfying Condition 5.1. Introduce the sets

$$
\mathscr{D}_{j_{n}}^{\pi}=\left\{\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right) \in \mathscr{D}^{\pi}: \mu_{o}^{\pi}\left(r_{n}\right)+\mu_{\tau}^{\pi}\left(R_{n}\right) \leq j_{n}\right\} .
$$

Then $\left(\mu_{o}^{\bar{\pi}}, \mu_{\tau}^{\bar{\pi}}\right) \in \bigcap_{n=0}^{N} \mathscr{D}_{j_{n}}^{\pi}$, and so according to Lemma $5.1, \bigcap_{n=0}^{N} \mathscr{D}_{j_{n}}^{\pi}$ is a nonempty compact set and the mapping $\mathbb{D}_{0}: \mathscr{D}^{\pi} \rightarrow \mathbb{R}_{+}$given by $\mathbb{D}_{0}\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right)=\mu_{o}^{\pi}\left(r_{0}\right)+\mu_{\tau}^{\pi}\left(R_{0}\right)$ is lower semicontinuous. Consequently, there exists $\pi^{*} \in \Pi$ such that $\left(\mu_{o}^{\pi^{*}}, \mu_{\tau}^{\pi^{*}}\right) \in \bigcap_{n=1}^{N} \mathscr{D}_{j_{n}}^{\pi}$ and

$$
\inf _{\left(\mu_{o}, \mu_{\tau}\right) \in \bigcap_{n=0}^{N} \mathscr{D}_{j_{n}}^{\pi}}\left\{\mu_{o}\left(r_{0}\right)+\mu_{\tau}\left(R_{0}\right)\right\}=\mu_{o}^{\pi^{*}}\left(r_{0}\right)+\mu_{\tau}^{\pi^{*}}\left(R_{0}\right) .
$$

However, according to Corollary 3.2 with $r=\sum_{n=0}^{N} r_{n}$ and $R=\sum_{n=0}^{N} R_{n}$, it follows that, for any $\left(\mu_{o}, \mu_{\tau}\right) \in \mathbb{M}(E)_{+}^{2}$ satisfying (5.1) and $\mu_{o}\left(r_{0}\right)+\mu_{\tau}\left(R_{0}\right) \leq j_{0}$, there exists a stationary policy $\pi^{s} \in \Pi$ such that $\mu_{o}^{\pi^{s}}\left(r_{n}\right)+\mu_{\tau}^{\pi^{s}}\left(R_{n}\right) \leq \mu_{o}\left(r_{n}\right)+\mu_{\tau}\left(R_{n}\right)$ for all $n \in\{0, \ldots, N\}$. Therefore, the infimum of $\mu_{o}\left(r_{0}\right)+\mu_{\tau}\left(R_{0}\right)$ over $\left(\mu_{o}, \mu_{\tau}\right) \in \mathbb{M}(E)_{+}^{2}$ satisfying (5.1) is equal to

$$
\inf _{\left(\mu_{o}, \mu_{\tau}\right) \in \bigcap_{n=0}^{N} \mathscr{D}_{j_{n}}^{\tau}}\left\{\mu_{o}\left(r_{0}\right)+\mu_{\tau}\left(R_{0}\right)\right\} .
$$

Now, according to Theorem 2.1, the control $\lambda^{*} \in \Lambda$ associated to the optimal control policy $\pi^{*} \in \Pi$ is optimal for problem $\left(\mathrm{P}_{2}\right)$, completing the proof.

## Appendix A

## A.1. Proof of Theorem 2.1

Consider $\lambda \in \Lambda$, where $\lambda=\left(\Omega, \mathcal{F}, \mathrm{Q},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}},\left\{x_{t}\right\}_{t \in \mathbb{N}}, \tau\right)$. On the probability space $(\Omega, \mathcal{F}, \mathrm{Q})$, let us introduce the random processes $\left\{u_{t}\right\}_{t \in \mathbb{N}}$ and $\left\{d_{t}\right\}_{t \in \mathbb{N}}$ defined by

$$
u_{t}=\mathbf{1}_{\{\tau \leq t\}}, \quad d_{t}=u_{t-1} \Delta \quad \text { for } t \geq 1 \text { and } d_{0}=0
$$

Since $\tau$ is an $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}}$-stopping time, then clearly $\left\{u_{t}\right\}_{t \in \mathbb{N}}$ is $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}}$-adapted and $\left\{d_{t}\right\}_{t \in \mathbb{N}}$ is $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}}$ predictable. Define $\mathscr{H}_{t}=\sigma\left\{x_{0}, d_{0}, u_{0}, \ldots, x_{t-1}, d_{t-1}, u_{t-1}, x_{t}, d_{t}\right\}$ for $t \geq 1$ and $\mathscr{H}_{0}=\sigma\left\{x_{0}, d_{0}\right\}$. Observe that $\mathscr{H}_{t} \vee \sigma\left\{u_{t}\right\} \subset \mathcal{F}_{t}$ for all $t \in \mathbb{N}$. For any $B \in \mathcal{B}(E)$ and $C \subset\{0, \Delta\}$, we have

$$
\begin{aligned}
\mathrm{Q}\left[\left(x_{t+1}, d_{t+1}\right) \in B \times C \mid \mathscr{H}_{t} \vee \sigma\left\{u_{t}\right\}\right] & =\mathrm{E}_{\mathrm{Q}}\left[\mathrm{E}_{\mathrm{Q}}\left[\mathbf{1}_{\left\{x_{t+1} \in B\right\}} \mid \mathcal{F}_{t}\right] \mathbf{1}_{\left\{d_{t+1} \in C\right\}} \mid \mathscr{H}_{t} \vee \sigma\left\{u_{t}\right\}\right] \\
& =S\left(B \mid x_{t}\right)\left[\mathbf{1}_{\{0 \in C\}} \mathbf{1}_{\left\{u_{t}=0\right\}}+\mathbf{1}_{\{\Delta \in C\}} \mathbf{1}_{\left\{u_{t}=1\right\}}\right] .
\end{aligned}
$$

Moreover, $\left\{u_{t}=0\right\} \subset\left\{u_{t-1}=0\right\}=\left\{d_{t}=0\right\}$, and so

$$
\mathrm{Q}\left[\left(x_{t+1}, d_{t+1}\right) \in B \times C \mid \mathscr{H}_{t} \vee \sigma\left\{u_{t}\right\}\right]=L\left(B \times C \mid x_{t}, d_{t}, u_{t}\right) .
$$

Now introduce the sequence $\pi=\left\{\pi_{t}\right\}_{t \in \mathbb{N}}$ of stochastic kernels defined on the control set $A$ given $\left(E^{\Delta} \times A\right)^{t-1} \times E^{\Delta}$ by

$$
\pi_{t}\left(D \mid h_{t}\right)=\mathrm{E}\left[\mathbf{1}_{\{1 \in D\}} u_{t}+\mathbf{1}_{\{0 \in D\}}\left(1-u_{t}\right) \mid \mathscr{H}_{t}\right]
$$

for any $D \subset A$, where $h_{t}=\left(x_{0}, d_{0}, u_{0}, \ldots, x_{t-1}, d_{t-1}, u_{t-1}, x_{t}, d_{t}\right)$.
By the uniqueness property in the theorem of Ionescu-Tulcea (see Appendix C of [11, Section 2.2]), we obtain

$$
\left.\mathrm{Q}\left[\left(x_{0}, d_{0}, u_{0}, \ldots, x_{t}, d_{t}, u_{t}, \ldots\right) \in H\right]=\mathrm{P}_{v}^{\pi}\left[y_{0}, z_{0}, a_{0}, \ldots, y_{t}, z_{t}, a_{t}, \ldots\right) \in H\right]
$$

for any $H \in \mathcal{G}$, where the processes $\left\{y_{t}\right\}_{t \in \mathbb{N}},\left\{z_{t}\right\}_{t \in \mathbb{N}}$, and $\left\{a_{t}\right\}_{t \in \mathbb{N}}$ were introduced in Section 2.2.

Note that the previous construction of the policy $\pi$ does not depend on the cost functions. Observe that $\{t<\tau\}=\left\{u_{t}=0\right\}=\left\{u_{t}=0\right\} \cap\left\{d_{t}=0\right\}$ and $\{t=\tau\}=\left\{u_{t}=1\right\} \cap\left\{d_{t}=0\right\}$, and so the cost is given by

$$
J(\lambda)=\mathrm{E}_{\mathrm{Q}}\left[\sum_{t=0}^{\infty} r\left(x_{t}\right) \mathbf{1}_{\{t<\tau\}}+R\left(x_{t}\right) \mathbf{1}_{\{t=\tau\}}\right]=\mathrm{E}_{\mathrm{Q}}\left[\sum_{t=0}^{\infty} c\left(x_{t}, d_{t}, u_{t}\right)\right]
$$

hence,

$$
J(\lambda)=\mathrm{E}_{\mathrm{Q}}\left[\sum_{t=0}^{\infty} c\left(x_{t}, d_{t}, u_{t}\right)\right]=\mathrm{E}_{v}^{\pi}\left[\sum_{t=0}^{\infty} c\left(y_{t}, z_{t}, a_{t}\right)\right]=V(\pi)
$$

Similarly, $J_{n}(\lambda)=V_{n}(\pi)$ for all $n \in\{0, \ldots, N\}$, completing the first part of the proof.
Conversely, consider a policy $\pi$ and the processes $\left\{y_{t}\right\}_{t \in \mathbb{N}},\left\{z_{t}\right\}_{t \in \mathbb{N}}$, and $\left\{a_{t}\right\}_{t \in \mathbb{N}}$ as defined in Section 2.2 on the probability space $\left(G, \mathcal{G}, \mathrm{P}_{v}^{\pi}\right)$. Define $\mathcal{F}_{t}=\sigma\left\{y_{0}, a_{0}, \ldots, y_{t}, a_{t}\right\}$. Clearly, the process $\left\{y_{t}\right\}_{t \in \mathbb{N}}$ defined on $\left(G, \mathcal{G}, \mathrm{P}_{v}^{\pi}\right)$ is an $E$-valued $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}}$-Markov chain with transition kernel $S$ and initial distribution $\nu$. Now define $\tau=\inf \left\{t \in \mathbb{N}: a_{t}=1\right\}$, and if this set is empty then set $\tau=\infty$. Then $\tau$ is an $\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}^{-}}$-stopping time. Observe that $\{t<\tau\}=\left\{a_{t}=0\right\} \cap\left\{z_{t}=\right.$ $0\}$ and $\{t=\tau\}=\left\{a_{t}=1\right\} \cap\left\{z_{t}=0\right\}$. Consequently, we have

$$
\begin{aligned}
V(\pi) & =\mathrm{E}_{v}^{\pi}\left[\sum_{t=0}^{\infty} c\left(y_{t}, z_{t}, a_{t}\right)\right] \\
& =\mathrm{E}_{\nu}^{\pi}\left[\sum_{t=0}^{\infty}\left(r\left(y_{t}\right) \mathbf{1}_{\left\{a_{t}=0\right\}}+R\left(y_{t}\right) \mathbf{1}_{\left\{a_{t}=1\right\}}\right) \mathbf{1}_{\left\{z_{t}=0\right\}}\right] \\
& =\mathrm{E}_{v}^{\pi}\left[\sum_{t=0}^{\tau-1} r\left(y_{t}\right)+\mathbf{1}_{\{\tau<\infty\}} R\left(y_{\tau}\right)\right] .
\end{aligned}
$$

Using similar arguments, we have $V_{n}(\pi)=J_{n}(\lambda)$ for all $n \in\{0, \ldots, N\}$. Therefore, the control $\lambda$ defined by $\left(G, \mathcal{G}, \mathrm{P}_{\nu}^{\pi},\left\{\mathcal{F}_{t}\right\}_{t \in \mathbb{N}},\left\{y_{t}\right\}_{t \in \mathbb{N}}, \tau\right)$ belongs to $\Lambda$, and satisfies $J(\lambda)=V(\pi)$ and $J_{n}(\lambda)=V_{n}(\pi)$ for all $n \in\{0, \ldots, N\}$.

In both cases, it is easy to check that $\tau=\inf \left\{t \in \mathbb{N}: a_{t}=1\right\}=\sum_{t=0}^{\infty} \mathbf{1}_{E \times\{0\} \times\{0\}}\left(y_{t}, z_{t}, a_{t}\right)$ and $\mathbf{1}_{\{\tau<\infty\}}=\sum_{t=0}^{\infty} \mathbf{1}_{E \times\{0\} \times\{1\}}\left(y_{t}, z_{t}, a_{t}\right)$, implying that $\mu_{o}^{\pi}(E)=\mathrm{E}_{\mathrm{Q}}[\tau]$ and $\mu_{\tau}^{\pi}(E)=$ $\mathrm{Q}[\tau<\infty]$. This completes the proof.

## A.2. Proof of Lemma 3.1

(a) Clearly, $\left(\mu_{o}^{\pi}, \mu_{\tau}^{\pi}\right) \in \mathbb{M}(E)_{+}^{2}$. According to Lemma 9.4.3(c) of [12], we obtain, for $\Gamma \in \mathscr{B}(E)$,

$$
\rho(\Gamma \times\{0\} \times A)=v(\Gamma)+\int_{E^{\Delta} \times A} L(\Gamma \times\{0\} \times A \mid y, z, a) \rho(\mathrm{d}(y, z, a)),
$$

where the measure $\rho$ is defined by $\rho(\Theta \times C \times D):=\sum_{t=0}^{\infty} \mathrm{P}_{\nu}^{\pi}\left[\left(y_{t}, z_{t}, a_{t}\right) \in \Theta \times C \times D\right]$ for $\Theta \in \mathcal{B}(E), C \subset\{0, \Delta\}$, and $D \subset\{0,1\}$. However, from the definitions of $\mu_{o}^{\pi}$ and $\mu_{\tau}^{\pi}$ (see (2.4) and (2.5)), we have $\rho(\Gamma \times\{0\} \times A)=\mu_{o}^{\pi}(\Gamma)+\mu_{\tau}^{\pi}(\Gamma)$. Now, using the definition of the stochastic kernel $L\left(\right.$ see (2.1)), we have $\int_{E^{\Delta} \times A} L(\Gamma \times\{0\} \times A \mid y, z, a) \rho(\mathrm{d}(y, z, a))=\mu_{o}^{\pi} S$, completing the proof of part (a).
(b) Let $\pi^{s}$ be a stationary policy. Define

$$
\begin{equation*}
v_{t}(\Gamma)=\sum_{i=0}^{t} \hat{v}_{i}(\Gamma), \tag{A.1}
\end{equation*}
$$

where $\hat{\nu}_{i}(\Gamma)=\mathrm{P}_{\nu}^{\pi^{s}}\left[y_{i} \in \Gamma, z_{i}=0\right]$ for $\Gamma \in \mathscr{B}(E)$. Let us show by induction that $v_{t+1}=$ $T^{\pi^{s}} v_{t}$. For $t=0$, we have $\nu_{1}(\Gamma)=v_{0}(\Gamma)+\mathrm{P}_{v}^{\pi^{s}}\left[y_{1} \in \Gamma, z_{1}=0\right]$. By definition, $v_{0}=v$ and

$$
\begin{aligned}
\hat{v}_{1}(\Gamma) & =\mathrm{E}_{v}^{\pi^{s}}\left[L\left(\Gamma \times\{0\} \mid y_{0}, z_{0}\right)\right] \\
& =\mathrm{E}_{v}^{\pi^{s}}\left[S\left(\Gamma \mid y_{0}\right) \mathbf{1}_{\left\{z_{0}=0\right\}} \mathbf{1}_{\left\{a_{0}=0\right\}}\right] \\
& =\int_{E} S(\Gamma \mid y) \pi^{s}(0 \mid y, 0) v(\mathrm{~d} y),
\end{aligned}
$$

showing that $\nu_{1}=T^{\pi^{s}} \nu_{0}$. Now, assume that $\nu_{t}=T^{\pi^{s}} v_{t-1}$ for $t \geq 1$. Then, using similar arguments, it is easy to obtain

$$
\hat{v}_{t+1}(\Gamma)=\mathrm{E}_{v}^{\pi^{s}}\left[S\left(\Gamma \mid y_{t}\right) \mathbf{1}_{\left\{z_{t}=0\right\}} \mathbf{1}_{\left\{a_{t}=0\right\}}\right]=\int_{E} S(\Gamma \mid y) \pi^{s}(0 \mid y, 0) \hat{v}_{t}(\mathrm{~d} y) .
$$

However,

$$
v_{t+1}(\Gamma)=v_{t}(\Gamma)+\hat{v}_{t}(\Gamma)=T^{\pi^{s}} v_{t-1}+\int_{E} S(\Gamma \mid y) \pi^{s}(0 \mid y, 0) \hat{v}_{t}(\mathrm{~d} y)
$$

which, upon using the definition of $T^{\pi^{s}}$, completes the induction step.
The operator $T^{\pi^{s}}$ is monotone: if $\eta^{1} \geq \eta^{2}$ then $T^{\pi^{s}} \eta^{1} \geq T^{\pi^{s}} \eta^{2}$. Consequently, we have $v_{t+1} \geq v_{t}$ for $t \geq 0$, and so the limit of $v_{t}$ as $t$ tends to $\infty$ exists, $\lim _{t \rightarrow \infty} v_{t}=v_{\infty}$, implying that $v_{\infty}=T^{\pi^{s}} v_{\infty}$. However, from the definition of $v_{t}$, it follows that $v_{\infty}=\mu^{\pi^{s}}$, yielding $T^{\pi^{s}} \mu^{\pi^{s}}=\mu^{\pi^{s}}$.

If $\tilde{\mu} \geq 0$ is another measure on $E$ satisfying $\tilde{\mu}=T^{\pi^{s}} \tilde{\mu}$ then, by the definition of $T^{\pi^{s}}$, we have $v \leq \tilde{\mu}$. Since the operator $T^{\pi^{s}}$ is monotone, it is easy to show by induction that $v_{t} \leq \tilde{\mu}$, implying that $v_{\infty}=\mu^{\pi^{s}} \leq \tilde{\mu}$, completing the proof of part (b).
(c) Define $v_{o, t}(\Gamma)=\sum_{i=0}^{t} \mathrm{P}_{\nu}^{\pi^{s}}\left[y_{i} \in \Gamma, z_{i}=0, a_{i}=0\right]$ for $\Gamma \in \mathscr{B}(E)$. Similarly to the proof of part (b), it can be shown by induction that $v_{o, t}(\Gamma)=\int_{\Gamma} \pi^{s}(0 \mid y, 0) \nu_{t}(\mathrm{~d} y)$, where $v_{t}$ is defined in (A.1). Moreover, note that $\lim _{t \rightarrow \infty} v_{o, t}=\mu_{o}^{\pi^{s}}$, and, from part (b), $\lim _{t \rightarrow \infty} v_{t}=\mu^{\pi^{s}}$. Consequently, $\mu_{o}^{\pi^{s}}(\Gamma)=\int_{\Gamma} \pi^{s}(0 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y)$. The second equality follows by similar arguments.

## A.3. Proof of Proposition 3.1

The proof of this result is very involved and so it is divided into several preliminary results.
Lemma A.1. For $y \in \hat{E}, S(D \mid y)=0$.
Proof. Let $y \in \hat{E}$. Note that $S(D \mid y)=S\left(E^{R} \cap F \mid y\right)+S\left(E^{R} \cap E^{r} \mid y\right)$. Clearly, we have $S\left(E^{R} \cap E^{r} \mid y\right)=0$ since $S\left(E^{R} \cap E^{r} \mid y\right) \leq U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid y\right)$. We will show by contradiction that $S\left(E^{R} \cap F \mid y\right)=0$. Assume that $S\left(E^{R} \cap F \mid y\right)>0$. Consequently, it follows from the definition of $F$ that

$$
\int_{E^{R} \cap E_{0}^{r}} U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid z\right) S(\mathrm{~d} z \mid y)=\int_{E^{R} \cap E_{0}^{r}} U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid z\right) S \mathbb{I}_{E^{R}}(\mathrm{~d} z \mid y)>0,
$$

implying that $\sum_{n \geq 1}\left(S \mathbb{I}_{E^{R}}\right)^{n} S\left(E^{r} \cap E^{R} \mid y\right)>0$. It follows that $U_{E_{0}^{R}}\left(x, E^{r} \cap E^{R}\right)>0$, leading to a contradiction. This gives $S\left(E^{R} \cap F \mid y\right)=0$, completing the proof.
Lemma A.2. Let $\eta$ be a positive measure on $(E, \mathscr{B}(E))$, and let $W$ be a positive kernel on $E$ given $E$. Assume that $\eta W$ is $\sigma$-finite on $B \in \mathscr{B}(E)$. Then $\eta$ is $\sigma$-finite on

$$
\{y \in E: W(B \mid y)>0\} .
$$

Proof. There exists a sequence of pairwise disjoint sets $\left(B_{j}\right)_{j \in \mathbb{N}}$ such that $\eta W\left(B_{j}\right)<\infty$ and $B=\bigcup_{j \geq 1} B_{j}$. Define, for $j \in \mathbb{N}$ and $p \in \mathbb{N}, B_{j}^{p}=\left\{y \in E: W\left(B_{j} \mid y\right)>1 / p\right\}$. Clearly, we have

$$
\{y \in E: W(B \mid y)>0\}=\bigcup_{j \geq 1} \bigcup_{p \geq 1} B_{j}^{p},
$$

and

$$
\eta\left(B_{j}^{p}\right) \leq \int_{B_{j}^{p}} p W\left(B_{j} \mid y\right) \eta(\mathrm{d} y) \leq p \eta W\left(B_{j}\right)<\infty
$$

completing the proof.
In what follows, $\left(\mu_{o}, \mu_{\tau}\right)$ is a fixed pair of measures satisfying Condition 3.1.
Proof of Proposition 3.1. Clearly, $\mu_{\tau}$ is $\sigma$-finite on $D \subset E^{R}$. Moreover, $\mu_{o}$ is $\sigma$-finite on $E^{r} \cap E^{R}$. Let us show that $\mu_{o}$ is $\sigma$-finite on $E^{R} \cap F$ to obtain the result. Define $B_{k}=\{x \in$ $\left.E^{R}: S\left(\mathbb{I}_{E^{R}} S\right)^{k-1}\left(E^{r} \cap E^{R} \mid x\right)>0\right\}$ for $k \in \mathbb{N}$. Note that $E^{R} \cap F \subset \bigcup_{k \geq 1} B_{k}$. Let us show by induction that the measure $\mu_{o}$ is $\sigma$-finite on $B_{k}$ for $k \in \mathbb{N}$, and the result will follow.

The measure $\mu_{o} S$ is $\sigma$-finite on $E^{r} \cap E^{R}$ since $\mu_{o} S+v=\mu_{o}+\mu_{\tau}$ and $\mu_{o}+\mu_{\tau}$ is $\sigma$-finite on $E^{r} \cap E^{R}$. Consequently, by applying Lemma A. 2 we find that $\mu_{o}$ is $\sigma$-finite on $B_{1}$. Assume that $\mu_{o}$ is $\sigma$-finite on $B_{k}$ for $k \in \mathbb{N}$. Since $B_{k} \subset E^{R}, \mu_{\tau}$ is $\sigma$-finite on $B_{k}$ and we find that $\mu_{o} S$ is $\sigma$-finite on $B_{k}$. Again, applying Lemma A.2, we find that $\mu_{o}$ is $\sigma$-finite on $\left\{x \in E: S\left(B_{k} \mid x\right)>0\right\}$. However, note that $B_{k+1} \subset\left\{x \in E: S\left(B_{k} \mid x\right)>0\right\}$, which completes the induction.

## A.4. Proof of Theorem 3.1

In order to prove this result, we first need the following technical lemma.
Lemma A.3. For any $\Theta \in \mathscr{B}(D)$, the following inequalities hold:

$$
\begin{align*}
& \int_{\Theta} \pi^{s}(0 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y) \leq \mu_{o}(\Theta)  \tag{A.2}\\
& \int_{\Theta} \pi^{s}(1 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y) \leq \mu_{\tau}(\Theta) \tag{A.3}
\end{align*}
$$

Proof. Note that, by the definition of $\pi^{s}$, for any $\Theta \in \mathcal{B}(D)$, we have

$$
\begin{equation*}
\int_{\Theta} \pi^{s}(0 \mid y, 0)\left(\mu_{o}+\mu_{\tau}\right)(\mathrm{d} y)=\mu_{o}(\Theta) \tag{A.4}
\end{equation*}
$$

According to Lemma 3.1, $\mu^{\pi^{s}}=\lim _{t \rightarrow \infty} \nu_{t}$, where $\nu_{t+1}=T^{\pi^{s}} v_{t}$ for $t \geq 0$ and $\nu_{0}=v$. Let us show by induction that, for all $t \geq 0$,

$$
\begin{equation*}
\int_{\Theta} \pi^{s}(0 \mid y, 0) \nu_{t}(\mathrm{~d} y) \leq \mu_{o}(\Theta) \tag{A.5}
\end{equation*}
$$

Since $\left(\mu_{o}, \mu_{\tau}\right)$ satisfies (3.1), it follows that

$$
\int_{\Theta} \pi^{s}(0 \mid y, 0) v_{0}(\mathrm{~d} y) \leq \int_{\Theta} \pi^{s}(0 \mid y, 0)\left(\mu_{o}+\mu_{\tau}\right)(\mathrm{d} y)=\mu_{o}(\Theta)
$$

Now assume that, for any $\Theta \in \mathscr{B}(D), \int_{\Theta} \pi^{s}(0 \mid y, 0) \nu_{t}(\mathrm{~d} y) \leq \mu_{o}(\Theta)$ for $t \geq 1$. From Lemma A. 1 and bearing in mind that $\pi^{s}(0 \mid y, 0)=0$ for any $y \in E_{0}^{R}$, we obtain

$$
v_{t+1}(\Theta)=v(\Theta)+\int_{D} S(\Theta \mid y) \pi^{s}(0 \mid y, 0) v_{t}(\mathrm{~d} y)
$$

Therefore, $v_{t+1}(\Theta) \leq \nu(\Theta)+\int_{D} S(\Theta \mid y) \mu_{o}(\mathrm{~d} y) \leq \mu_{o}(\Theta)+\mu_{\tau}(\Theta)$. Using (A.4), we complete the induction. Now by taking the limit in (A.5) we obtain (A.2). Similar arguments can be used to show (A.3).

Proof of Theorem 3.1. Combining Lemma 3.1(c) and (2.6), it follows that

$$
V\left(\pi^{s}\right)=\int_{E} r(y) \pi^{s}(0 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y)+\int_{E} R(y) \pi^{s}(1 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y)
$$

However, from the definition of $\pi^{s}$ and the set $D$, we obtain

$$
V\left(\pi^{s}\right)=\int_{D} r(y) \pi^{s}(0 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y)+\int_{D} R(y) \pi^{s}(1 \mid y, 0) \mu^{\pi^{s}}(\mathrm{~d} y)
$$

From the previous lemma, we obtain

$$
V\left(\pi^{s}\right) \leq \int_{D} r(y) \mu_{o}(\mathrm{~d} y)+\int_{D} R(y) \mu_{\tau}(\mathrm{d} y)
$$

## A.5. Proof of Theorem 3.3

The proof of this result is divided into several steps.
Lemma A.4. For all $\Theta \in \mathcal{B}(D), \mu_{\tau}^{*}(\Theta)=\mu_{\tau}^{\pi^{*}}(\Theta)$ and $\mu_{o}^{*}(\Theta) \leq \mu_{o}^{\pi^{*}}(\Theta)$. Moreover, $\mu_{o}^{*}(\Gamma)=\mu_{o}^{\pi^{*}}(\Gamma)$ for all $\Gamma \in \mathscr{B}\left(E^{r} \cap E^{R}\right)$.

Proof. Clearly, combining Lemma A. 3 and Lemma 3.1(c), we have, for all $\Theta \in \mathscr{B}(D)$,

$$
\mu_{\tau}^{\pi^{*}}(\Theta) \leq \mu_{\tau}^{*}(\Theta) \quad \text { and } \quad \mu_{o}^{\pi^{*}}(\Theta) \leq \mu_{o}^{*}(\Theta)
$$

Now assume that there exists $\Theta \in \mathscr{B}(D)$ such that $\mu_{\tau}^{\pi^{*}}(\Theta)<\mu_{\tau}^{*}(\Theta)$. Then $\mu_{\tau}^{\pi^{*}}(R)<\mu_{\tau}^{*}(R)$ since $R(x)>0$ for all $x \in D$. According to Corollary 3.2 with $\widetilde{R}(x)=0$ and $\widetilde{r}(x)=r(x)$, we have $\mu_{o}^{\pi^{*}}(r) \leq \mu_{o}^{*}(r)$. This shows that $\mu_{o}^{\pi^{*}}(r)+\mu_{\tau}^{\pi^{*}}(R)<\mu_{o}^{*}(r)+\mu_{\tau}^{*}(R)$, in contradiction with the fact that $\left(\mu_{o}^{*}, \mu_{\tau}^{*}\right)$ is an optimal solution for the PLP. Consequently, $\mu_{\tau}^{\pi^{*}}(\Theta)=\mu_{\tau}^{*}(\Theta)$ for all $\Theta \in \mathscr{B}(D)$. Similarly, it can be shown that $\mu_{o}^{*}(\Gamma)=\mu_{o}^{\pi^{*}}(\Gamma)$ for all $\Gamma \in \mathscr{B}\left(E^{r} \cap E^{R}\right)$.

Unfortunately, it cannot be shown directly that $\mu_{o}^{*}(\Theta)=\mu_{o}^{\pi^{*}}(\Theta)$ for all $\Theta \in \mathscr{B}(D)$ as for $\mu_{\tau}^{*}$ and $\mu_{\tau}^{\pi^{*}}$, mainly because it cannot be claimed that $r(x)>0$ for all $x \in D$. The rest of the proof is devoted to showing that, for all $\Theta \in \mathscr{B}\left(F \cap E^{R}\right), \mu_{o}^{*}(\Theta)=\mu_{o}^{\pi^{*}}(\Theta)$.
Lemma A.5. For all $\Gamma \in \mathscr{B}\left(E^{r} \cap E^{R}\right)$ and all $k \geq 0$,

$$
\mu_{o}^{\pi^{*}} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)=\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma)
$$

Proof. By definition, $\pi^{*}(0 \mid y, 0)=0$ for all $y \in E_{0}^{R}$. Therefore, using Lemma 3.1(c), we have $\mu_{o}^{\pi^{*}}\left(E_{0}^{R}\right)=0$, implying that, for all $\Gamma \in \mathscr{B}(E)$ and $k \geq 0$,

$$
\begin{equation*}
\mu_{o}^{\pi^{*}} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)=\int_{D \cup \hat{E}} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma \mid x) \mu_{o}^{\pi^{*}}(\mathrm{~d} x) \tag{A.6}
\end{equation*}
$$

Note that, since $D \subset E^{R}, S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma \mid x) \leq S\left(\mathbb{I}_{E^{R}} S\right)^{k}(\Gamma \mid x)$ for all $x \in E$ and $\Gamma \in$ $\mathscr{B}\left(E^{r} \cap E^{R}\right)$. Now by the definitions of $\hat{E}$ and $F_{0}, S\left(\mathbb{I}_{E^{R}} S\right)^{k}(\Gamma \mid x)=0$ for all $x \in \hat{E}$ and $\Gamma \in \mathscr{B}\left(E^{r} \cap E^{R}\right)$, and so, using (A.6),

$$
\mu_{o}^{\pi^{*}} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)=\int_{D} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma \mid x) \mu_{o}^{\pi^{*}}(\mathrm{~d} x)
$$

for all $\Gamma \in \mathscr{B}\left(E^{r} \cap E^{R}\right)$, completing the proof.
Lemma A.6. The measures $\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}$ are $\sigma$-finite on $E^{r} \cap E^{R}$ and

$$
\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)=\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)
$$

for all $k \geq 0$ and $\Gamma \in \mathscr{B}\left(E^{r} \cap E^{R}\right)$.
Proof. Let us prove this result by induction. Clearly, the result holds for $k=0$ because of Proposition 3.1 and Lemma A.4, and the fact that $E^{r} \cap E^{R} \subset D$. Now assume that the result holds for $k \geq 0$. Consider any $\Gamma \in \mathcal{B}\left(E^{r} \cap E^{R}\right.$ ). Then, using the fact that ( $\mu_{o}^{\pi^{*}}, \mu_{\tau}^{\pi^{*}}$ ) is an admissible solution for the PLP, we obtain

$$
\begin{equation*}
\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)=v\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{\pi^{*}} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma) \tag{A.7}
\end{equation*}
$$

According to Theorem 2.1, the measure $\mu_{\tau}^{\pi^{*}}$ is finite. Recalling that the measure $v$ is finite and using the induction hypothesis, we find that the measure $\mu_{o}^{\pi^{*}} S\left(\mathbb{I}_{D} S\right)^{k}$ is $\sigma$-finite on $E^{r} \cap E^{R}$. However, $\mu_{o}^{*} \mathbb{I}_{D} \leq \mu_{o}^{*}$, and so we find that the measure $\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k+1}$ is $\sigma$-finite on $E^{r} \cap E^{R}$. Now, using (A.7) and Lemma A.5, we have

$$
\begin{equation*}
\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma) \leq \nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma) \tag{A.8}
\end{equation*}
$$

However, Lemma A. 4 shows that $\mu_{o}^{\pi^{*}} \mathbb{I}_{D} \leq \mu_{o}^{*} \mathbb{I}_{D}$, implying that

$$
\begin{equation*}
\nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma) \leq \nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma) \tag{A.9}
\end{equation*}
$$

Moreover, combining the facts that $\mu_{o}^{*} \mathbb{I}_{D} \leq \mu_{o}^{*}$ and the pair of measures ( $\mu_{o}^{*}, \mu_{\tau}^{*}$ ) is an admissible solution for the PLP, we have

$$
\begin{align*}
\nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma) & \leq \nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{*} S\left(\mathbb{I}_{D} S\right)^{k}(\Gamma) \\
& =\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{*}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma) . \tag{A.10}
\end{align*}
$$

According to the induction hypothesis and Lemma A.4, it follows that

$$
\begin{equation*}
\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{*}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)=\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma) \tag{A.11}
\end{equation*}
$$

Combining equations (A.8)- (A.11), we obtain

$$
\begin{aligned}
\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma) & \leq \nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma) \\
& \leq \nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma) \\
& \leq \mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{\tau}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)
\end{aligned}
$$

Therefore, since the left- and right-hand sides of the above inequalities are equal, we have

$$
\nu\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{\pi^{*}}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma)=v\left(\mathbb{I}_{D} S\right)^{k}(\Gamma)+\mu_{o}^{*}\left(\mathbb{I}_{D} S\right)^{k+1}(\Gamma),
$$

and since the measure $v$ is finite, the result follows.
Lemma A.7. For all $x \in D$,

$$
U_{D^{c}}\left(E^{r} \cap E^{R} \mid x\right)=U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid x\right)
$$

Proof. In order to obtain the result, let us show that

$$
S\left(\mathbb{I}_{D} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right)=S\left(\mathbb{I}_{E^{R}} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right)
$$

for all $x \in D$ and $k \geq 0$ by induction. This is clearly true for $k=0$. Now assume that the result holds for $k \geq 0$. Consider $x \in D$. Then,

$$
\begin{aligned}
S\left(\mathbb{I}_{D} S\right)^{k+1}\left(E^{r} \cap E^{R} \mid x\right) & =S \mathbb{I}_{D} S\left(\mathbb{I}_{D} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right) \\
& =S \mathbb{I}_{D} S\left(\mathbb{I}_{E^{R}} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right) .
\end{aligned}
$$

Owing to Lemma A.1, we have $S\left(\mathbb{I}_{E^{R}} S\right)^{k}\left(E^{r} \cap E^{R} \mid y\right)=0$ for all $y \in \hat{E}$. Therefore, $\mathbb{I}_{\hat{E}} S\left(\mathbb{I}_{E^{R}} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right)=0$, and so

$$
S \mathbb{I}_{D} S\left(\mathbb{I}_{E^{R}} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right)=S\left(\mathbb{I}_{D}+\mathbb{I}_{\hat{E}}\right) S\left(\mathbb{I}_{E^{R}} S\right)^{k}\left(E^{r} \cap E^{R} \mid x\right) .
$$

However, $\mathbb{I}_{E^{R}}=\mathbb{I}_{D}+\mathbb{I}_{\hat{E}}$, completing the induction.
Lemma A.8. For all $\Theta \in \mathscr{B}\left(F \cap E^{R}\right)$, $\mu_{o}^{*}(\Theta)=\mu_{o}^{\pi^{*}}(\Theta)$.
Proof. According to Lemma A.6, the measure $\mu_{o}^{\pi^{*}} \mathbb{I}_{D} U_{D^{c}}$ is $\sigma$-finite on $E^{r} \cap E^{R}$. Consequently, there exists an increasing sequence of sets $\left(\Gamma_{i}\right)_{i \in \mathbb{N}}$ such that $\lim _{i \rightarrow \infty} \Gamma_{i}=E^{r} \cap E^{R}$ with $\Gamma_{i} \subset E^{r} \cap E^{R}$ and $\mu_{o}^{\pi^{*}} \mathbb{I}_{D} U_{D^{\mathrm{c}}}\left(\Gamma_{i}\right)<\infty$ for $i \geq 1$. Let us introduce the sequence of sets $\left(D_{i}\right)_{i \in \mathbb{N}}$ defined by $D_{i}=\left\{x \in D: U_{D^{\mathrm{c}}}\left(\Gamma_{i} \mid x\right)>0\right\}$. Using Lemma A.6, we have, for all $i \geq 1$,

$$
\begin{equation*}
\mu_{o}^{\pi^{*}} \mathbb{I}_{D} U_{D^{\mathrm{c}}}\left(\Gamma_{i}\right)=\mu_{o}^{*} \mathbb{I}_{D} U_{D^{\mathrm{c}}}\left(\Gamma_{i}\right) \tag{A.12}
\end{equation*}
$$

Therefore, for all $i \geq 1$ and $\Gamma \in \mathscr{B}\left(D_{i}\right)$, we obtain

$$
\begin{equation*}
\mu_{o}^{\pi^{*}}(\Gamma)=\mu_{o}^{*}(\Gamma) \tag{A.13}
\end{equation*}
$$

Indeed, assume the contrary, namely that there exists a set $\Gamma \in \mathscr{B}\left(D_{i}\right)$ such that $\mu_{o}^{\pi^{*}}(\Gamma)<$ $\mu_{o}^{*}(\Gamma)$. Using Lemma A. 4 and the fact that $\mathbb{I}_{D} U_{D^{\mathrm{c}}}\left(\Gamma_{i} \mid x\right)>0$ for all $x \in \Gamma$, we have $\mu_{o}^{\pi^{*}} \mathbb{I}_{D} U_{D^{\mathrm{c}}}\left(\Gamma_{i}\right)<\mu_{o}^{*} \mathbb{I}_{D} U_{D^{\mathrm{c}}}\left(\Gamma_{i}\right)$, leading to a contradiction with (A.12). This proves (A.13). According to Lemma A.7,

$$
D_{i} \uparrow\left\{x \in D: U_{D^{c}}\left(E^{r} \cap E^{R} \mid x\right)>0\right\}=\left\{x \in D: U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid x\right)>0\right\} .
$$

However, note that $F \cap E^{R} \subset\left\{x \in D: U_{E_{0}^{R}}\left(E^{r} \cap E^{R} \mid x\right)>0\right\}$, completing the proof.
Proof of Theorem 3.3. The result is a straightforward consequence of Lemmas A. 4 and A.8, and the fact that $D=\left(E^{r} \cap E^{R}\right) \cup\left(F \cap E^{R}\right)$.
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