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## 0. Introduction

A well-known conjecture of E. Artin [1] states that for any integers $a \neq \pm 1$ and $a$ is not a perfect square, there are infinitely many prime integers $p$ for which $a$ is a primitive root $(\bmod p)$. An analogue of this conjecture for function fields was attacked successfully by Bilharz [2] in 1937 using the Riemann hypothesis for curves over finite fields (subsequently proved by A. Weil). The original conjecture of Artin remains open, though it was shown to be true if one assumes the Generalized Riemann hypothesis by Hooley [7]. In recent years, this conjecture of Artin has also been formulated and studied for elliptic curves over global fields instead of just $\mathrm{G}_{m}$ (the original case) (see [11]).

Let $\mathcal{C}$ be a projective smooth algebraic curve defined over a finite field $\mathbb{F}_{q}(q$, some power of a fixed prime number), and take a fixed place $\infty$ of $\mathcal{C}$. The Dedekind domain consisting of all functions on the curve $\mathcal{C}$ regular away from $\infty$ is denoted by A. From the view point of class field theory, the Drinfeld A-modules are the more interesting arithmetic objects over function fields. Their division points always generate very nice extension fields. In particular, the rank one Drinfeld A-modules play a role entirely analogous to the important role played by $\mathrm{G}_{m}$ over number fields. This leads naturally to Artin's conjecture for Drinfeld A-modules. The aim of this paper is to prove Artin's conjecture for the Carlitz module, i.e., the rank one Drinfeld $\mathbb{F}_{q}[t]$-module over the rational function field $\mathbb{F}_{q}(t)$.

In the following we always let $\mathcal{C}=\mathbb{P}^{1}$, and $\mathbf{A}=\mathbb{F}_{q}[t]$. Let $C=\left(\mathrm{G}_{a}, \phi\right)$ be a given Drinfeld A-module defined over $\mathbf{A}$ where $\phi$ means an injective ring homomorphism from $\mathbf{A}$ to $\operatorname{End}_{\mathbf{A}}\left(\mathrm{G}_{a}\right)$. Let $\mathfrak{P}$ be a prime ideal of $\mathbf{A}$. The reduction of $C \bmod \mathfrak{P}$ makes $\mathbf{A} / \mathfrak{P}$ a finite $\mathbf{A}$-module denoted by $C(\mathbf{A} / \mathfrak{P})$. Given $0 \neq a \in \mathbf{A}$, we are interested in the set $C_{a}$ consisting of prime ideals $\mathfrak{P}$ of $\mathbf{A}$ for which $\bar{a}=a+\mathfrak{P}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$. Analogue of Artin's conjecture for $C$ says that $C_{a}$ always has a Dirichlet density $\delta\left(C_{a}\right)$ to be given by an infinite (Euler) product. Moreover
$\delta\left(C_{a}\right)$ should be positive in general, hence there are usually infinitely many prime ideals $\mathfrak{P}$ for which $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$.

In this paper we deal with the Carlitz case. Hence $\phi$ is given by $\phi(t)(X)=$ $t X+X^{q}$. In Section 4 Theorem 4.6, we prove that the density of $C_{a}$ except in the case $q=2$ is given by

$$
\delta\left(C_{a}\right)=\prod_{\substack{\text { all monic irreducibles } \\ l(t) \text { in } A}}\left(1-\frac{1}{N_{l(t)}}\right),
$$

where $N_{l(t)}$ is the degree $\left[K_{l(t)}: \mathbb{F}_{q}(t)\right]$ and $K_{l(t)}$ is the Galois extension over $\mathbb{F}_{q}(t)$ obtained by adjoining roots of $\phi(l(t))(X)=0$ and roots of $\phi(l(t))(X)=a$ to $\mathbb{F}_{q}(t)$. We also show that for given $a \neq 0$ in $\mathbf{A}, \delta\left(C_{a}\right)>0$ except for the case that

$$
q=2 \text { and } a \in\{1\} \cup \phi(t)(\mathbf{A}) \cup \phi(1+t)(\mathbf{A}) .
$$

This is analogous to the condition $a$ is not perfect square and $a \neq \pm 1$ in the classical Artin's conjecture.

Let $k=\mathbb{F}_{q}(t), \Omega$ its algebraic closure, and $a \in \mathbf{A}$ a fixed nonzero polynomial in $\mathbf{A}$. Given monic irreducible $m \in \mathbf{A}$, we let $k_{m}=k\left(\Lambda_{m}\right)$ be the cyclotomic function fields over $k$ ( $\Lambda_{m}$ consists of the roots of $\phi(m)(X)=0$ in $\Omega$ ). We are interested in the field extensions $K_{m}=k_{m}(\alpha)$, where $\alpha$ is a root of the equation $\phi(m)(X)-a=0$ in $\Omega$. These extensions $K_{m} / k_{m}$ will be called Kummer-Carlitz extensions. They have very nice properties. Moreover, $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$ if and only if $\mathfrak{P}$ does not split completely in any $K_{l(t)}, l(t)$ runs through all monic irreducibles of $\mathbf{A}$ (Theorem 1.3).

In Section 2, we shall estimate the growth of the discriminants $\Delta\left(K_{m} / k\right)$ by applying Newton Polygon method. In particular, we show that (Theorem 2.4)

$$
\frac{\operatorname{deg}\left(\Delta\left(K_{m} / k\right)\right)}{\left[K_{m}: k\right]}=O(\operatorname{deg} m)
$$

In Section 3, we work out a generalized Artin problem for function fields by using an effective version of the Prime Number Theorem for function fields together with combinatorical techniques. Putting all these results together enables us to solve Artin's conjecture for Carlitz module in Section 4.

## 1. On Kummer-Carlitz extensions

Let $C=\left(\mathrm{G}_{a}, \phi\right)$ be the Carlitz A-module given by $\phi(t)(X)=t X+X^{q}$. We shall use the notation $X^{m}$ instead of $\phi(m)(X)$, hence for $\alpha \in \Omega$, and nonzero $m \in \mathbf{A}, \alpha^{m}$ means the value $\phi(m)(\alpha)$. We always consider $\Omega$ as $\mathbf{A}$-module under the Carlitz $\phi$-action. For nonzero $m \in \mathbf{A}$, the $m$-torsion in $\Omega$ is denoted by $\Lambda_{m}$ (i.e., $\Lambda_{m}$ is the subset consisting of $\alpha \in \Omega$ such that $\left.\phi(m)(\alpha)=0\right)$. Let $k_{m}=k\left(\Lambda_{m}\right)$. We shall also fix a nonzero polynomial $a \in \mathbf{A}$ in this section and let $K_{m}=k_{m}(\alpha)$, where $\alpha \in \Omega$ is a root of $X^{m}-a=0$.

A prime ideal $\mathfrak{P}$ of $\mathbf{A}$ always has a monic irreducible polynomial in $\mathbf{A}$ as generator which will be denoted by $p(t)$. Given $b \in \mathbf{A}$, the canonical image of $b$ in $\mathbf{A} / \mathfrak{P}$ is denoted by $\bar{b}$. We are particularly interested in the reduction of $C$ modulo $\mathfrak{P}$. This is the action given by $\phi_{\mathfrak{F}}(t)(X)=\bar{t} X+X^{q}$ on $\mathbf{A} / \mathfrak{P}$ (as $\mathbf{A}$-algebra). Under this action, $\mathbf{A} / \mathfrak{P}$ acquires another $\mathbf{A}$-module structure which will be denoted by $C(\mathbf{A} / \mathfrak{P})$. It is not difficult to show that $C(\mathbf{A} / \mathfrak{P})$ is isomorphic to $\mathbf{A} /(p(t)-1)$, a cyclic finite $\mathbf{A}$-module (see [8]). We have

PROPOSITION 1.1. Given $\mathfrak{P} \subset \mathbf{A}$ a prime ideal and nonzero $m \in \mathbf{A}$. Then $\mathfrak{P}$ splits completely in $K_{m}$ if and only if $p(t) \equiv 1 \quad(\bmod m)$ and $\phi_{\mathfrak{B}}\left(\frac{p(t)-1}{m}\right)(\bar{a})=0$ (i.e., $\left.a^{\frac{p(t)-1}{m}} \equiv 0 \quad(\bmod p(t))\right)$.

Proof. If $p(t) \equiv 1 \quad(\bmod m)$, by [6, Theorem 7.1], $\mathfrak{P}$ splits completely in $k_{m}$. Let $\alpha \in \Omega$ be any root of $X^{m}-a$ (i.e., $\phi(m)(\alpha)-a=0$ ). Since $X^{p(t)}$ is an Eisenstein polynomial,

$$
\bar{\alpha}^{q^{\operatorname{deg} g(t)}}-\bar{\alpha}=\phi_{\mathfrak{B}}(p(t)-1)(\bar{\alpha})=\phi_{\mathfrak{B}}\left(\frac{p(t)-1}{m}\right)(\bar{a})=0 .
$$

We have $\bar{\alpha} \in \mathbf{A} / \mathfrak{P}$. The derivative of $\phi_{\mathfrak{B}}(m)(X)-\bar{a}$ is equal to $\bar{m}$ which is nonzero in $\mathbf{A} / \mathfrak{P}($ since $p(t) \equiv 1(\bmod m))$. Combining these, it follows that the equation $\phi_{\mathfrak{P}}(m)(X)-\bar{a}=0$ has exactly $q^{\operatorname{deg} m}$ different roots in $\mathbf{A} / \mathfrak{P}$. According to a principle of Dedekind, the prime ideal $\mathfrak{P}$ must split completely in the field $k(\alpha)$ over $k$. Hence $\mathfrak{P}$ splits completely also in $K_{m}$. Conversely, since $\mathfrak{P}$ splits completely in $K_{m}, p(t) \equiv 1(\bmod m)([6]$, Theorem 7.1) and $\alpha$ is equivalent to some element $f \in \mathbf{A}$ modulo $\mathfrak{P}$. One has,

$$
\phi_{\mathfrak{P}}\left(\frac{p(t)-1}{m}\right)(\bar{a})=\phi_{\mathfrak{B}}(p(t)-1)(\bar{\alpha})=\phi_{\mathfrak{B}}(p(t)-1)(\bar{f})=0
$$

(since $C(\mathbf{A} / \mathfrak{P}) \cong \mathbf{A} /(p(t)-1)$ ). This completes the proof.
PROPOSITION 1.2. The element $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$ if and only if $\phi_{\mathfrak{B}}\left(\frac{p(t)-1}{l(t)}\right)(\bar{a}) \neq 0$, for any monic irreducible $l(t)$ of $\mathbf{A}$ satisfying $p(t) \equiv$ $1(\bmod l(t))$.

Proof. $(\Rightarrow)$ If $\bar{a}$ is not a generator of $C(\mathbf{A} / \mathfrak{P})$, then there exists a monic irreducible $l(t)$ dividing $p(t)-1$, with degree less than $\operatorname{deg} \mathfrak{P}$ such that $\phi_{\mathfrak{B}}((p(t)-$ 1) $/ l(t))(\bar{a})=0($ since $C(\mathbf{A} / \mathfrak{P}) \cong \mathbf{A} /(p(t)-1)$ as A-module). This contradicts the assumption.

For $(\Leftarrow)$, if $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$, then clearly $\phi_{\mathfrak{W}}((p(t)-1) / l(t))(\bar{a}) \neq 0$ for any monic irreducible $l(t) \in \mathbf{A}$ such that $p(t) \equiv 1(\bmod l(t))$.

Combining Propositions 1.1 and 1.2 , we have the following basic.
THOEREM 1.3. The element $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$ if and only if the prime ideal $\mathfrak{P}$ does not split completely in any of the field $K_{l(t)}$, where $l(t)$ runs through monic irreducibles in $\mathbf{A}$ with $\operatorname{deg} l(t) \geqslant 1$.

EXAMPLE. Let $\mathbf{A}=\mathbb{F}_{2}[t], a=1$. Since $1^{1}=1,1^{t}=1+t, 1^{t^{n}}=1+t$ for any positive integer $n$, this implies $a^{f}=0,1, t$ or $1+t$. Thus $\bar{a}=\overline{1}$ is not a generator of $C(\mathbf{A} / \mathfrak{P})$ for all prime ideals $\mathfrak{P}$ in $\mathbb{F}_{2}[t]$ with $\operatorname{deg} p(t) \geqslant 3$. It is easy to check that $\bar{a}=\overline{1}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$ for the remaining three prime ideals $\mathfrak{P}=(t),(1+t)$ or $\left(1+t+t^{2}\right)$.

LEMMA 1.4. Let $m, n$ be two nonzero monic relatively prime polynomials in $\mathbf{A}$. If the equations $X^{m}=a, Y^{n}=a$ have solutions in $\mathbf{A}$, then equation $Z^{m n}=a$ also has solutions in $\mathbf{A}$.

Proof. Suppose that $X=\alpha$ (resp. $Y=\beta$ ) is a solution of $X^{m}=a$ (resp. $Y^{n}=a$ ) in $\mathbf{A}$, and $e, g \in \mathbf{A}$ such that $m e+n g=1$. Let $\gamma=\alpha^{g}+\beta^{e} \in \mathbf{A}$. Then $\gamma^{m n}=\left(\alpha^{g}+\beta^{e}\right)^{m n}=\left(\alpha^{m}\right)^{n g}+\left(\beta^{n}\right)^{m e}=a^{m e+n g}=a$. This completes the proof.

The Galois group of $k_{m} / k$ is naturally isomorphic to $(\mathbf{A} /(m))^{\times}$([6, Theorem 2.3]). This isomorphism is given by $\bar{f} \mapsto \sigma_{\bar{f}}$ such that $\sigma_{\bar{f}}(\xi)=\xi^{f}$ for all $\xi \in \Lambda_{m}$. If $\alpha \in K_{m}$ is a fixed root of $X^{m}=a$, then the roots of $X^{m}=a$ are necessarily of the form $\alpha+\xi$, for $\xi \in \Lambda_{m}$. Given $\psi \in \operatorname{Gal}\left(K_{m} / k_{m}\right)$, then one has $\psi(\alpha)=\alpha+\xi$, for some $\xi \in \Lambda_{m}$. We shall let $\psi_{\xi}$ stand for this $\psi$. Thus we may view the Galois group of $K_{m} / k_{m}$ as a subgroup of $\Lambda_{m}$, denoted by $\mathrm{H}_{m}$. More precisely, we have an isomorphism $\psi: \mathrm{H}_{m} \rightarrow \operatorname{Gal}\left(K_{m} / k_{m}\right)$ given by $\psi_{\xi}(\alpha)=\alpha+\xi$.

Now $\operatorname{Gal}\left(k_{m} / k\right)$ can act on $\operatorname{Gal}\left(K_{m} / k_{m}\right)$ by conjugation. Identifying the group $\operatorname{Gal}\left(k_{m} / k\right)$ with $(\mathbf{A} /(m))^{\times}$, this action is explicitly given by the following.

PROPOSITION 1.5. $\sigma_{\bar{f}} \cdot \psi_{\xi}=\psi_{\xi^{f}}$, for all $\bar{f} \in(\mathbf{A} /(m))^{\times}, \xi \in \mathbf{H}_{m}$, and $\sigma_{\bar{f}} \in$ $\operatorname{Gal}\left(k_{m} / k\right)$ such that $\sigma_{\bar{f}}(\xi)=\xi^{f}$.

Proof. Let $\sigma \in \operatorname{Gal}\left(K_{m} / k\right)$ such that $\sigma^{-1}(\alpha)=\alpha+\xi^{\prime}$ (i.e., $\alpha=\sigma\left(\alpha+\xi^{\prime}\right)$ ), for some $\xi^{\prime} \in \Lambda_{m}$ and the restriction of $\sigma$ to $k_{m}$ is equal to $\sigma_{\bar{f}}$. Then we have

$$
\begin{align*}
\sigma_{\bar{f}} \cdot \psi_{\xi}(\alpha) & =\sigma \circ \psi_{\xi} \circ \sigma^{-1}(\alpha) \\
& =\sigma \circ \psi_{\xi}\left(\alpha+\xi^{\prime}\right) \\
& =\sigma\left(\alpha+\xi^{\prime}+\xi\right)  \tag{1.1}\\
& =\alpha+\xi^{f} .
\end{align*}
$$

This completes the proof.
The main point is to extend the action of $(\mathbf{A} /(m))^{\times}$to an action of $\mathbf{A} /(m)$ on $\operatorname{Gal}\left(K_{m} / k_{m}\right)$. In the case $q \neq 2$ or $q=2$ but $t(t+1) \nmid m$, this is done in the following way. Given $f \in \mathbf{A}$, write $f$ as a finite sum $f_{1}+f_{2}+\cdots+f_{n}$ such that
$\left(f_{i}, m\right)=1$ for all $i$ (This is possible by Chinese Remainder Theorem). Then we define, for $\xi \in \mathrm{H}_{m}$,

$$
f \cdot \psi_{\xi}=\sum_{i} \sigma_{\bar{f}_{i}} \cdot \psi_{\xi}=\sum_{i} \psi_{\xi^{f_{i}}}=\psi_{\sum \xi^{f_{i}}} .
$$

This is independent of the decomposition of $f$ as $\sum f_{i}$. Hence our action is welldefined. Composing with the canonical map from $\mathbf{A}$ to $\mathbf{A} /(m)$, we can thus assign $\mathbf{A}$-module structure to $\operatorname{Gal}\left(K_{m} / k_{m}\right)$. This allow us to view $\operatorname{Gal}\left(K_{m} / k_{m}\right)$ as an A-module from now on. We check these conditions in Proposition 1.6 below.

PROPOSITION 1.6. $\operatorname{Gal}\left(K_{m} / k_{m}\right)$ (or $\left.\mathrm{H}_{m}\right)$ is identified as a finite $\mathbf{A}$ - submodule of $\Lambda_{m}$ except for the case: $q=2$ and $t(t+1) \mid m$.

Proof. To check that the action is independent of decomposition, suppose that $\xi \in \mathrm{H}_{m} \subset \Lambda_{m}, f \in \mathbf{A}$. If $f=\sum_{i} f_{i}=\sum_{j} g_{j}$ with $\left(f_{i}, m\right)=1,\left(g_{j}, m\right)=1$ for all $i, j$, then by Proposition 1.5
$f \cdot \psi_{\xi}=\sum f_{i} \cdot \psi_{\xi}=\sum \psi_{\xi^{f_{i}}}=\psi_{\sum \xi^{f_{i}}}=\psi_{\sum \xi^{g_{j}}}=\sum \psi_{\xi^{g_{j}}}=\sum g_{j} \cdot \psi_{\xi}$.
To check that $\mathrm{H}_{m}\left(\operatorname{or} \operatorname{Gal}\left(K_{m} / k_{m}\right)\right.$ ) is an $\mathbf{A}$-module under this action
(1) $\mathrm{H}_{m}$ is an abelian group.
(2) For $\xi_{1}, \xi_{2} \in \mathrm{H}_{m} \subset \Lambda_{m}$,

$$
\begin{aligned}
f \cdot\left(\psi_{\xi_{1}}+\psi_{\xi_{2}}\right) & =f \cdot \psi_{\xi_{1}+\xi_{2}} \\
& =\psi_{\left(\xi_{1}+\xi_{2}\right)^{f}}=\psi_{\xi_{1}^{f}}+\psi_{\xi_{2}^{f}}=f \cdot \psi_{\xi_{1}}+f \cdot \psi_{\xi_{2}} .
\end{aligned}
$$

(3) Let $f, g \in \mathbf{A}, \xi \in \mathrm{H}_{m}$ and let $f=\sum f_{i}, g=\sum g_{j}$, with $\left(f_{i}, m\right)=\left(g_{j}, m\right)=1$ for all $i, j$. Then

$$
\begin{aligned}
(f \cdot g) \cdot \psi_{\xi} & =\left(\sum_{i, j} f_{i} \cdot g_{j}\right) \cdot \psi_{\xi} \\
& =\sum_{i, j} \psi_{\xi^{f_{i}} \cdot g_{j}}\left(\text { since }\left(f_{i} \cdot g_{j}, m\right)=1\right) \\
f \cdot\left(g \cdot \psi_{\xi}\right) & =f \cdot\left(\sum_{j} \psi_{\xi^{g_{j}}}\right)=\sum_{i} f_{i} \cdot\left(\sum_{j} \psi_{\xi^{g_{j}}}\right) \\
& =\sum_{i, j} \psi_{\xi^{f_{i}} \cdot g_{j}}=(f \cdot g) \cdot \psi_{\xi} \\
(f+g) \cdot \psi_{\xi} & =\sum_{i} f_{i} \cdot \psi_{\xi}+\sum_{j} g_{j} \cdot \psi_{\xi}=f \cdot \psi_{\xi}+g \cdot \psi_{\xi}
\end{aligned}
$$

Thus $\mathrm{H}_{m}\left(\operatorname{or} \operatorname{Gal}\left(K_{m} / k_{m}\right)\right)$ is an $\mathbf{A}$-module under this action and we are done.
We now have
THEOREM 1.7. In the following, if $q=2$, we assume $t(t+1) \nmid m$. Then we have
(1) The Galois group $\operatorname{Gal}\left(K_{m} / k_{m}\right)$ (or $\mathrm{H}_{m}$ ) is isomorphic to $\mathbf{A} /(z)$, for some $z \in \mathbf{A}$ such that $z \mid m$.
(2) Suppose that $p(t)$ is a monic irreducible in $\mathbf{A}$. If $X^{p(t)}=a$ has one solution $X=c$ in $\mathbf{A}$, then $\mathrm{H}_{p(t)}=\{0\}$ and $c \mid a$. Otherwise, $\mathrm{H}_{p(t)}=\Lambda_{p(t)} \cong \mathbf{A} /(p(t))$.
(3) Suppose that $m, n$ are two monic square-free relatively prime polynomials in A. Then $K_{m \cdot n}=K_{m} \cdot K_{n}, K_{m}$ and $K_{n}$ are linearly disjoint over base field $k$
(4) Suppose that $m$ is monic and square-free in $\mathbf{A}$. Let $z$ be the largest divisor of $m$ such that the equation $X^{z}=a$ has solution $X=b$ in $\mathbf{A}$. Then the polynomial $X^{m / z}-b$ is irreducible over $\mathbf{A}$, and $\mathbf{H}_{m} \cong \mathbf{A} /(m / z)$.
(5) The field of constants of $K_{m}$ is $\mathbb{F}_{q}$.

Proof. First, (1) follows directly from Proposition 1.6.
To prove (2), by (1) we have $\mathrm{H}_{p(t)}=\{0\}$ or $\mathrm{H}_{p(t)}=\Lambda_{p(t)} \cong \mathbf{A} /(p(t))$. If $X^{p(t)}=a$ has one solution $X=c$ in $\mathbf{A}$, then all the roots of $X^{p(t)}=a$ belong to $k_{p(t)}$. This implies $\mathrm{H}_{p(t)} \cong\{0\}$. Also clearly $c \mid a$ (by the expansion of $X^{p(t)}$ ). Otherwise, if equation $X^{p(t)}=a$ has no solution in $\mathbf{A}$, it suffices to show that $X^{p(t)}=a$ has no solution $X$ in $k_{p(t)}$. Suppose that $X^{p(t)}=a$ has one solution $X=\alpha, \alpha \in k_{p(t)}-k$, then all solutions of $X^{p(t)}=a$ are in $k_{p(t)}$. Let us take $\beta=-\operatorname{Tr}_{k_{p(t)} / k}(\alpha)$, then one has $\beta^{p(t)}=-\left(q^{\operatorname{deg} p(t)}-1\right) a=a$ and $\beta \in \mathbf{A}$. This contradicts the assumption and we are done.

To prove (3), given nonzero polynomial $d \in \mathbf{A}$, let us denote all the roots of $X^{d}=a$ in $K_{d}$ by $\mathrm{R}_{d}$. Suppose that $\alpha \in \mathrm{R}_{m}, \beta \in \mathbf{R}_{n}$, then $\alpha^{m}=a, \beta^{n}=a$. Let us take $e, f \in \mathbf{A}$ such that $m e+n f=1$, and let $\theta=\alpha^{f}+\beta^{e} \in K_{m} \cdot K_{n}$. Then $\theta^{m \cdot n}=\left(\alpha^{m}\right)^{n f}+\left(\beta^{n}\right)^{m e}=a$. This implies that $\theta \in K_{m \cdot n}$, hence $K_{m} \cdot K_{n} \supseteq K_{m \cdot n}$ (since $K_{m \cdot n}=k_{m \cdot n}(\theta)$ ). Conversely, suppose that $\theta \in \mathrm{R}_{m \cdot n}$, then $\theta^{n} \in \mathrm{R}_{m}$, $\theta^{m} \in \mathrm{R}_{n}$. This implies that $K_{m} \cdot K_{n} \subseteq K_{m \cdot n}$.

To prove linearly disjointness, we suppose that $\theta \in \mathrm{R}_{m \cdot n}$, let $\alpha=\theta^{n} \in$ $\mathrm{R}_{m}, \beta=\theta^{m} \in \mathrm{R}_{n}$. By (1), we have $\mathrm{H}_{m \cdot n}=\Lambda_{z}$ for some $z$ dividing $m \cdot n$, and write $\Lambda_{z}$ as a direct sum $\Lambda_{z_{1}} \oplus \Lambda_{z_{2}}$, where $z=z_{1} z_{2}, z_{1}\left|m, z_{2}\right| n$. We contend that $\mathrm{H}_{m}=\Lambda_{z_{1}}$ and $\mathrm{H}_{n}=\Lambda_{z_{2}}$. Let $\sigma \in \operatorname{Gal}\left(K_{m \cdot n} / k_{m}\right)$ with $\sigma(\theta)=\theta+\xi_{1}+\xi_{2}$, where $\xi_{1} \in \Lambda_{z_{1}}, \xi_{2} \in \Lambda_{z_{2}}$. Since $\alpha=\theta^{n} \in \mathbf{R}_{m}$ and $\xi_{2}{ }^{n}=0$, we have $\sigma(\alpha)=$ $\sigma\left(\theta^{n}\right)=\left(\theta+\xi_{1}+\xi_{2}\right)^{n}=\alpha+\xi_{1}{ }^{n}$. This implies that $\xi_{1}{ }^{n} \in \mathrm{H}_{m}$. Since $(m, n)=1$, it follows that $\xi_{1} \in \mathrm{H}_{m}$. We have $\Lambda_{z_{1}} \subset \mathrm{H}_{m}$. Conversely, suppose $\xi^{\prime} \in \mathrm{H}_{m}$. Since $(m, n)=1$, by ramification theory of $k_{m n}$, we know that $K_{m}$ and $k_{m n}$ are linearly disjoint over $k_{m}$. Then there exists $\sigma^{\prime} \in \operatorname{Gal}\left(K_{m} k_{m n} / k_{m}\right)$ such that $\sigma^{\prime}=$ identity on $k_{m n}$ and $\sigma^{\prime}(\alpha)=\alpha+\xi^{\prime}$. We extend $\sigma^{\prime}$ to $\sigma \in \operatorname{Gal}\left(K_{m n} / k_{m n}\right)$. Then we also have $\sigma(\alpha)=\alpha+\xi^{\prime}$. Now if $\sigma(\theta)=\theta+\xi_{1}+\xi_{2}$, where $\xi_{1} \in \Lambda_{z_{1}}, \xi_{2} \in \Lambda_{z_{2}}$, then
$\sigma(\alpha)=\sigma\left(\theta^{n}\right)=\left(\theta+\xi_{1}+\xi_{2}\right)^{n}=\alpha+\xi_{1}{ }^{n}$. Thus we have $\xi^{\prime}=\xi_{1}^{n} \in \Lambda_{z_{1}}$; hence $\mathrm{H}_{m} \subset \Lambda_{z_{1}}$. Therefore, we have $\mathrm{H}_{m}=\Lambda_{z_{1}}$ and also $\mathrm{H}_{n}=\Lambda_{z_{2}}$. Since $k_{m}$ and $k_{n}$ are linearly disjoint over the base field $k$ ([6, Theorem 2.3]), this shows that $\left[K_{m}: k\right] \cdot\left[K_{n}: k\right]=\left[K_{m} \cdot K_{n}: k\right]$, hence the the conclusion of (3).

To prove (4), let $z$ be the largest divisor of $m$ such that equation $X^{z}=a$ has solution $X=b$ in A. By (3), we have

$$
\left[K_{m}: k_{m}\right]=\prod_{l(t) \mid m, l \nmid z}\left[K_{l(t)}: k_{l(t)}\right]=\operatorname{deg}\left(X^{m / z}-b\right) .
$$

Thus (4) follows from Lemma 1.4 and (2) of this theorem by degree considerations.
For the proof of (5), from [6], we know that the field of constants of $k_{m}$ is $\mathbb{F}_{q}$. From (1), we know that the field of constants of $K_{m}$ is either $\mathbb{F}_{q}$ or $\mathbb{F}_{q^{p}}$ (since $\mathrm{H}_{m}$ is an elementary $p$-group). Suppose that the field of constants of $K_{m}$ is $\mathbb{F}_{q^{p}}$. Then there are two Galois subextensions $k_{m}^{\prime} / k_{m}, K_{m}^{\prime} / k_{m}$ of $K_{m} / k_{m}$ such that $k_{m}^{\prime} \cong k_{m} \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q^{p}}, K_{m}^{\prime} \cap k_{m}^{\prime}=k_{m}$, and $\mathrm{H}_{m} \cong \operatorname{Gal}\left(k_{m}^{\prime} / k_{m}\right) \times \operatorname{Gal}\left(K_{m}^{\prime} / k_{m}\right)$. Since $k_{m}^{\prime} \cong k_{m} \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q^{p}}$, the action of $\operatorname{Gal}\left(k_{m} / k\right)$ on $\operatorname{Gal}\left(k_{m}^{\prime} / k_{m}\right)$ is trivial. By Proposition 1.5, this contradicts the action of $\operatorname{Gal}\left(k_{m} / k\right)$ on $\mathrm{H}_{m}$. This completes the proof.

In the case $q=2$, the situation is more subtle.
EXAMPLE. Let $\mathbf{A}=\mathbb{F}_{2}[t], k=\mathbb{F}_{2}(t)$. Then
(1) It may happen $K_{t}=K_{t+1}$. For example, if $a=t^{2}+t+1$, then $K_{t}=K_{t+1}=$ $\mathbb{F}_{4}(t)$; if $a=t^{3}$, then $K_{t}=K_{t+1} \neq \mathbb{F}_{4}(t)$ and $[K t: k]=2$.
(2) $K_{t}=\mathbb{F}_{4}(t)$ (resp. $\left.K_{t+1}=\mathbb{F}_{4}(t)\right)$ if and only if $a=t^{2}\left(f^{2}+f+1\right)$ (resp. $\left.a=(t+1)^{2}\left(f^{2}+f+1\right)\right)$ for some $f \in k$.

## 2. Estimating discriminants

Let $\infty$ be the place at infinity of our rational function field $k=\mathbb{F}_{q}(t)$, with $\frac{1}{t}$ as its uniformizer. Let $a$ be a nonzero element in $\mathbf{A}$ fixed throughout as before. We consider monic square-free nonzero polynomial $m$ in $\mathbf{A}$. Given $m$, we let $z=z(m, a)$ be the largest divisor of $m$ such that the equation $X^{z}=a$ has solution $X=b$ in $\mathbf{A}$ (note that $b \neq 0$ because $a \neq 0$ ), and set $r=m / z$. The degree of the extension $K_{m}$ over $k$ will be denoted by $\mathrm{N}_{m}$. In this section, our purpose is to get an upper bound for the totall degree $\mathrm{d}_{m}$ of the discriminant divisor $\Delta\left(K_{m} / k\right)$.

PROPOSITION 2.1. Given monic square-free nonzero polynomial $m$ in $\mathbf{A}$. Then we have
(1) $\Delta\left(k_{m} / k\right) \mid(\infty \cdot m)^{\left[k_{m}: k\right]}$.
(2) The finite part of the discriminant $\Delta\left(K_{m} / k\right)$ divides $(m \cdot r)^{\mathrm{N}_{m}}$.

Proof. To prove (1), let $\mathfrak{P}$ be a prime divisor of $k$, and let $e_{\mathfrak{P}}\left(k_{m} / k\right)$ denote the ramification index at $\mathfrak{P}$ of $k_{m} / k$. We know that every prime divisor of $k$ except
$\infty$ and the prime divisors $\mathfrak{P}$ dividing $(m)$ is unramified in $k_{m}$. By [6, Thm 3.2], ramification index $e_{\infty}\left(k_{m} / k\right)$ is equal to $\Pi_{\mathfrak{P} \mid(m)}(q-1)$; by the discriminant formula in the case that (char. $\left.k, e_{\infty}\left(k_{m} / k\right)\right)=1$, we have the $\infty$-part of $\Delta\left(k_{m} / k\right)$ is precisely equal to $\infty^{d_{1}}$, where

$$
d_{1}=\frac{e_{\infty}\left(k_{m} / k\right)-1}{e_{\infty}\left(k_{m} / k\right)} \cdot\left[k_{m}: k\right] .
$$

For prime divisors $\mathfrak{P}$ dividing $(m)$, the $\mathfrak{P}$-factor of $\Delta\left(k_{m} / k\right)$ is equal to $\mathfrak{P}^{d_{2}}$, where

$$
d_{2}=\left(q^{\operatorname{deg} \mathcal{P}}-2\right) \cdot\left[k_{\frac{m}{p(t)}}: k\right]=\frac{q^{\operatorname{deg} \mathcal{P}}-2}{q^{\operatorname{deg} \mathcal{P}}-1} \cdot\left[k_{m}: k\right]
$$

(by [6], Theorem 4.1). Combining these, we obtain that the discriminant $\Delta\left(k_{m} / k\right)$ divides $(\infty \cdot m)^{\left[k_{m}: k\right]}$ (note that $m$ is square-free).

To prove (2), let $f(X)=X^{r}-b$, and let $\alpha$ be a root of equation $f(X)=$ 0 in $K_{m}$. Since $f^{\prime}(\alpha)=r, \operatorname{Norm}_{K_{m} / k_{m}}\left(f^{\prime}(\alpha)\right) \mid(r)^{\operatorname{deg} r}$, the finite part of discriminant $\Delta\left(K_{m} / k_{m}\right)$ divides $(r)^{q^{\operatorname{deg} r} r}$. By transitivity of discriminants and (1) of this theorem, we obtain the finite part of the discriminant $\Delta\left(K_{m} / k\right)$ divides $\left((m)^{\left[k_{m}: k\right]}\right)^{q^{\operatorname{deg} r}} \cdot \operatorname{Norm}_{k_{m} / k}\left((r)^{q^{\operatorname{deg} r}}\right)$, which is equal to $(m \cdot r)^{\mathbf{N}_{m}}$. This completes the proof.
PROPOSITION 2.2. Let $\operatorname{ord}_{\infty}(\cdot)$ denote the normalized discrete valuation of $k$ at $\infty\left(\right.$ i.e., $\left.\operatorname{ord}_{\infty}\left(\frac{1}{t}\right)=1\right)$, and extended to $K_{m}$ in the usual way. We have
(1) Suppose that $\infty_{1}$ is a prime divisor of $k_{m}$ sitting over $\infty$. Then the ramification index $e_{\infty_{1}}\left(K_{m} / k_{m}\right) \leqslant \max \{q \cdot \operatorname{deg} a, 1\} \leqslant q \cdot \operatorname{deg} a+1$.
(2) If $\alpha \in K_{m}$ is a root of $X^{r}-b=0$ (note $b \neq 0$ here), then

$$
\left|\operatorname{ord}_{\infty}(\alpha)\right| \leqslant \operatorname{deg} r+\operatorname{deg} b \leqslant \operatorname{deg} m+\operatorname{deg} a .
$$

(3) If $0 \neq \xi \in \Lambda_{r}$, then $-\frac{1}{q-1} \leqslant \operatorname{ord}_{\infty}(\xi) \leqslant \operatorname{deg} r$; hence $\left|\operatorname{ord}_{\infty}(\xi)\right| \leqslant \operatorname{deg} m$.

Proof. To prove (1), let $f(X)=X^{r}-b=-b+\left(\sum_{i=0}^{-1+\operatorname{deg} r} c_{i} X^{q^{i}}\right)+X^{q^{\operatorname{deg} r}}$, $f(\alpha)=0$, where $c_{i} \in \mathbf{A}$ with $\operatorname{deg} c_{i}=(-i+\operatorname{deg} r) \cdot q^{i}$ and $c_{0}=r$. To draw Newton polygon, we consider the following sequence of points in the real plane: $O=(0,0), B_{0}=\left(1, \operatorname{ord}_{\infty}\left(\frac{c_{0}}{b}\right)\right), B_{1}=\left(q^{1}, \operatorname{ord}_{\infty}\left(\frac{c_{1}}{b}\right)\right), \ldots, B_{i}=$ $\left(q^{i}, \operatorname{ord}_{\infty}\left(\frac{c_{i}}{b}\right)\right), \ldots, B_{\operatorname{deg} r}=\left(q^{\operatorname{deg} r}, \operatorname{ord}_{\infty}\left(\frac{1}{b}\right)\right)$, and computing these as $(0,0)$, $\left.\left.(1, \operatorname{deg} b-\operatorname{deg} r),\left(q^{1}, \operatorname{deg} b-(\operatorname{deg} r-1) q^{1}\right)\right), \ldots,\left(q^{i}, \operatorname{deg} b-(\operatorname{deg} r-i) q^{i}\right)\right), \ldots$, $\left(q^{\operatorname{deg} r}, \operatorname{deg} b\right)$. We have slopes: $s\left(O, B_{0}\right)=\operatorname{deg} b-\operatorname{deg} r, s\left(B_{0}, B_{1}\right)=1+\frac{1}{q-1}-$ $\operatorname{deg} r, \ldots, s\left(B_{i-1}, B_{i}\right)=i+\frac{1}{q-1}-\operatorname{deg} r, \ldots, s\left(B_{\operatorname{deg} r-1}, B_{\operatorname{deg} r}\right)=\frac{1}{q-1}$, and $s\left(O, B_{0}\right)=\operatorname{deg} b-\operatorname{deg} r, s\left(O, B_{1}\right)=\frac{\operatorname{deg} b}{q}+1-\operatorname{deg} r, \ldots, s\left(O, B_{i}\right)=\frac{\operatorname{deg} b}{q^{i}}+i-$ $\operatorname{deg} r, \ldots, s\left(O, B_{\operatorname{deg} r}\right)=\frac{\operatorname{deg} b}{q^{\operatorname{cog} r}}$. Thus the slopes sequence $s\left(B_{0}, B_{1}\right), s\left(B_{1}, B_{2}\right), \ldots$, $s\left(B_{i-1}, B_{i}\right), \ldots, s\left(B_{\operatorname{deg} r-1}, B_{\operatorname{deg} r}\right)$ increases. Therefore if $\operatorname{deg} b=0$, then we obtain that $\infty_{1}$ is unramified in $K_{m}$ (by [6, Theorem 3.2], $s\left(O, B_{0}\right)=-\operatorname{deg} r$ and
the fact that the denominators of these slopes are $q-1$ ). Otherwise suppose that $q^{d-1}<\operatorname{deg} b \leqslant q^{d}$ for some integer $d$, and let $s\left(O, B_{i}\right)=\frac{\operatorname{deg} b}{q^{i}}+i-\operatorname{deg} r$ be the minimum slope of the convex hull of the Newton polygon of $f(X)$, then we have $i \leqslant d$. By considering the denominators of slopes of the convex hull, we have $e_{\infty_{1}}\left(K_{m} / k_{m}\right) \leqslant q^{i} \leqslant q \cdot \operatorname{deg} b$. Since $b^{z}=a$, by the expansion of $X^{z}$ we must have $b \mid a$. Combine these with $\operatorname{deg} b \leqslant \operatorname{deg} a$, we obtain the inequality of (1).

To prove (2), if deg $r \neq 0$, because these slopes $s\left(B_{0}, B_{1}\right), s\left(B_{1}, B_{2}\right), \ldots$, $s\left(B_{i-1}, B_{i}\right), \ldots, s\left(B_{\operatorname{deg} r-1}, B_{\operatorname{deg} r}\right) \quad$ and $\quad s\left(O, B_{0}\right), \quad s\left(O, B_{1}\right), \ldots, s\left(O, B_{i}\right)$, $\ldots, s\left(O, B_{\operatorname{deg} r}\right)$ are all between $-(\operatorname{deg} r+\operatorname{deg} b)$ and $(\operatorname{deg} r+\operatorname{deg} b)$, then $\left|\operatorname{ord}_{\infty}(\alpha)\right| \leqslant \operatorname{deg} r+\operatorname{deg} b$. Otherwise, if $\operatorname{deg} r=0$ (i.e., $r=1 \in \mathbb{F}_{q}$ ), then

$$
\left|\operatorname{ord}_{\infty}(\alpha)\right|=\left|\operatorname{ord}_{\infty}(b)\right|=\operatorname{deg} b \leqslant \operatorname{deg} r+\operatorname{deg} b .
$$

To prove (3), consider the Newton polygon of polynomial $X^{r} / X$. Since $X^{r} / X=$ $c_{0}+\left(\sum_{i=1}^{-1+\operatorname{deg} r} c_{i} X^{q^{i}-1}\right)+X^{q^{\operatorname{deg} r}-1}$, where $c_{i} \in \mathbf{A}$ with $\operatorname{deg} c_{i}=(-i+\operatorname{deg} r) \cdot q^{i}$ and $c_{0}=r$. We consider the following points sequence: $B_{1}=\left(q-1, \operatorname{ord}_{\infty}\left(c_{1} / c_{0}\right)\right)$ $=(q-1, \operatorname{deg} r-(\operatorname{deg} r-1) \cdot q), B_{2}=\left(q^{2}-1, \operatorname{ord}_{\infty}\left(c_{2} / c_{0}\right)\right)=\left(q^{2}-1, \operatorname{deg} r-\right.$ $\left.(\operatorname{deg} r-2) \cdot q^{2}\right), \ldots, B_{i}=\left(q^{i}-1, \operatorname{ord}_{\infty}\left(c_{i} / c_{0}\right)\right)=\left(q^{i}-1, \operatorname{deg} r-(\operatorname{deg} r-i) \cdot q^{i}\right)$, $\ldots, B_{\operatorname{deg} r}=\left(q^{\operatorname{deg} r}-1, \operatorname{ord}_{\infty}\left(\frac{c_{\operatorname{deg} r}}{c_{0}}\right)\right)=\left(q^{\operatorname{deg} r}-1, \operatorname{deg} r\right)$, and compute the slopes: $s\left(O, B_{1}\right)=1-\operatorname{deg} r+\frac{1}{q-1}, s\left(B_{1}, B_{2}\right)=2-\operatorname{deg} r+\frac{1}{q-1}, \ldots, s\left(B_{i-1}, B_{i}\right)=i-$ $\operatorname{deg} r+\frac{1}{q-1}, \ldots, s\left(B_{\operatorname{deg} r-1}, B_{\operatorname{deg} r}\right)=\frac{1}{q-1}$. Since sequence $s\left(O, B_{1}\right), s\left(B_{1}, B_{2}\right), \ldots$, $s\left(B_{i-1}, B_{i}\right), \ldots, s\left(B_{\operatorname{deg} r-1}, B_{\operatorname{deg} r}\right)$ increases and they are between $-\operatorname{deg} r$ and $\frac{1}{q-1}$, so we get the inequality of (3).

Let $\mathcal{O} \subset k$ be the local ring at the place $\infty$, and let us denote the integral closure of $\mathcal{O}$ in $K_{m}$ (resp. $k_{m}$ ) by $\mathcal{O}_{a}$ (resp. $\mathcal{O}_{m}$ ). Then we have
THEOREM 2.3. The $\infty$-part of the discriminant $\Delta\left(K_{m} / k\right)$ divides

$$
\infty^{[1+2 \operatorname{deg} m+\operatorname{deg} a+q \cdot \operatorname{deg} a \cdot(\operatorname{deg} a+2 \operatorname{deg} m)] \cdot \mathrm{N}_{m}}
$$

Proof. Let $\infty_{1}$ be a prime divisor of $\mathcal{O}_{m}$ lying over $\infty$. Let $K_{\infty_{1}}$ be the subextension of $K_{m} / k_{m}$ such that $K_{\infty_{1}} / k_{m}$ is the maximal subextension of $K_{m} / k_{m}$ unramified at prime divisor $\infty_{1}$. By Proposition 2.2 (1), we have $\operatorname{Gal}\left(K_{m} / K_{\infty_{1}}\right) \cong$ $(Z / p \mathbb{Z})^{d}$ with $p^{d} \leqslant q \cdot \operatorname{deg} a+1$. Let $\alpha \in K_{m}$ be a root of $X^{r}-a=0$, and denote its monic minimal polynomial over $K_{\infty_{1}}$ by $f(X)$. We may assume $\operatorname{Gal}\left(K_{m} / k_{m}\right) \cong \Lambda_{r}, \operatorname{Gal}\left(K_{m} / K_{\infty_{1}}\right) \cong \mathrm{R}$, a subgroup of $\Lambda_{r}$ with $\#(\mathrm{R})=p^{d}$. Then we have

$$
f(X)=\prod_{\xi \in R}(X-\alpha+\xi) .
$$

Since $R$ is a $d$-dimensional vector space over $\mathbb{F}_{p}$, so we obtain that

$$
f(X)=(X-\alpha)^{p^{d}}+\sum_{i=1}^{d} c_{i}(X-\alpha)^{p^{d-i}}
$$

$$
=X^{p^{d}}+\left(\sum_{i=1}^{d} c_{i} X^{p^{d-i}}\right)-\left(\alpha^{p^{d}}+\sum_{i=1}^{d} c_{i} \alpha^{p^{d-i}}\right)
$$

where $c_{i} \in K_{\infty_{1}}$ and $c_{d}=\Pi_{\xi \in R-\{0\}} \xi$.
According to Proposition 2.2 (2), $\operatorname{ord}_{\infty}\left((1 / t)^{\operatorname{deg} m+\operatorname{deg} a} \cdot \alpha\right) \geqslant 0$; this implies that $(1 / t)^{\operatorname{deg} m+\operatorname{deg} a} \cdot \alpha \in \mathcal{O}_{a}$. Let $\mathcal{O}_{\infty_{1}}$ be the integral closure of $\mathcal{O}$ in $K_{\infty_{1}}$. Let $g(X)=(1 / t)^{p^{d} \cdot(\operatorname{deg} m+\operatorname{deg} a)} \cdot f\left(t^{\operatorname{deg} m+\operatorname{deg} a} \cdot X\right)$. Then $g(X)$ is the monic minimal polynomial of $(1 / t)^{\operatorname{deg} m+\operatorname{deg} a} \cdot \alpha$ over $K_{\infty_{1}}$ and $g(X) \in \mathcal{O}_{\infty_{1}}[X]$. Since $g^{\prime}\left((1 / t)^{\operatorname{deg} m+\operatorname{deg} a} \cdot \alpha\right)$ is equal to $(1 / t)^{p^{d} \cdot(\operatorname{deg} m+\operatorname{deg} a)} \cdot c_{d}$, so the $\infty_{1}$-part of $\Delta\left(\mathcal{O}_{a} / \mathcal{O}_{m}\right)$ divides (by transitivity of discriminants)

$$
\begin{aligned}
& \operatorname{Norm}_{K_{\infty_{1}} / k_{m}}\left(\operatorname{Norm}_{K_{m} / K_{\infty_{1}}}\left((1 / t)^{p^{d} \cdot(\operatorname{deg} m+\operatorname{deg} a)} \cdot c_{d}\right)\right) \\
& \quad=\operatorname{Norm}_{K_{\infty_{1}} / k_{m}}\left((1 / t)^{p^{d} \cdot(\operatorname{deg} m+\operatorname{deg} a)} \cdot c_{d}\right)^{p^{d}}
\end{aligned}
$$

which is equal to $(1 / t)^{p^{d} \cdot(\operatorname{deg} m+\operatorname{deg} a) \cdot\left[K_{m}: k_{m}\right]} \cdot\left(c_{d}\right)^{\left[K_{m}: k_{m}\right]}$. By Proposition 2.2 (3), the $\infty_{1}$-part of $\Delta\left(\mathcal{O}_{a} / \mathcal{O}_{m}\right)$ divides

$$
(1 / t)^{p^{d} \cdot(\operatorname{deg} m+\operatorname{deg} a) \cdot\left[K_{m}: k_{m}\right]} \cdot(1 / t)^{p^{d} \cdot \operatorname{deg} m \cdot\left[K_{m}: k_{m}\right]}
$$

which is equal to $(1 / t)^{p^{d} \cdot(2 \operatorname{deg} m+\operatorname{deg} a) \cdot\left[K_{m}: k_{m}\right]}$. Changing all places $\infty_{1}$ of $\mathcal{O}_{m}$ sitting over $\infty$, we obtain $\Delta\left(\mathcal{O}_{a} / \mathcal{O}_{m}\right)$ divides $(1 / t)^{p^{d} \cdot(2 \operatorname{deg} m+\operatorname{deg} a) \cdot\left[K_{m}: k_{m}\right]}$ (because $\mathcal{O}$ is the local ring at place $\infty$ ). Using the transitivity of discriminants and Proposition 2.1 (1), we obtain that the $\infty$-part of the discriminant $\Delta\left(K_{m} / k\right)$ divides

$$
\operatorname{Norm}_{k_{m} / k}\left((1 / t)^{p^{d} \cdot(2 \operatorname{deg} m+\operatorname{deg} a) \cdot\left[K_{m}: k_{m}\right]}\right) \cdot\left((1 / t)^{\left[k_{m}: k\right]}\right)^{\left[K_{m}: k_{m}\right]}
$$

which is equal to $\infty^{\left(1+p^{d} \cdot(2 \operatorname{deg} m+\operatorname{deg} a)\right) \cdot \mathrm{N}_{m}}$. Since $p^{d} \leqslant q \cdot \operatorname{deg} a+1$, we complete the proof.

Our main theorem in this section is
THEOREM 2.4. The discriminant $\Delta\left(K_{m} / k\right)$ divides

$$
(m)^{2 \mathbf{N}_{m}} \cdot \infty^{[1+2 \operatorname{deg} m+\operatorname{deg} a+q \cdot \operatorname{deg} a \cdot(\operatorname{deg} a+2 \operatorname{deg} m)] \cdot \mathbf{N}_{m}} .
$$

Moreover, we have $\frac{\mathrm{d}_{m}}{\mathrm{~N}_{m}}=O(\operatorname{deg} m)$, as $\operatorname{deg} m \rightarrow \infty$.
Proof. It follows from Proposition 2.1 (2), Theorem 2.3 and $r \mid m$.

## 3. A generalized Artin's problem for function fields

In this section we work out a generalized Artin's problem for function fields. We will make use of an effective version of the Prime Number Theorem, see [10].

Let $L, K$ be two fixed function fields over $k$, and the field of constants of $K$ is $\mathbb{F}_{q}$. Let $\mathrm{S}_{L}$ be a set of prime divisors of $L$. For each prime divisor $\mathfrak{L} \in \mathrm{S}_{L}$, let $K_{\mathfrak{L}}$ be a fixed finite Galois extension of $K$. Our generalized Artin's problem is to determine the density of the set of prime divisors in $K$ which do not split completely in any $K_{\mathfrak{L}}$ for $\mathfrak{L} \in \mathrm{S}_{L}$.

Let $S_{L}^{*}$ be the set of all square free divisors (including 1) composed from all the prime divisors in $S_{L}$ (i.e., $b \in S_{L}^{*}$ if and only if $b=1$ or $b$ can be written as a finite product of distinct prime divisors in $S_{L}$ ). On $S_{L}^{*}$, we have a natural partial order ' $\leqslant$ ' defined as follows: $b_{1}, b_{2} \in S_{L}^{*}, b_{1} \leqslant b_{2}$ if and only if $b_{1} \mid b_{2}$. Under this partial ordering we view $S_{L}^{*}$ as a (Boolean) lattice. Given divisor $b \in S_{L}^{*}$, let $K_{b}=\prod_{\mathfrak{L} \mid \mathrm{b}} K_{\mathfrak{L}}\left(\right.$ set $\left.K_{1}=K\right), \mathrm{N}_{\mathrm{b}}=\left[K_{\mathrm{b}}: K\right]$, and $\mathrm{d}_{\mathrm{b}}=\operatorname{deg} \Delta\left(K_{\mathrm{b}} / k\right)$. Let $f_{\mathrm{b}}$ be the degree of the field of constants of $K_{b}$ over $\mathbb{F}_{q}$. These ideas follow [12] in their context and construction.

Given positive integer $x$, let $f(x, K)$ be the number of prime divisors $\mathfrak{P}$ of $K$ such that $\operatorname{deg} \mathfrak{P}=x$, and $\mathfrak{P}$ does not split completely in any $K_{\mathfrak{L}}$ for all $\mathfrak{L} \in \mathrm{S}_{L}$. Also set

$$
\delta_{S_{L}}=\sum_{b \in \mathrm{~S}_{L}^{*}} \frac{\mu(b)}{\mathrm{N}_{b}},
$$

where $\mu$ is the möbius function defined by $\mu(b)=(-1)^{n}$, if $b=\prod_{i=1}^{n} \mathfrak{L}_{i}$. Then we have

THEOREM 3.1. Suppose that $\Sigma_{b \in S_{L}^{*}}\left(1 / N_{b}\right)<\infty$, and for each prime divisor $\mathfrak{P}$ of $K$, the number of $\mathfrak{L} \in \mathrm{S}_{L}$ such that $\mathfrak{P}$ splits completely in $K_{\mathfrak{L}}$ is finite. Also suppose that the following three conditions are true
(a) $f_{b}=1$ for all $b \in S_{L}^{*}$.
(b) As $\operatorname{deg} b \rightarrow \infty,\left(\mathrm{~d}_{\mathrm{b}} / \mathrm{N}_{\mathrm{b}}=O(\operatorname{deg} b)\right.$, and $\mathrm{N}_{\mathrm{b}}=O\left(q^{e \cdot \operatorname{deg} b}\right)$ for some constant $e>0$.
(c) There exists a real number $\nu(\nu>(1 / \ln q))$ such that: The number of prime divisors $\mathfrak{P}$ of $K$ with $\operatorname{deg} \mathfrak{P}=x$, and $\mathfrak{P}$ splits completely in some $K_{\mathfrak{N}}$, $\operatorname{deg} \mathfrak{L}>x / 2-\nu \ln x$ is $o\left(q^{x} / x\right)$.
Then we have

$$
f(x, K)=\delta_{\mathrm{S}_{L}} \cdot \frac{q^{x}}{x}+o\left(\frac{q^{x}}{x}\right) .
$$

Proof. For each prime divisor $\mathfrak{P}$ in $K$, we let $c_{\mathfrak{F}}$ be the product of all prime divisors $\mathfrak{L} \in \mathrm{S}_{L}$ such that $\mathfrak{P}$ splits completely in $K_{\mathfrak{L}}$.

Given positive integer $x$ and $b \in S_{L}^{*}$. We denote the number of prime divisors $\mathfrak{P}$ of $K$ such that $\operatorname{deg} \mathfrak{P}=x$ and $c_{\mathfrak{F}}=b$ by $f(x, b)$, and denote the number of prime divisors $\mathfrak{P}$ of $K$ such that $\operatorname{deg} \mathfrak{P}=x$ and $b \mid c_{\mathfrak{P}}$ by $\pi_{1}(x, b)$. Then we have

$$
\pi_{1}\left(x, b^{\prime}\right)=\sum_{b \in S_{L}^{*}, b^{\prime} \mid b} f(x, b)
$$

Applying Möbius inversion formula ([12], Corollaries of Proposition 5), we obtain that

$$
f\left(x, b^{\prime}\right)=\sum_{b \in \mathrm{~S}_{L}^{*}, b^{\prime} \mid b} \mu\left(b / b^{\prime}\right) \pi_{1}(x, b) .
$$

If $b^{\prime}=1$, then we get that

$$
f(x, K)=f(x, 1)=\sum_{b \in \mathrm{~S}_{L}^{*}} \mu(b) \pi_{1}(x, b)
$$

Given positive integer $d$, let $\mathrm{S}_{L, d}$ be the set of $\mathfrak{L} \in \mathrm{S}_{L}$ with $\operatorname{deg} \mathfrak{L} \leqslant d$, and let $n(x, d)$ denote the number of prime divisors $\mathfrak{P}$ of $K$ with $\operatorname{deg} \mathfrak{P}=x$ and $\mathfrak{P}$ does not split completely in any $K_{\mathfrak{L}}, \mathfrak{L} \in \mathrm{S}_{L, d}$. By inclusion-exclusion principle, we have

$$
\begin{equation*}
n(x, d)=\sum_{b \in S_{L, d}^{*}} \mu(b) \pi_{1}(x, b), \tag{3.1}
\end{equation*}
$$

where $\mathrm{S}_{L, d}^{*}$ is defined in the same way as $\mathrm{S}_{L}^{*}$. By definition, we also have

$$
\begin{equation*}
f(x, K) \leqslant n(x, d) \tag{3.2}
\end{equation*}
$$

Given positive integers $d_{1}, d_{2}$, let $m\left(x, d_{1}, d_{2}\right)$ be the number of prime divisors $\mathfrak{P}$ in $K$ with $\operatorname{deg} \mathfrak{P}=x$ and $\mathfrak{P}$ splits completely in some $K_{\mathfrak{L}}, \mathfrak{L} \in \mathrm{S}_{L}, d_{1}<$ $\operatorname{deg} \mathfrak{L} \leqslant d_{2}$. Let $g(x)$ be the largest number $n$ such that there exists prime divisor $\mathfrak{P}$ in $K$ with $\operatorname{deg} \mathfrak{P}=x, \mathfrak{P}$ splits completely in some $K_{b}\left(b \in \mathrm{~S}_{L}^{*}\right)$ with $\operatorname{deg} b=n$. This implies

$$
\begin{equation*}
f(x, K) \geqslant n(x, d)-m(x, d, g(x)) . \tag{3.3}
\end{equation*}
$$

We write

$$
\begin{equation*}
m(x, d, g(x)) \leqslant\left\{\sum_{\substack{\mathfrak{z} \in \mathcal{S}_{L} \\ d<\operatorname{deg} \leqslant(1 / 2) x-\nu \ln x}} \pi_{1}(x, \mathfrak{L})\right\}+m(x,(1 / 2) x-\nu \ln x, g(x)) \cdot( \tag{3.4}
\end{equation*}
$$

Let $\pi^{b}(x)$ denote the number of prime divisors $\mathfrak{P}_{b}$ in $K_{b}$ with $\operatorname{deg} \mathfrak{P}_{b}=x$. One has $\pi_{1}(x, \mathrm{~b}) \leqslant \pi^{\mathrm{b}}(x) / \mathrm{N}_{\mathrm{b}}$. By [10, p. 55], we have $\left|\pi^{b}(x)-q^{x} / x\right| \leqslant 6.5 \cdot q^{x / 2} \cdot \mathrm{~d}_{b}$. Hence

$$
\begin{equation*}
\pi_{1}(x, b) \leqslant \frac{1}{\mathrm{~N}_{b}} \cdot \frac{q^{x}}{x}+6.5 \cdot q^{x / 2} \cdot \frac{\mathrm{~d}_{b}}{\mathrm{~N}_{b}} \tag{3.5}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{\substack{\mathcal{R} \in \mathcal{S}_{L} \\
d<\operatorname{deg} \\
\mathfrak{N} \leqslant(1 / 2) x-\nu \ln x}} \pi_{1}(x, \mathfrak{L}) \\
\leqslant & \sum_{\substack{\mathcal{R} \in \mathcal{S}_{L} \\
d<\operatorname{deg} \mathcal{E} \leqslant(1 / 2) x-\nu \ln x}}\left\{\frac{1}{\mathrm{~N}_{\mathfrak{L}}} \cdot \frac{q^{x}}{x}+6.5 q^{x / 2} \cdot \frac{\mathrm{~d}_{\mathfrak{L}}}{\mathrm{N}_{\mathfrak{L}}}\right\} .
\end{align*}
$$

By condition (b) and the hypothesis $\nu>\frac{1}{\ln q}$, we have

$$
\begin{equation*}
\sum_{\substack{\mathcal{R} \in \mathcal{S}_{L} \\ \mathcal{L} \leqslant(1 / 2) x-\nu \ln x}} 6.5 \cdot q^{x / 2} \cdot \frac{\mathrm{~d}_{\mathcal{L}}}{\mathrm{N}_{\mathfrak{L}}} \ll q^{x / 2} \sum_{\substack{\mathcal{N} \in \mathcal{S}_{L} \\ d<\operatorname{deg} \mathcal{E} \leqslant(1 / 2) x-\nu \ln x}} \operatorname{deg} \mathfrak{L}=o\left(\frac{q^{x}}{x}\right) . \tag{3.7}
\end{equation*}
$$

We may assume that $d$ (depends on $x$ ) goes to infinity (as $x \rightarrow \infty$ ). Using the assumption that $\Sigma_{b \in S_{L}^{*}} 1 / \mathrm{N}_{b}<\infty$, we obtain

$$
\begin{equation*}
\sum_{\substack{\mathfrak{R} \in \mathcal{S}_{L} \\ d<\operatorname{deg} \mathcal{L} \leqslant(1 / 2) x-\nu \ln x}} \frac{1}{\mathrm{~N}_{\mathfrak{L}}} \cdot \frac{q^{x}}{x}=o\left(\frac{q^{x}}{x}\right), \quad \text { as } x \rightarrow \infty . \tag{3.8}
\end{equation*}
$$

Combine equations (3.6), (3.7) and (3.8), we obtain that

$$
\begin{equation*}
\sum_{\substack{\mathfrak{c} \in S_{L} \\ \mathbf{s \leqslant ( 1 / 2 ) x - \nu \operatorname { l n } x}}} \pi_{1}(x, \mathfrak{L})=o\left(\frac{q^{x}}{x}\right) . \tag{3.9}
\end{equation*}
$$

Combine equations (3.2), (3.3), (3.4), (3.9) and condition (c), we obtain that

$$
\begin{equation*}
f(x, K)=n(x, d)+o\left(\frac{q^{x}}{x}\right) \tag{3.10}
\end{equation*}
$$

Again by [10, p. 55], $f_{b}=1$ (condition (a)) and consider the Galois field extension $K_{b} / K$, we have $\left|\pi_{1}(x, b)-\left(1 / \mathrm{N}_{\mathrm{b}}\right) \cdot\left(q^{x} / x\right)\right| \leqslant 6.5 \cdot \mathrm{~N}_{\mathrm{b}} \cdot q^{x / 2} \cdot \mathrm{~d}_{b}$. Applying this and equation (3.1), we obtain that

$$
\begin{aligned}
n(x, d) & =\sum_{b \in \mathrm{~S}_{L, d}^{*}} \mu(b) \pi_{1}(x, b) \\
& =\left(\sum_{b \in \mathrm{~S}_{L, d}^{*}} \frac{\mu(b)}{\mathrm{N}_{b}}\right) \cdot \frac{q^{x}}{x}+O\left(q^{x / 2} \cdot \sum_{b \in \mathrm{~S}_{L, d}^{*}} \mathrm{~N}_{b}{ }^{2} \cdot \operatorname{deg} b\right)
\end{aligned}
$$

(by condition (b)).

Since $\#\left(\mathrm{~S}_{L, d}\right) \leqslant c \cdot q^{d} / d$ for some $c>0, \#\left(\mathrm{~S}_{L, d}^{*}\right) \leqslant 2^{c \cdot\left(q^{d} / d\right)}$ and deg $b \leqslant c \cdot q^{d}$ for $b \in S_{L, d}^{*}$. Thus we obtain that

$$
\begin{aligned}
n(x, d)= & \left(\sum_{b \in \mathrm{~S}_{L, d}^{*}} \frac{\mu(b)}{\mathrm{N}_{b}}\right) \cdot \frac{q^{x}}{x} \\
& +O\left(q^{x / 2} \cdot 2^{c \cdot\left(q^{d} / d\right)} \cdot q^{2 \cdot e \cdot c \cdot q^{d}} \cdot c \cdot q^{d}\right)(\text { by condition (b)) } \\
= & \left(\sum_{b \in \mathrm{~S}_{L, d}^{*}} \frac{\mu(b)}{\mathrm{N}_{\mathrm{b}}}\right) \cdot \frac{q^{x}}{x}+O\left(q^{x / 2} \cdot q^{n_{0} \cdot q^{d}}\right), \text { for some } n_{0}>0 .
\end{aligned}
$$

If we take $d=\left(\ln x-\ln 3 n_{0}\right) / \ln q$, then $d \rightarrow \infty($ as $x \rightarrow \infty)$, and $q^{x / 2} \cdot q^{n_{0} \cdot q^{d}}=$ $q^{(x / 2)+(x / 3)}=o\left(q^{x} / x\right)$. Thus we have

$$
n(x, d)=\delta_{\mathrm{S}_{L}} \cdot \frac{q^{x}}{x}+o\left(\frac{q^{x}}{x}\right)
$$

Combine this with (3.10) gives what we want.

## 4. Artin's conjecture for the Carlitz module

In this Section, let function fields $K, L$ in Section 3 be the rational function field $\mathbb{F}_{q}(t)$, let $\mathrm{S}=\mathrm{S}_{L}$ be the set of all the prime ideals $\mathfrak{L}$ in $\mathbf{A}=\mathbb{F}_{q}[t]$. As before we use $l(t)$ to denote the monic irreducible generator of the ideal $\mathfrak{L} \in S_{L}$. We let $k=\mathbb{F}_{q}(t), k_{\mathfrak{L}}=k_{l(t)}=k\left(\Lambda_{l(t)}\right), K_{\mathfrak{L}}=k_{\mathfrak{L}}(\alpha)$, where $\alpha \in \Omega$ satisfies $\alpha^{l(t)}=a, a$ is a fixed nonzero polynomial in $\mathbf{A}$ and let $\mathrm{N}_{\mathfrak{L}}=\mathrm{N}_{l(t)}=\left[K_{\mathfrak{L}}: k\right]$.
LEMMA 4.1. Suppose that $\mathrm{Z}=\left\{r \in \mathbb{F}_{q}[t] \mid r^{m}=0\right.$ for some $\left.0 \neq m \in \mathbb{F}_{q}[t]\right\}$. Then

$$
\mathrm{Z}=\left\{\begin{array}{ll}
\{0\} & \text { if } q \neq 2 \\
\{0,1, t, 1+t\} & \text { if } q=2
\end{array} .\right.
$$

Moreover, suppose that $a \neq 0$ in $\mathbf{A}$ and $a \neq 0,1, t, 1+t$ if $\mathbf{A}=\mathbb{F}_{2}[t]$. Then we have $a^{m} \neq 0$ for $0 \neq m \in \mathbf{A}$.

Proof. It is clear that $\mathrm{Z}=\Lambda_{m}$ for some $0 \neq m \in \mathbf{A}$. Since $k\left(\Lambda_{m}\right)=k$, so $\#\left((\mathbf{A} /(m))^{\times}\right)=1$. If $q \neq 2$, then $m \in \mathbb{F}_{q}^{\times}$; i.e., $\mathbf{Z}=\Lambda_{m}=\{0\}$. If $q=2$, then $m=1, t, 1+t$, or $t(1+t)$; this implies that $\mathrm{Z}=\Lambda_{t(1+t)}=\{0,1, t, 1+t\}$. This completes the proof.

LEMMA 4.2. Suppose that $a$ is a nonzero polynomial in $\mathbf{A}$ and $a \neq 1, t, 1+t$ if $\mathbf{A}=\mathbb{F}_{2}[t]$. Let $\mathrm{SC}_{x}$ be the number of prime ideals $\mathfrak{P}$ in $\mathbf{A}$ such that $\operatorname{deg} \mathfrak{P}=x$, and $\mathfrak{P}$ splits completely in some $K_{\mathfrak{L}}(\mathfrak{L} \in \mathrm{S}), \frac{x}{2}+\ln x \leqslant \operatorname{deg} \mathfrak{L} \leqslant x$. Then

$$
\mathrm{SC}_{x}=o\left(\frac{q^{x}}{x}\right), \quad \text { as } x \rightarrow \infty
$$

Proof. Suppose $\mathfrak{P}$ is a prime divisor in $\mathbf{A}$ with $\operatorname{deg} \mathfrak{P}=x$ such that $\mathfrak{P}$ splits completely in some $K_{\mathfrak{L}}(\mathfrak{L} \in \mathrm{S}), \frac{x}{2}+\ln x \leqslant \operatorname{deg} \mathfrak{L} \leqslant x$. By Proposition 1.1, $p(t) \equiv 1(\bmod l(t)), p(t) \left\lvert\, a^{\frac{p(t)-1}{l(t)}}\right.$ and $0 \leqslant \operatorname{deg} \frac{p(t)-1}{l(t)} \leqslant \frac{x}{2}-\ln x$. Hence

$$
p(t) \mid \prod_{\substack{m \text { monic in } A \\ 0 \leqslant \operatorname{deg} m \leqslant(x / 2)-\ln x}} a^{m} .
$$

If $\operatorname{deg} m=i$, then $\operatorname{deg} a^{m} \leqslant q^{i} \cdot(\operatorname{deg} a+1)$ ([6], Prop. 1.1). By the assumption in $a$ and Lemma 4.1, $a^{m} \neq 0$ for $0 \neq m \in \mathbf{A}$. Thus we have

$$
\begin{aligned}
\mathrm{SC}_{x} & \leqslant \frac{\operatorname{deg}\left(\prod_{0 \leqslant \operatorname{deg} m \text { monic in } A} a^{m} a^{m}\right)}{x} \\
& \leqslant \frac{\sum_{i=0}^{(x / 2)-\ln x} q^{i} \cdot q^{i} \cdot(\operatorname{deg} a+1)}{x} \\
& =O\left(\frac{\sum_{i=0}^{(x / 2)-\ln x} q^{2 \cdot i}}{x}\right) \\
& =o\left(\frac{q^{x}}{x}\right), \quad \text { as } x \rightarrow \infty .
\end{aligned}
$$

This completes the proof.
THEOREM 4.3. Suppose $\nu>0$. Let $\mathrm{SC}_{x, \nu}$ be the number of prime ideals $\mathfrak{P}$ in A such that $\operatorname{deg} \mathfrak{P}=x$, and $\mathfrak{P}$ splits completely in some $K_{\mathfrak{L}}(\mathfrak{L} \in S), \operatorname{deg} \mathfrak{L}>$ $\frac{x}{2}-\nu \cdot \ln x$. Then

$$
\mathrm{SC}_{x, \nu}=o\left(\frac{q^{x}}{x}\right), \quad \text { as } x \rightarrow \infty
$$

Proof. Let $m\left(x, d_{1}, d_{2}\right)$ be the number of prime divisors $\mathfrak{P}$ in $\mathbf{A}$ with $\operatorname{deg} \mathfrak{P}=x$ and $\mathfrak{P}$ splits completely in some $K_{\mathfrak{L}}, \mathfrak{L} \in \mathrm{S}, d_{1}<\operatorname{deg} \mathfrak{L} \leqslant d_{2}$. By Proposition 1.1, we have

$$
\begin{align*}
\mathrm{SC}_{x, \nu} & =m\left(x, \frac{1}{2} x-\nu \cdot \ln x, x\right) \\
& =m\left(x, \frac{1}{2} x-\nu \cdot \ln x, \frac{x}{2}+\ln x\right)+o\left(\frac{q^{x}}{x}\right) \tag{byLemma4.2}
\end{align*}
$$

Let us denote the number of prime divisors $\mathfrak{P}$ in $\mathbf{A}$ such that $\operatorname{deg} \mathfrak{P}=x$ and $\mathfrak{P}$ splits completely in $K_{\mathfrak{L}}$ by $\pi_{1}(x, \mathfrak{L})$. We have

$$
\begin{equation*}
m\left(x, \frac{1}{2} x-\nu \cdot \ln x, \frac{1}{2} x+\ln x\right) \leqslant \sum_{\substack{\mathcal{L} \in \mathrm{S} \\(x / 2)-\nu \cdot \ln x<\operatorname{deg} g L \leqslant(x / 2)+\ln x}} \pi_{1}(x, \mathfrak{L}) . \tag{4.2}
\end{equation*}
$$

Given integer $N \geqslant 0$, nonzero polynomials $a, b \in \mathbf{A}$ with $(a, b)=1$. Let us denote by $\Pi(N ; a, b)$ the number of monic irreducibles $f \in \mathbf{A}$ such that $\operatorname{deg} f=$ $N, f$ congruent to $b(\bmod a)$. In [9, Theorem 4.3], we have worked out an analogue of the Brun-Titchmarsh Theorem for Arithmetic Progressions in $\mathbf{A}$ as follows

For any positive integer $N>\operatorname{deg} a$, we have

$$
\Pi(N ; a, b) \leqslant 2 \cdot \frac{q^{N}}{\phi(a) \cdot(N-\operatorname{deg} a+1)},
$$

where $\phi(a)=\#\left((\mathbf{A} /(a))^{\times}\right)$.
Now let us go back to $\pi_{1}(x, \mathfrak{L})$. By Proposition 1.1, we have

$$
\pi_{1}(x, \mathfrak{L}) \leqslant \pi(x ; l(t), 1)
$$

If $(x / 2)-\nu \cdot \ln x<\operatorname{deg} l(t) \leqslant(x / 2)+\ln x$, then by the Brun-Titchmarsh Theorem for arithmetic progressions in $\mathbf{A}$, there exists a constant $c>0$ such that

$$
\Pi(x ; l(t), 1) \leqslant c \cdot \frac{q^{x}}{q^{\operatorname{deg} \mathfrak{L} \cdot x}}, \quad \text { for } \frac{x}{2}-\nu \cdot \ln x<\operatorname{deg} \mathfrak{L} \leqslant \frac{x}{2}+\ln x .
$$

Thus we obtain that

$$
\pi_{1}(x, \mathfrak{L}) \leqslant c \cdot \frac{1}{q^{\operatorname{deg} \mathfrak{L}}} \cdot \frac{q^{x}}{x}, \quad \text { for } \frac{x}{2}-\nu \cdot \ln x<\operatorname{deg} \mathfrak{L} \leqslant \frac{x}{2}+\ln x .
$$

Hence we obtain that

$$
\sum_{\substack{\mathfrak{L} \in \mathrm{S} \\ x<\operatorname{deg} g L \leqslant(x / 2)+\ln x}} \pi_{1}(x, \mathfrak{L}) \ll \frac{q^{x}}{x} \cdot \sum_{\substack{\mathfrak{L} \in \mathrm{S} \\(x / 2)-\nu \cdot \ln x<\operatorname{deg} \mathfrak{L} \leqslant(x / 2)+\ln x}} \frac{1}{q^{\operatorname{deg} \mathfrak{L}}}
$$

by Prime Number Theorem for polynomials

$$
\ll \frac{q^{x}}{x} . \sum_{(x / 2)-\nu \cdot \ln x<i \leqslant(x / 2)+\ln x} \frac{1}{i}=o\left(\frac{q^{x}}{x}\right) .
$$

Combining this with equations (4.1) and (4.2) gives the proof.
PROPOSITION 4.4. Given $0 \neq a \in \mathbf{A}$, and $\mathfrak{L} \in \mathrm{S}$ with $\operatorname{deg} \mathfrak{L}=d$. Then
(1) If $q \neq 2$, and $d>1+(\ln (\operatorname{deg} a+1) / \ln q)$, then the equation $X^{l(t)}=a$ has no solution $X$ in $\mathbf{A}\left(\right.$ i.e., $\operatorname{Gal}\left(K_{\mathfrak{L}} / k_{\mathfrak{L}}\right) \cong \mathbf{A} / \mathfrak{L}$, and $\left.\mathrm{N}_{\mathfrak{L}}=\left(q^{d}-1\right) \cdot q^{d}\right)$.
(2) In the case $q=2$ and $a \neq 1, t$, or $1+t$, there exists a positive integer $d_{a}$ (depends on a) such that if $d>d_{a}$, then the equation $X^{l(t)}=a$ has no solution $X$ in $\mathbf{A}\left(\right.$ i.e., $\operatorname{Gal}\left(K_{\mathfrak{L}} / k_{\mathfrak{L}}\right) \cong \mathbf{A} / \mathfrak{L}$, and $\left.\mathrm{N}_{\mathfrak{L}}=\left(2^{d}-1\right) \cdot 2^{d}\right)$.
(3) We have

$$
\sum_{\substack{\text { monic square-free } \\ m \in \mathbf{A}}} \frac{1}{\mathbf{N}_{m}}<\infty
$$

except in the special case that $\mathbf{A}=\mathbb{F}_{2}[t]$ and $a=1$, tor $1+t$.
Proof. Consider the polynomial $f(X)=X^{l(t)}=X^{q^{d}}+\sum_{i=1}^{d} c_{i} X^{q^{d-i}}$, where $c_{i} \in \mathbf{A}$ with $\operatorname{deg} c_{i}=i \cdot q^{d-i}$. If $0 \neq b \in \mathbf{A}$, then we have $\operatorname{deg} b^{q^{d}}=\operatorname{deg} b \cdot q^{d}$, $\operatorname{deg} c_{i} \cdot b^{q^{d-i}}=(i+\operatorname{deg} b) \cdot q^{d-i}$.

To prove (1), if $\operatorname{deg} b \neq 0$, we have

$$
\operatorname{deg} b^{q^{d}}>\operatorname{deg} c_{1} \cdot b^{q^{d-1}}>\cdots>\operatorname{deg} c_{i} \cdot b^{q^{d-i}}>\cdots>\operatorname{deg} c_{d} \cdot b
$$

Otherwise ( $\operatorname{deg} b=0$ )

$$
\operatorname{deg} c_{1} \cdot b^{q^{d-1}}>\cdots>\operatorname{deg} c_{i} \cdot b^{q^{d-i}}>\cdots>\operatorname{deg} c_{d} \cdot b
$$

Thus if $f(X)=a$ has a solution $X=b$ in $\mathbf{A}$, then we must have $\operatorname{deg} a=\operatorname{deg} b$. $q^{d}(\operatorname{deg} b \neq 0), \operatorname{deg} a=q^{d-1}(\operatorname{deg} b=0)$. Hence if $d>1+(\ln (1+\operatorname{deg} a) / \ln q)$, then the equation $X^{l(t)}=a$ has no solution in $\mathbf{A}$ and by Theorem 1.7 (2), we have $\operatorname{Gal}\left(K_{\mathfrak{L}} / k_{\mathfrak{L}}\right) \cong \mathbf{A} / \mathfrak{L}$.

To prove (2), if $X^{l(t)}=a$ has a solution $X=b$ and $\operatorname{deg} b \geqslant 2$ in $\mathbf{A}$, then

$$
\operatorname{deg} b^{2^{d}}>\operatorname{deg} c_{1} \cdot b^{2^{d-1}}>\cdots>\operatorname{deg} c_{i} \cdot b^{b^{d-i}}>\cdots>\operatorname{deg} c_{d} \cdot b
$$

hence $\operatorname{deg} b^{2^{d}}=\operatorname{deg} a$. It follows there exists a positive integer $d_{a}$ such that if $d>d_{a}$ then the equation $x^{l(t)}=a$ has no solution $X=b$ in $\mathbf{A}$ with $\operatorname{deg} b \geqslant 2$. Otherwise suppose the equation $x^{l(t)}=a$ has a solution $X=b$ in $\mathbf{A}$ with $\operatorname{deg} b \leqslant 1$ (i.e., $b=1, t$, or $1+t)$. In case $b=1$, since $1^{1}=1,1^{t}=1+t, 1^{t^{n}}=1+t$ for any positive integer $n$; this implies $1^{f}=0,1, t$ or $1+t$ for any $f \in \mathbf{A}$. Thus $a=1^{l(t)}=0,1, t$ or $1+t$, this contradicts the assumption. In case $b=t$ (resp. $b=1+t$ ), since $t^{1}=t, t^{t}=0, t^{t^{n}}=0\left(\right.$ resp. $\left.(1+t)^{1}=1+t,(1+t)^{1+t}=0,(1+t)^{(1+t)^{n}}=0\right)$ for any positive integer $n$; this implies $t^{f}=0$ or $t$ (resp. $(1+t)^{f}=0$ or $1+t$ ) for any $f \in \mathbf{A}$. Thus $a=t^{l(t)}=0$ or $t$ (resp. $a=(1+t)^{l(t)}=0$ or $1+t$ ), this contradicts the assumption. Combine these and our assumptions give the proof.

To prove (3), since

$$
\begin{aligned}
\ln \left(\prod_{\mathfrak{L} \in \mathrm{S}}\left(1+\frac{1}{\mathrm{~N}_{\mathfrak{L}}}\right)\right) & =\sum_{\mathfrak{L} \in \mathrm{S}} \ln \left(1+\frac{1}{\mathrm{~N}_{\mathfrak{L}}}\right) \\
& \leqslant \sum_{\mathfrak{L} \in \mathrm{S}} \frac{1}{\mathrm{~N}_{\mathfrak{L}}}
\end{aligned}
$$

By (3) of Theorem 1.7, this implies

$$
\sum_{\substack{\text { monic syuare-free } \\ m \in \mathbf{A}}} \frac{1}{\mathrm{~N}_{m}}=\prod_{\mathfrak{N} \in \mathrm{S}}\left(1+\frac{1}{\mathrm{~N}_{\mathfrak{L}}}\right)<\infty
$$

This completes the proof of Proposition 4.4.
Let $C_{a}$ be the set of prime ideals $\mathfrak{P}$ in $\mathbf{A}$ for which $\bar{a}=a+\mathfrak{P}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$.
PROPOSITION 4.5. In the special case $\mathbf{A}=\mathbb{F}_{2}[t], 0 \neq a \in \mathbb{F}_{2}[t]$. Then we have
(1) $C_{1}=\left\{(t),(1+t),\left(1+t+t^{2}\right)\right\}$.
(2) If $a=f^{t}$ for some $f \in \mathbf{A}$, then

$$
C_{a}= \begin{cases}\{(t)\} & \text { if } t \nmid f \\ \emptyset & \text { if } t \mid f\end{cases}
$$

(3) If $a=f^{1+t}$ for some $f \in \mathbf{A}$, then

$$
C_{a}=\left\{\begin{array}{ll}
\{(1+t)\} & \text { if }(1+t) \nmid f \\
\emptyset & \text { if }(1+t) \mid f
\end{array} .\right.
$$

(4) $C_{t}=\{(1+t)\}, C_{1+t}=\{(t)\}$.

Proof. To prove (1), from the proof of Proposition 4.4 (2), we have $1^{f}=0,1, t$, or $1+t$, for $f \in \mathbf{A}$; this implies $C_{1}=\left\{(t),(1+t),\left(1+t+t^{2}\right)\right\}$.

To prove (2), let $\mathfrak{P}$ be a prime ideal in $\mathbf{A}$. If $\operatorname{deg} p(t) \geqslant 2$, then $p(t) \equiv 1(\bmod t)$ and $a(p(t)-1) / t=f^{p(t)-1} \equiv 0(\bmod \mathfrak{P})($ since $C(\mathbf{A} / \mathfrak{P}) \cong \mathbf{A} /(p(t)-1))$. By Proposition 1.2, $\bar{a}$ is not a generator of $C(\mathbf{A} / \mathfrak{P})$.

If $p(t)=t$, since $C(\mathbf{A} /(t)) \cong \mathbf{A} /(t-1)$ (i.e. $h^{t-1} \equiv 0(\bmod (t))$ for all $\left.h \in \mathbf{A}\right)$, then $a^{g}=f^{t \cdot g} \equiv f^{g} \equiv 0$ or $f(\bmod (t))$ for all $g \in \mathbf{A}$. Thus if $t \mid f$, then $\bar{a}$ is not a generator of $C(\mathbf{A} /(t))$, otherwise $(t \nmid f), \bar{a}$ is a generator of $C(\mathbf{A} /(t))$.

If $p(t)=1+t$, since $C(\mathbf{A} /(1+t)) \cong \mathbf{A} /(t)$, then $a^{g}=f^{t \cdot g} \equiv 0(\bmod (1+t))$. This implies $\bar{a}$ is not a generator of $C(\mathbf{A} /(1+t))$.

The proof of (3) is the same as the proof of (2).
To prove (4), this follows from $t=t^{1+t}, 1+t=(1+t)^{t}$ and (2), (3) of this theorem.

Let $C_{a}(x)$ be the number of prime ideals $\mathfrak{P}$ in $\mathbf{A}$ with $\operatorname{deg} \mathfrak{P}=x$ such that $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$, and let

$$
\begin{aligned}
\delta_{a} & =\sum_{\substack{\text { monic spuare-free } \\
\text { polynomials } m \text { of } \mathbf{A}}} \frac{\mu(m)}{N_{m}} \\
& =\prod_{\mathfrak{L} \in \mathrm{S}_{L}}\left(1-\frac{1}{\mathbf{N}_{\mathfrak{L}}}\right), \quad \text { (by (3) of Theorem 1.7) }
\end{aligned}
$$

except for the special case $q=2$ and $a=1, t$, or $1+t$. In the later cases we let $\delta_{a}=0$.

Now the main theorem of this paper is
THEOREM 4.6. Given nonzero polynomial $a \in \mathbf{A}$. Then if $q \neq 2$, then

$$
C_{a}(x)=\delta_{a} \cdot \frac{q^{x}}{x}+o\left(\frac{q^{x}}{x}\right) .
$$

Proof. We apply Theorem 3.1 with $K=L=k$ and let $S$ be the set of all primes of A. By (3) of Proposition 4.4, it suffices to check the three conditions in Theorem 3.1. Condition (a) follows from (5) of Theorem 1.7. Condition (b) follows from Theorem 2.4 and Theorem 1.7 (1). Finally Condition (c) follows from Theorem 4.3. The special case $q=2$ and $a=1, t$, or $1+t$ follows from Proposition 4.5.

If $1-1 / N_{\mathfrak{L}} \neq 0$ (i.e., $1 / \mathrm{N}_{\mathfrak{L}} \neq 1$ ) for all $\mathfrak{L} \in \mathrm{S}$, by the prime number theorem, Proposition 4.4 (3) and $\mathrm{N}_{\mathfrak{L}} \geqslant 2$, we have

$$
\ln \delta_{a} \geqslant \sum_{\mathfrak{N} \in \mathrm{S}}-\frac{3}{\mathrm{~N}_{\mathfrak{I}}}, \quad \text { converges }
$$

except for the special case that $q=2$ and $a=1, t$, or $1+t$. This implies $\delta_{a}>0$. Otherwise, if $1 / \mathrm{N}_{\mathfrak{L}}=1$ for some $\mathfrak{L} \in \mathrm{S}$, then $\left[k_{\mathfrak{L}}: k\right]=1$ and $\left[K_{\mathfrak{L}}: k_{\mathfrak{L}}\right]=1$. This implies $k=\mathbb{F}_{2}(t), l(t)=t($ or $1+t)$ and $X^{t}=a\left(\right.$ or $\left.X^{1+t}=a\right)$ has a solution $X=f$ in $\mathbf{A}$. In these cases that $\delta_{a}=0$. Our conclusion is therefore:

COROLLARY 4.7. Given nonzero polynomial $a \in \mathbf{A}=\mathbb{F}_{q}[t]$. If $q \neq 2$, or if $q=2$ and $a$ is not of the form $1, f^{t}$, or $f^{1+t}$ for some $f \in \mathbf{A}$, then the density of the set of prime ideals $\mathfrak{P}$ in $\mathbf{A}$ such that $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$ is $>0$. In particular, there are infinitely many prime ideals $\mathfrak{P}$ in $\mathbf{A}$ such that $\bar{a}$ is a generator of $C(\mathbf{A} / \mathfrak{P})$.

Proof. Since $t=t^{1+t}, 1+t=(1+t)^{t}$ and the assumption, we have $a \neq 1, t, 1+t$ and $a$ is not of the form $f^{t}$, or $f^{1+t}$ for some $f \in \mathbf{A}$ in the case $q=2$. The above discussions and the last example of Section 1 give $\delta_{a}>0$.
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