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Introduction. It is known that given a set X of m (>n) distinct real 
numbers and a real-valued function / denned on X, there exists a unique 
polynomial pn-\,f,x of degree n — 1 or less which approximates best to f(x) 
on X, that is, which minimizes the deviation ô = 8(f,p) defined by the 
ath-power metric (a > 1) with positive weights, or by the positively weighted 
maximum of | / — p\ on X; these deviations shall be denoted by 8a and 8^. 
The polynomial pn-i,f,x has the property that / — pn-i,f,x has at least n 
strong sign changes; in other words, there are at least n + 1 points in X where 
the difference takes alternatingly positive and negative values. 

When m — n the polynomial of best approximation pn-i,r,x becomes a 
polynomial of interpolation. This is trivially so whenever ô is a non-negative 
function of the values of / and p that only vanishes when / = p for all points 
of X. The polynomials of best approximation in the next case, m = n + 1, 
shall be called next-to-interpolatory polynomials. 

The object of this paper is to establish a relation between interpolatory and 
next-to-interpolatory polynomials, and to generalize it to sets X whose points 
have a fixed multiplicity and to some other sets X not all of whose points are 
simple. This generalization requires an appropriate definition (similar to 
(3, pp. 225-226) where a special case is considered) of polynomials of best 
approximation for such sets. 

We start (§1) by introducing in a general field, for a linear ?z-parameter 
family defined on n + 1 points, the concept of unisolvence relative to given 
functionals, and (§2) by exhibiting the members of a unisolvent family as 
weighted means of interpolators. In §§3 and 4 we find, for the complex field, 
the weighted mean representation of next-to-interpolators (members which 
minimize certain generalizations of da and 8œ) and determine the value of the 
minimum. We also show that for given a, 1 < a < <» , every positively weighted 
mean of interpolators is a next-to-interpolator; viz., that it minimizes 6a for a 
suitable choice of weights. These positively weighted means are the natural 
generalization of polynomials p such t h a t / — p has n sign changes. 

In §5, the case of functions unisolvent on sets with fixed multiplicities is 
reduced to the case of simple sets. Applying this reduction wre obtain the 
results of §6 for next-to-interpolatory polynomials that minimize 5œ on sets 
with multiplicities. In §7 we use, following and extending (2, p. 81), the 
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NEXT-TO-INTERPOLATORY APPROXIMATION 1197 

results of §6 to determine, in the case of real points, an upper bound for the 
deviation of the least maximum approximator in terms of bounds for the 
distances between consecutive points of X and for a derivative of f(x). Lastly, 
in §8 we obtain results for trigonometric polynomials, similar to those of §6. 

It would be of interest to establish the corresponding results for ôa and other 
deviations, as well as for different sets of functionals. 

1. Relative unisolvence. Let A be an arbitrary field and let Z = {z0, . . . , 
zn} be a set of n + 1 distinct elements of A. We consider functions / from Z 
into A. The expression 

£ ( / ) = E **/(**). he A, 

will be called afunctional; particular cases are the values 

and, e.g., the derivative f(zk) at zk of the polynomial of degree <w with 
coefficients in A whose values on Z coincide with those of / . 

Given n + 1 linearly independent functionals L0, . . . , Lni there exists a 
unique / for which these functionals take on given values. If ao, . . . , an Ç A 
are not all zero, then the set of a l l / for which 

(2) T,akLk{f) = 0 
o 

will be a linear family F (of dimension n); we write F = F(a0, . . . , an)and 
call (2) the equation of F with respect to the functionals Lk. The family F 
consists of the linear combinations ]£ Ctfi of a suitable basis/i, . . . , /n . 

For instance, the family Pn-\ of polynomials p in z of degree < n — 1 has, 
with respect to the functionals (1), the equation 

(3) Ê y^LtlP) = 0 
0 

where 
n 

yk = «'(s*) = «(*)(s*) 5* 0, co(2) = I l (* ~ 2*), «(*)(*) = «0(2)/(2 - 2*). 
0 

This follows easily from the Lagrange interpolation formula 
n 

(4) p(z) = Z) £feW)(*) /7* . 
0 

If in (2) no aA is zero, then any n among the Lk(f) determine the remaining 
one and we say that the family F is unisolvent or interpolational relative to 
L,Q, . . . , L , n . 

Example 1. The family Pn-\ is unisolvent relative to the functionals (1), 
since in this case, according to (3), the ak of formula (2) are given by 
ak = T*"1 5* 0. 
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1198 T. S. MOTZKIN AND A. SHARMA 

Example 2. The family Pn_i is not unisolvent relative to the functionals 

(5) Lk(f) = /<*>(**), É = 0 , l , . . . f * . 

Here Ln(p) = 0, i.e., a0 = . . . = an-i = 0. A basis of Pn~\ related to the 
functionals (5) is formed by the Abel-Gontcharoff polynomials (1, pp. 46-47) 

/•z(fc-i) 

dza\ i = l » - l , 
(6) Î

f* z r*z' /•z\k~ 

qk(z) = \ dz' \ dz" ... \ 

qo(z) = 1, 

with Lj(qk) = qk
U)(Zj) = djk (Kronecker delta). 

Example 3. The family Pn>0 of all polynomials of degree <w with constant 
term zero is for infinite A in general unisolvent relative to the functionals (5). 
Indeed, we have for all p (E Pn, and the ak in (6), 

(7) p{z)=Jlpm(zM*{zy, 
0 

hence, for p Ç Pn,o, 

(8) è<7*(0)p(%*) =0. 
0 

Thus in (2), we can set ak = qk(0). In general qk(0) ^ 0, since 

qk(z) = s* + . . . 6 P*. 

In particular a0 = 1, &i = ~ £o, #2 = £o(2zi — z0). 

Example 4. In view of Example 2, it is interesting to observe that the family 
Pn-i is in general unisolvent relative to the functionals 

(9) Lo(/) = /(so), Lk(f) = /<*-»fe), * = 1, . . . , n. 

We introduce polynomials rk(z) Ç Pn(& = 0, 1, . . . , n) such that 

;r0(*o) = 1, r 0 ^ « ( s , ) = 0, 
( 1 0 ) Ir^zo) - 0, rku-»{z3) = djkj j , k = 1, . . . , n. 

By an easy computation we can verify the following explicit formulae for the 

J
tz /»z' /»z( n - 1 ) 

dz' dz"... dz(n\ 
21 * ^ 2 2 *J Zn 

(12) n(z) = - A»"1 C dz' r dz" ... [' dén) = 1 - r0(s), 
• ^ 2 0 *^ 22 * ^ 2 n 

and for 2 < & < n, 

(13) r*(s) = - A J b _ i r 0 ( s ) + f dz' P dz" . . . P 
« ' 21 «^ 22 • / z% 

Z ( * - 2 ) 

' 2 f c - l 

d*^1*, 

where 

J»20 / » 2 ' f*z(k~l) 

dz' dz" ... \ dz(k\ k = 1, . . . , n. 
21 « ^ 2 2 *^Zft 
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Thus for every polynomial q(z) of degree <w, we have 

q{z) = 2(*o)ro(*) + Z S
M W r t ( « ) 

1 

whence for £ Ç Pn«i 

(15) ao^W+Z^^^fe) =0 
i 

with a0 = — ai = A*-1, a* = — /^_i A,,-1 (k = 2, . . . , n). 
When zk = k (k = 0, 1, . . . , n), the polynomials rk(z) have the following 

simple forms: 

r0(z) = (-1)»(* - l ) ( z - n - 1)»-V(» + l)*"1, n(«) = 1 ~ r0(z), 

rk(z) = ( - 1 )"+*(* - l ) (s - n - ly-W-2/{(k - 1)! (n + l)*1-1) 
+ ( * - l ) ( * - * ) * - * / ( * - 1 ) ! , 

with A* = (-1)*(* + l)k-l/k\ (k = 1, . . . , w). 

2. The interpolational basis. For <£ £ F , / € Z7, let $*(/) = Lk(<j> - / ) 
and let 

0 0 

The k-interpolator fk £ F of 0 is defined by 

(16) Lj(fk) = Lj(4>), i.e., «,(/*) = 0 , j = 0, . . . , n;j * k. 

Setting Lk = $*(/*) = Lk(4> — /A-), we have <5 = a* t*, since 

n n 

Ô = Z &jLj(<l>) = Z ajLj((l> -fk). 

Hence t* 7e 0. 
For coy ci, . . . , cn £ A with Xo £y = 0, we have 

Z ^ Lk(fj) = — ̂  ^ + Lk((j>) 2Li Cj = — Ck Lk. 
j=0 0 

Hence, if 
n n 

2 ^ = °» S c; £*(/*) = 0» k = 0, . . . , », 

then £# = 0, k = 0, . . . , n. Thus, the n rows 

L0(fk) - i 0 ( / o ) , • • • , £ n ( / * ) - i n ( / o ) (* = 1 , . . . , « ) 

are linearly independent. Consequently, for every / Ç F there exist unique 
values Ao, . . . , Aw 6 A such that 

£ Xy = 1 , Z Xy £*(/,) = £*(/), * = 0, . . . , U. 
0 ;=0 
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1200 T. S. MOTZKIN AND A. SHARMA 

In view of this representation of the functional as weighted means, we call 
/o» . • • » fn the interpolational basis of F with respect to 4>. 

From 
n n 

we see that 
f>k(f) = Xfc ^ 

Hence 

è **(/)A* = i-
0 

We formulate our result as a lemma: 

LEMMA 1. Given a linear family F of dimension n, unisolvent on Z — {z0, . . . , 
zn] relative to the Junctionals Lo, • • • » Ai» # ^ gwew a Junction </> & F, there exists 
an interpolational basis /o, . . . ,/» wi£A respect to 4> such that Jor every J £ F we 
have 

(17) Z*(/) = Ê ** i* ( / i ) , E X; = 1, * = 0, . . . , n} 
j=0 0 

(18) X, = £,(<*> - f)/L,(* ~ fi) = i i ( * - / K / 5 , 

5 = E f l * £*(<£), J = 0, . . . , n. o 

Example 1'. For the family Pw_i and the functionals (1), the interpolational 
basis relative to <j> $ Pw_i consists of polynomials pk(z) (k = 0, . . . , w)*such 
that 

Phiz,) = 4>0;), j = 0, . . . , k - 1, k +[l, . . . , w , 
and we have 

P*(s) = IL 4>(Zj)<*h,M/<»{*) (zj), 
with 

«(*)(*) = « ( * ) / ( * - 2*), C0fcii(z) = W(fc)(z)/(Z ~ Zj), 

where the sum is taken over j = 0, . . . , w j V i f e . 

Example 3'. For the family P„,0 of Example 3, the interpolational basis 
consists of polynomials sk(z) G Pw,o such that 

s^izj) = *<»(*,), j = 0, . . . , w. j ^ jfe. 

From this an explicit formula for sk(z) as quotient of two determinants follows 
immediately. 

Example 5. The family P„_i is unisolvent relative to the functionals 

nQN / £ * ( / ) = /(**), i = o , . . . f t f - i , 
u ; W / ) -/'"-«GO-
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Indeed for any p € P„-i, we have by the Lagrange interpolation formula 

(20) />(*)=£*>(**)**(*) 
0 

where 

(21) lk(z) = U(n)(z)/((Z - Zk)u\n)(zk)). 

Differentiating both sides in (20) n — 1 times, we obtain 

? M w = P<*-%) = (» - DiZ *>(*.)/«'(»)(**). 
o 

Thus the a# of (2) are now given by 
/22x /a* = {n - l )! /a/ ( n)fe) , * = 0, . . . , w - 1, 

The interpolational basis {p0, p1} . . . , pn) is easy to determine from the 
condition (16). Indeed, for any <£ $ Pn-i we have 

n-l 

Pn(z) = X ) *(s*)Wn,*(s)/w(n)'(3*) 
0 

and for & = 0, . . . , n — 1, 

Phiz) = E0(^)w*.y (*)/«'(*)(**) 
+ «*.„(*) fo^OO - E *(*,)/«(»'(*,)]/(* - 1)!, 

both sums taken overj = 0, . . . , n — 1 \j ^ k. 

3. Least weighted ath power sum. Let A be the complex field. If the 
distance between <j> and / is defined as 

th\Lk(4>-f)\a 

0 

for given a > 1, bk > 0, k = 0, . . . , ny then the closest point £ o ^//t> 
Eo XA = 1 to 4> will minimize 

n n 

(23) 22**1^*1*1" = 2 C*l^*r» C* = &yfc|̂ |a, Lk = Lk((j) ~fk). 
0 0 

Now we have an elementary lemma: 

LEMMA 2. Whenever J^o \k = I and not all Xk > 0, then there exist pk > 0, 
£ ï M* = 1 with ju* = 0|A*|, 0 < 6 < 1. 

We have in fact 6 = l / £ 5 |A,|. 
From this lemma it follows that a sequence Ao, . . . , Aw of coefficients which 

are not all > 0 cannot be a minimizing sequence. But neither can a minimizing 
sequence contain some Â- = 0. For if Ay = 0, \k = À > 0, then replacement of 
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X, by e and X* by X — e changes c3- 0
a + ck Xfc

a into cj ea + ^(X* — t)a , which 
for small e > 0 is smaller. 

Hence, all \k > 0. To determine \k explicitly, let 

n I n \ 
Z = E * i X / " - XI E ^ ~ l ) , Ci> 0 , a > 1. 

0 \ 0 / 
Then 

dl/d\k = «CfcX*»-1 - X = 0; 

by Xfc > 0 we have X > 0 and 

X. = ( A a - 1 ^ - 1 ) 1 7 ^ . 
From 

n 

o 
we obtain 

/ n 

(24) X& = /x* / E My» A** = ck
 1 / a *, c* = bk\ik\" 

I 0 

or 
\xk = ^-1/(a-1) |a,h /(«-1) 

since i* ak = ô. 
We have thus proved the following theorem on next-to-interpolators: 
THEOREM 1. Given a linear family F of dimension n> unisolvent on Z = {z0, 

. . . , zn] relative to the functionals L0, . . . , Ln, and given any <j> & Ff the element 
f Ç F that minimizes 

(25) E h\Lk{<t>) - Lk(f)\
a, bk>0,a>l, 

o 

is unique and can be written 

(26) / = EX*/* 
o 

where the \k are determined by (24) and thefk by (16). The value of the minimum is 

( n \ - ( a - D / n \ - ( a - 1 ) 

(27) Pa = ( ç &,-1/(a-1)i^r/(Q-1)) = ( z ^-1/("-1,ia,r/(a"1,j in . 
5 = E a i £*(*)• 

o 
In particular, if Z^(0) = <l>(Zj)tj = 0, . . . , w, and if .F is the family of poly­

nomials Pw_i, then the minimum of 

n-l 

0 

is attained for 
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where X* is given by (24) with ij = 4>(zj) — p3(Zj) and pk(z) is the polynomial 
that interpolates <f>{z) in all points of Z except zk. 

4. Least weighted maximum. We now establish the corresponding 
result for next-to-interpolators in the sense of ôœ. 

THEOREM 2. Under the assumptions of Theorem 1, the element f £ F that 
minimizes 

(28) m a x t U ^ f o - / ) ! 

for given bk > 0 (k — 0, . . . , n) can be written 

(29) / = E M*/*/!>*> Vk = (bklikiy1 or txk = ^ W , 

where 
ik = Lfc(0 —/*) = ô/ak, ô = I > ; ^ ( 0 ) -

We have 
Lk{4> — f) = Hk à/(ak ! > , ) . 

This can be proved either by choosing weights bk
a in place of bk and letting 

a —» oo , or as follows. 
If we define the distance between <j> and / by (28), then the closest point 

Eo ^kfk, Eo ^k = 1 of F to 4> will minimize 

/ = max bk\\k ik\ = max ck\\k\, ck = bk\ik\ > 0. 

By Lemma 2 we may assume that all \k > 0. However, if some \j = 0 and 
Xk = X > 0, then since max {c^0, ^ X} > max {cj t, ck(\ — e)} for suffi­
ciently small e > 0, we can diminish / without changing the sum Eo X*; hence 
all \k > 0. Thus, except for a factor, the X̂  are determined by the requirement 
that all bk\k\ik\ be equal, while this factor is given by the normalization 
2 S Xfc = 1. We obtain (29), where X is the weighted harmonic sum of \tk\, i.e., 
( E ^ T 1 ) - 1 times the weighted harmonic mean. 

In particular for F = Pn-\, 4>{z) = zn
} <t> — f becomes the "Tchebycheff" 

polynomial relative to the functionals L0, . . . , Ln. 

5. Sets with multiplicities. Let r > 2 and N = r(n + 1) — 2. For a 
general field A, let $ be a linear (iV + 1)-dimensional family unisolvent on 
Z = {ZQ, . . . , zn], in the sense that its members are given by their values, their 
first, . . . , (r — 2)nd derivatives on Z, and by their (r — l)st derivatives at 
n points of Z. The subfamily consisting of those members of $ that vanish 
together with their first, . . . , (r — 2)nd derivatives on Z shall be called $i; 
it is of dimension n. By F we denote the set of all functions on Z whose values 
are the (r — l)s t derivatives of some member of <3>i; because of the unisolvence 
of $, this derivation does not dimmish the dimension. 

If we now have to find a member of $ with given values and derivatives 

vk«\ k = 0, l,...,n;j = 0, l , . . . , r - 2 , 
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such that its (r — l)s t derivatives on Z approximate given values 

UQ , . . . , Un , 

we first choose an / Ç <£ with 

fU)(zjc) = v^\ k = 0, . . . , n;j = G, . . . , r - 2. 

We are then searching only among all / + / i , / i 6 $i, and trying to approxi­
mate the i^C'-D by / ( r"1 }fe) + / i ( r - 1 } f e ) , i.e., vf-» - / ^ f e ) by the 
/ i ( r - 1 ) f e ) where/i(7"_1) G F. Now the theory of §§3 and 4 applies. 

6. Polynomials on sets with multiplicities. Specializing again to poly­
nomials so that $ is the set of all polynomials of degree N or less, we see that 
3>x is then the set of all polynomials of the form cor-1^, where u is of degree 
n — 1 or less, and 

n 

0 

Hence the members of F are of the form (D = d/dz) 

(30) D'-Ho/- 1^) . 

Setting 

(D'-W-1),, = co„ j = 0, . . . , * , 

the polynomial « is completely determined by assigning the values of (30) on 
Z — {zk}. Indeed, if these values are vi, . . . , ^ - i , fl*+i, . . . ,vn, then 

where the sum is taken over j = 0 , . . . , w , j V i . 

Now we can apply Theorem 2 to obtain 

THEOREM 3. The polynomial PN(%) of degree N that minimizes 

(31) max^^fe)-/'-1^*)! 
Zk£Z 

for given bk > 0 among all polynomials p(z) in the family PN for which 

(32) p^(zk) = /<*>(**), i = 0 , 1 , . . . , r - 2-k = 0 , 1 , . . . , * , 

is //^ weighted arithmetic mean of the polynomials qN,jc(z) with weights b]rl\yk\~~r, 
where QN,IC{Z) is uniquely determined by the conditions 

(33) W ( % ) = / ( i ) (z ; ) , * = 0, 1, . . . , r - 1; j = 0, 1, . . . , n, 

except i — r — \ and j = k. 

(For bk = IT*!1"7" the weights are IT*!"1.) 

https://doi.org/10.4153/CJM-1966-118-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1966-118-7


NEXT-TO-INTERPOLATORY APPROXIMATION 1205 

In the particular case when r — 2 and all bk = 1, the polynomial q_2nAz) is 
given by 

(34) q2n>k(z) = / f e K 2 ( z ) 

+ £ / (* , ) (* , - **)(* - 2*)-V(«){l + *,(* - zj)} 
+ Z / ' f e O f e - «*) (a - zt)-i(z - * > , ' ( * ) 

where the two sums are taken over j — 0, . . . , n,j 9^ k, and 

cj = (zj - ZJC)-1 - o / ' O y h / - 1 , 

A, IT* I 

W*(s) = a(z)(z - z^-tyjT1. 

In this case we have 

(36) E/(**)«"(«»hr'-E/feh*" 
0 0 

which for real z0, . . . , zn fits the explicit form of p2n(z)• 

(37) P2n(z) = Ê / f e ) { l - (» ~ ** V f e h * - 1 } 7T,2(S) 
0 

+ Ê i/ ' fe) + (-1)WP7*I(2 - **W(«) 
0 

obtained from the Hermite-Fejér formula of interpolation (4, p. 328). 

We formulate a theorem slightly more general than Theorem 3: 

THEOREM 4. The polynomial pN+m(z) which among all polynomials of degree 
N + m that interpolate f{z) in Z \J Ym (Ym = {ylf . . . , ym)) and fulfill (32) 
minimizes 

m 

max h\p^{zk) - / ^ O O l / l i K s * ) ! , Hz) =U (* - yt), 
zk£Z 1 

is the arithmetic mean, with weights #A:-1|TA;|~r> of the polynomials qN+mtIC(z), 
k = 0, . . . , n, determined by 

ëbnA*i) = / (°(*i) , i = 0, 1, . . • , r - VJ = 0, 1, . . . , n, 
except i = r — 1 and f = k, 

qN+mAyn) = f(yh), h = 1, . . . , m. 

It is of some interest that for real s0, • • . , zn a proof of Theorems 3 and 4 
can be based on the following lemma and on the equioscillation of the members 
of F, instead of on Theorem 2. 

LEMMA 3. If 

n m 

°>(z)=n (* - **), T* = *>'(zk), ^(«) = n (z - yt)> fa = ^fe), 
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then 8k(f) •^/T17fc_r is independent of k for & = 0 , l , . . . , w , where 

To prove the lemma we observe that the polynomial 

vanishes at So, . . . , zw together with its first r — 2 derivatives, and its (r — l)st 
derivative vanishes at all these points except at zt and Zj. Hence 

qN+m,i(z) - qN+m,0{z) = \ij{œ(z))riiz){z - Zi)~l(z - Zj)'1. 

Dividing both sides by (co(z))r-1, we at once have for z = zu by l'Hôpital's 
rule, 

{ql££(*i) - 2^.i(»i)K»'(*«))^7(r - i)! = x„ tiv'iZiXz, - Zjy\ 
and for z = zj} 

It then follows from the definition of the polynomials qN+m<i(z) that 

Similarly, 

— 5i( / ) = gN+m,j(Zi) — q{N+m,i(Zi) = (r - 1)! X ^ T / ^ ( S , - 3 f )~ \ 

This completes the proof. 

7. An upper bound for the deviation. We shall now give an applica­
tion of Theorem 3 for r = 2. For a set X of w + 1 real points x0, . . . , xn 

(not necessarily in increasing order), let p be given as the minimum of (31) 
with zk = xk. We shall show that for boundedly smooth / the points of X 
cannot be too close. For given points this provides an upper bound for p. 
In fact, we shall prove 

THEOREM 5. If f(x) has in the interval [a, b] a continuous derivative of order 
2n + 1 with |/(2w+1)(^)l < M and if the deviation of the next-to-interpolatory 
polynomial p2n(%) of Theorem 3 (with bk = IT^I - 1 , r = 2) is p, then the shortest 
distance 8 between two points of X satisfies the condition 

(38) Ô > (2p/(5M))(2n + 1)! (b - a ) - ^ > . 

To prove Theorem 5 we note first that the best approximation p as given 
by (36) remains unchanged when/ is replaced by 

g = / —/(so) - o)(x)f(x0)/yQ. 
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Indeed, the first and second terms of the numerator in (36) will be increased 
by multiples of YJo u" (xk)yk~

z and £ o yf1, respectively; but the latter is 
seen to be zero from the Lagrange formula of interpolation and the former 
vanishes by virtue of (36), / = 1, p = 0. 

Since g(x0) = 0, g'(xo) = 0, we have 

(39) p < ( Ç g(xkW(xk)(œ'(xk))-* - Ç g'(xk)(a>'(xk)y
2) / Ç Ic 'fe)!"1 

after increasing the expression on the right by omitting the term \œf (xo)]"1 in 
the denominator. 

If we set wk(x) = Tl^k (x — Xj), we have 

oi'(xk) = (xk — Xo)œi(xk) i , 1 

k = 1, . . . , n, oi(xk) ] «"(**) = (xk — x0)oûi"(xk) + 2«i 

so that 

c/ 'fe)(<a'fe))~3 = (xk - x0)-W(xk)(oii(xk))-
3 

+ 2(xk - x0)-
3(a>i(xk))-

z. 

Hence the numerator on the right side of (39) becomes 

n 

(40) X) £fe) fe - Xo)~W'(xk) (coi'fe))~3 

1 
n 

- X) {gf(xk)(xk - x0)~
2 - 2g(xk)(xk - x0)~

3} (w/fe))~2 

l 

and the denominator is greater than 

(41) (ft-ar'èk'C**)!"1. 
i 

Furthermore, letting 

hi(x) = g(x)(x — xo)~2 

so that 

hi(xk) = g'(**)(** - *o)~2 - 2g(xk)(xk - xo)~3, 

we have from (39), (40), and (41) 

( P < (b - a)pu 

(42) 
fpi= yîl M**)«i"(**)(«i'(**)) 3 

-é.wfeî^i'fe))"1)/ ç k'(**)r\ 
where pi is the best approximation to hi(x) by polynomials of degree 2n — 2 
with weights ^ / ( x * ) ! - 1 on Xi, . . . , xn in the sense of (31), r = 2. 
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Similarly, let 

hk+i(x) = [hk(x) - hk(xk) - uk(x)hk {xk)(ui (%k))-
1]/{% - xk)

2 

for k = 0, 1, . . . , n — 2, where we take fe0 = / . If we denote by pk+i the number 
p of Theorem 3 when / is replaced by hk+i and « by œk+i(x), it is easy to see 
from (42) that 

(43) p < (b - a)*-Vw-i. 

Now pn-i is the best approximation on xw_i, xw to the function hn~i(x) by 
polynomials of second degree which interpolate hn-i(x) in xn-i, xn and whose 
derivative approximates hn~i(x) in the weighted maximum sense with weight 
\2x — xn~\ — xn\~~l on xn~i, xn. Then from (35), we have 

Pn-\ = \\xn — Xn~i\-\(hn-i(xn„i) + hn-i(xn))\(xn - Xw_i)2 

- 2-(hn-i(xn) - /^_i(xn_i))|(x„ - xn„i)z\, 
whence, using the relations 

hn-\(xn) = A»-.ifc_i) + (xn — xn_i)/v_i'(xn_i) + (xtt — xn_i)2/zn_i"(x„_i)/2! 

+ {xn-xn„lyhn^"{£)/V.1 

hn—i (xn) = hn—i (xn^.i) + (xn xn—i)hn-.i (xn^i) 

+ (xn - xn-i)
2h*-i"(ri)/2l, xn_! < £, 77 < xw, 

we have on simplifying 

(44) pn-i < (5/12) |#n ~ tfn_i| •/!„_! 

where 
Mw_i = max !^_i '"(x) | . 

From the definition of hk+i(x) it is easy to see that for k = 0, . . . , n — 2, 

hk+i(x) = <a'k(xk) \ tdt \ hk"(xk + tuix — xk)) du 
L t/o «/o 

— "A; (#fc) J fcft J co/'(xfc + tuix — xk)) duW uk(xk). 

We recall that o)k(x) is a polynomial of degree w — k + 1 and that in particular 
o)w_2//(x) is a first-degree polynomial so that when we evaluate hn~i"' (x), this 
term vanishes. Hence we have for xw_i < x < xni 

hn-i"(x) = I tdt I hn-2^ (xn-2 + tuix — xn-2))(tu)* du. 
«/o «/o 

Similarly for xK_i < x < xw, 

/^r2*-1^) = f1/* r\r-2fc+1)(x, + ^(x-x,))(^)2w-2fc-1^ 
«/o «/o 

(* = 0 , . . . , n - 2). 
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If 

max Kn-2k+v(x)\=„k, 
z£[a,b] 

we obtain 

/**n < »jc/(2n -2k + l)(2n - 2k), k = 0, . . . , w - 2, 

so that multiplying these inequalities for k = 0, . . . , n — 2, 

(45) / i a . 1<6/i / (2w + l ) ! 

where 

M = Mo= max \fn+1\x)\. 
z€[a,b] 

Thus from (43), (44), and (45), we have 

P < (5/i/2) (J - a)*-*(2* + 1)! K - xn^\. 

Since the order of x0, . . . , xn was arbitrary, we can assume that \xn — xw_i| = 6; 
then (38) follows immediately. 

8. Trigonometric polynomials. Let 

Zk = e
idk, k = 0, . . . , n; 6k real, 

be the set Z of n + 1 points and let p £ P2». Then for 2 = £**, /(0) = z~np(z) 
is a trigonometric polynomial of order n or less. The set Tn of all /(0) is a 
(2w + 1)-dimensional family unisolvent on Z in the sense that its members 
can be determined when their values are prescribed on Z and their first 
derivatives on any w points of Z. 

If f(d) is a 27T-periodic function (? 7^ and has a continuous derivative, then 
the problem of minimizing 

(46) max bk\t'(6k) - f{Bk)\ 
k 

where t(S) 6 Tn and /(fl̂ ) =/(#*), & = 0, . . . , w, can be reduced to the 
polynomial case, since if f(6) = g(z), z = eie, then (46) becomes 

max* 0*1//(s*) - / / f e ) | , A(s) = zng(z). 

By Theorem 2, p(z) is the weighted arithmetic mean of the polynomials 
q.2n,k(z) of (34) after replacing f(z) by h(z), with weights 

^ ~ 1 I ^ | ~ 1 , 1* = *'(»*) - q2n,k(zk). 

If ^ = IT*!-1» we obtain from (36) 

/(±M~l). X) h(zk)co"(zk)yk
 3 - 23 h'(zk)yk 

1 0 0 

Since 

«(*) = cœ(d)z(n+1)/\ œ(d) = n sin i(0 - 0*), k| = 2n+\ 

https://doi.org/10.4153/CJM-1966-118-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1966-118-7


1210 T. S. MOTZKIN AND A. SHARMA 

we see that the minimum p of 

maxfc|*'(0*) -f(fik)\\S>(fik) 

is given by 

(47) p = Z/(0*)^0*)fr3-Zm)f*~ 2 If*I f* = u'(0*). 

We have thus proved 

THEOREM 6. If f(6) is 2n -periodic and has a continuous derivative, and 
0 < 0o < 0i < • • . < dn < 2-n is a set E of n + 1 points, then the trigonometric 
polynomial t{6) of order n or less that interpolates j(0) in E and that minimizes 

max, \t'(dk) -f(dk)\\yk\-\ yk = «'(0*), 

is the weighted arithmetic mean with weights \yj\~l of the interpolatory trigono­
metric polynomials tk(0) of order n or less for which 

h(dj) = fidj) for all j , tf
k(dj) = f'(0;), j * k. 

The minimum is given by (47). 

In particular, if 6k = 2kir/(n + 1),& = 0, 1 , . . . , # , then 

&(fi) = sin W + 1)0, »'(ek) = W + 1 ) ( -1 )* , «"(**) = 0, 

and from (47) we obtain 

(48) p = 2(n + I)"2 Ê/'(2**/(» + l)) 
0 

If 

/(«) = 
1 °° 

then a simple formula is obtained for p in terms of the Fourier coefficients. 
In fact, if n is even, 

&=o 

Hence from (48) 

(49) 

\ p ^im.2kir/(n+l) / o , i f w ^ O (mod (» + 1)), 
U + l, if m = 0 (mod (n + 1)). 

P = Z-r ^a(w+l)X 

If n is odd, it is easy to verify that the same formula for p is valid. 
It would be interesting to give the trigonometric analogue of Theorem 5 by 

the method of (2, p. 99). 
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