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Abstract 

Modern machine learning methods have the potential to supply industrial product lifecycle 

management (PLM) with automated classification of product components. However, there is only 

little work in the literature on this topic. We propose to apply supervised machine learning on 

component meta-data. By analysing an industrial case study, we identify requirements and 

opportunities for automating classification, e.g. in part numbers and product structures. We 

validate our novel approach through a classification experiment comparing four machine learning 

methods on a realistic component dataset. 

Keywords: product lifecycle management (PLM), machine learning, classification, product 
structure, product data management (PDM) 

1. Introduction 

Complex products are composed of components, which themselves are collections of domain-specific 

documents such as geometric data in design (Kehl et al., 2015). During development, a design 

engineer receiving an order to construct a component for a new product, e.g. a brake pad, first looks 

for existing brake pads that already meet the requirements, in example specific length and thickness. 

The same applies to the retrieval of spare parts with similar or identical characteristics. In order to 

identify suitable brake pads, each existing brake pad has to be retrievable by length and thickness. 

Such set of properties can be described as one class (Domingos, 2012). By use of several classes, all 

components can be differentiated according to their properties. Due to partitioning, retrieving 

components can be supported by a given classification. 

In addition to finding existing components, classification can be helpful to support integrated product 

development processes (PDPs) during and after the design phase by linking different storage systems 

and methodologies. Example: To manage product data, engineers use static product structures, such as 

bills of materials (BOMs) as data backbones (Adolphy et al., 2015). There are various types of BOMs 

in different phases of the development process, e.g. Engineering BOM and Manufacturing BOM, with 

different focus and structure (Tekin, 2014). 

To support a continuous development process, these different BOMs are transformed into each other 

(Tekin, 2014) depending on the current phase of the development process (Kehl, 2019, p. 92). If 

diverse structures used the same classification information, such transformations could be realized 

very efficiently. Kehl et al. describe in (Kehl et al., 2016) how structuring via user-specific views on 

product data can be derived in this way. 
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The availability of classification could thus enable many interesting new functions in product 

development, e.g.: 

 The similarity-based retrieval of components (e.g. spare parts) based on similar or identical 

characteristics of different components, 

 the mapping of one product structure to another, and  

 the related derivation of user-specific views according to (Kehl et al., 2016). 

Note that classification requirements may vary from one product to another or at different placement 

locations within a product. For example, it must be possible to differentiate for production processes 

whether a wheel is mounted on the left or right side of a vehicle. For another product, an additional 

distinction may be needed between front and rear wheels. However, these are all wheels that have the 

same characterizing properties. In (Kehl, 2019, pp. 218–220) Kehl suggests to separate of context-

neutral (wheel) from context-specific (right front wheel) classification information to model this 

circumstance. Since complex products such as vehicles potentially consist of many thousands of 

components (Stark, 2015, p. 6) and the amount of data created during development is ever increasing 

(Kehl et al., 2015), to  automate the classification of existing components is necessary. 

Based on a review of the literature (see Section 2) and to the best of our knowledge, automatically 

classifying product data in this manner, by making use of the metadata currently available in product 

structures, has not been studied before. 

Thus, the novel contribution of this paper is twofold: First, we propose a concept for the 

classification of components into existing classes. Thereby, we consider both context -neutral 

components and their context-specific characteristics to support the aforementioned use 

cases.  
Our concept relies on automated classification of product data using supervised machine learning 

techniques. As training data, we expect product structures, using the parent node of a component as its 

class, and its meta-data as features. The number of classes is consequently solely limited to the 

product structure. 

After elaborating on the industrial motivation underlying this work, Section 2 also provides an 

analysis of classification approaches from industrial practice and scientific literature. In Section 3, we 

describe a concept for automated classification based on machine learning, and evaluate this concept 

using a small case study with a realistic example dataset with      samples. Within the evaluation, 

we evaluate and compare the performance of four machine learning techniques. Section 4 summarizes 

our findings and discusses future research venues. 

2. User story at Volkswagen AG 

A recently installed Volkswagen AG group project "virtual high rack" aims to establish a classification 

standard and a group-wide description schema for all product components. This classification will be 

used to find and reuse components by property-based searches. The initialization of a virtual high rack 

is structured as follows: (i) definition of classes, (ii) determination of the properties of the respective 

classes, (iii) specification of product components as described in (Kehl et al., 2015), and (iv) 

assignment of components to classes. 

Especially the assignment of components to classes is quite difficult to do manually, due to (i) the 

number of components to be classified, (ii) the spreading across different domains, brands and 

responsibilities, and (iii) the resulting differing semantics. 

In this paper, we assume a known set of classes with their respective properties. Furthermore, we 

expect that the product components are described. Therefore, this paper focuses on the automated 

assignment of existing components to existing classes. 

2.1. Use of classification in industrial practice 

The findings discussed in the following are based on a case study carried out at Volkswagen AG as 

part of the efforts mentioned in Section 2. We identified three use cases involving artifact types that 

use classification. These artifacts, their application of classification, and the gaps regarding the 

respective use cases mentioned in the introduction are described in the following. 
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2.1.1. Part number 

The part number is a unique identifier for each component. In the study at hand, it was firstly 

introduced to support logistic processes within a company. In order to determine e.g. similar 

components as spare parts in the context of such logistic processes, each part number contains an 

alphanumeric reference to a so-called component family (class). In the case study, a total of 160 

different classes could be identified on the basis of this part number.  

The main advantage of the part number is its group-wide availability for all components. However, 

since the part number is a historically grown identifier that carries meaning, the uniquely identifying 

value ranges per family are limited. In connection with the huge numbers of product variants 

(Eigner et al., 2011), the leading segments of the part number are not sufficient to identify all 

components of a component family. This shortage often leads to incorrect assignments of 

components to families and therefore to classes in day-to-day operations. Simply extending length 

and value ranges of the part number is not possible due to dependencies to many software systems. 

The problem intensifies with the continuing creation of new parts. In addition, only context-neutral 

components are classified with the part number. Classification against the background of a specific 

product (usage) is not supported. 

2.1.2. Defect classification 

The second classification use case we found is defect classification, i.e. classifying components on 

which errors occurred. Since errors usually occur during operation, various context-specific 

information is recorded during error analysis for each affected component. As this classification exists 

only for components that have caused errors, it is solely available for a small proportion of all 

components. In contrast to the part number however, context-specific information is recorded within 

the defect classification. 

2.1.3. Product structure 

The most common way to store product data in practice is in tree-like component structures such as 

BOMs (Adolphy et al., 2015; Kehl et al., 2016). Children of a node within such structures often give 

information about a further decomposition of the node into smaller units, e.g., car  front-end  

drivetrain  engines. The actual components (engines) are subordinated to the lowest nodes (leaves) 

in a BOM. The assignment of components to nodes has an effect similar to classification (Schürr et al., 

2008). Thus, 2600 classes are distinguished in the largest structure analyzed in the case study. The 

hierarchical structure is relatively stable and changes rarely. However, assigning a component to a 

node is a manual process and therefore potentially error-prone. Additionally, the classification created 

in this way can be ambiguous, since, as mentioned above, a structure also contains decomposition 

information or simple collectors that do not really represent a class in the original definition. 

2.2. Related work 

This section discusses related scientific work. Relevant papers are grouped according to the use cases 

(i) finding components, (ii) deriving user-specific views, and (iii) transforming product structures (see 

Section 1).  

2.2.1. Finding components 

In product lifecycle management (PLM), classification can either be used to classify products or their 

components. The first is a vivid research area; a good starting point might be (Fan et al., 2015). The 

second can be divided again in context-specific classification, such as in a BOM, and classification 

systems, which are used to classify context-neutral components (Eigner and Stelzer, 2009, p. 71). In (Yiu 

Ip and Regli, 2005), Yiu Ip et al. focus on the classification of context-neutral components by applying 

machine learning techniques. Therefore, they classify components based on their geometry (Yiu Ip and 

Regli, 2005).  

In contrast to Fan et al. in (Fan et al., 2015) who classify products, we concentrate on the classification 

of components. While Yiu Ip et al. in (Yiu Ip and Regli, 2005) concentrate on classifying context-
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neutral components, we additionally look into context-specific components. Moreover, in contrast to 

(Yiu Ip and Regli, 2005), we use the metadata instead of using the geometries directly. 

2.2.2. User-specific views 

A further tool for organizing the data in PLM are various product structures (Eigner and Stelzer, 2009, 

p. 78). In general, the costs for creating and managing product structures in relation to the overall cost 

of product development is relatively high (Adolphy et al., 2015). Moreover, as the complexity of 

products such as automobiles becomes more complex (Culler and Anderson, 2016), increasing effort 

for handling product structures can be assumed. Since product structures are an essential ingredient of 

product data management (Adolphy et al., 2015), the problem of their increasing cost is highly 

relevant. Besides that, in (Culler and Anderson, 2016) Culler et al. recommend introducing of filters 

on product data to further customize software used in PLM. These filters are similar to the user-

specific views described in this paper. Another concept for such views is proposed in (Kehl et al., 

2016), who derive views based on previously classified product data. They are the first who propose 

deriving user-specific views from products by using classes. Additionally, in (Adolphy et al., 2015), 

Adolphy et al. apply clustering to provide product structures based on groups of similar usage. 

As recommended in (Culler and Anderson, 2016) and similar to (Adolphy et al., 2015) as well as 

(Kehl et al., 2016), this work further individualizes software used in PLM by creating user-specific 

views. In contrast to (Kehl et al., 2016), this work does not assume that product data is already 

classified, but rather creates the classification. Therefore, nevertheless, some classified training data 

is necessary. While Adolphy et al. (2015) use unsupervised learning, our approach uses supervised 

learning, because the case study showed that previous product structures can be used as training 

data. 

2.2.3. Transforming product structure 

Several works are based on the existence of high-quality product structures. One example for that is 

the one from (Morshedzadeh et al., 2019), who propose a provenance system to connect information 

created during the product lifecycle better to previously existing data. In 2005, Eigner et al. pointed 

out the topic of connecting different product structures (Eigner and Stelzer, 2009, p. 79). More 

recently, in (Huber and Sendler, 2013) Huber states that connections between product data at different 

phases of PLM are still not complete and managed (if at all) via heterogeneous interfaces. The process 

of publishing product data changes through these often interferes with data consistency during the 

PDP, because the interfaces are mostly constructed only for one specific transformation (Huber and 

Sendler, 2013).   

In (Adolphy et al., 2015), the authors observe that existing processes for creating and transforming product 

structures are highly manual and error-prone. In this paper, we investigate feasibility of an automated 

process, which can reduce the number of interfaces and increase data consistency and quality during the 

PDP. (Morshedzadeh et al. (2019) also try to connect product data, but there work about including 

additional information in virtual models is based on the product structures we want to transform. 

2.3. Research gap 

For managing the huge amounts of data created during the PDP (Stark, 2015, p. 6) and connecting 

such, which is essential for future developments of PLM such as digital twin (Tao et al., 2018), 

classification systems are used to support users in retrieving components (Eigner and Stelzer, 2009, p. 

76). The necessity of having different views on the product data within the PDP has been stated by 

(Adolphy et al., 2015; Culler and Anderson, 2016; Kehl et al., 2016). In addition, integrating different 

product structures along the PDP is essential for a consistent development of products (Huber and 

Sendler, 2013; Eigner et al., 2005). The previously explored classification approaches and industrial 

practice (see Section 2) show that researching classification to fulfil the use cases described above is 

promising. Despite the flood of product data created during the PDP (see Section 1), to the best of our 

knowledge there is currently no concept to classify product data automatically, consistent along the 

PDP, and cross-product to accomplish the identified use cases. The work presented in this paper 

towards a method for automating the classification task is a step towards filling this gap. 
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3. Machine learning for classifying product data 

In comparison to humans, trained machine learning models are able to interpret large numbers of 

attributes in short time. This is one reason why we transfer the problem of assigning classes to 

components into a classical machine learning problem: If one considers the product data elements   in a 

PLM backbone system as components or elements with attributes, the problem of assigning a class   to 

each to each element in   can be understood as a classification problem (see Equation 1): 

 ( )               (1) 

3.1. Training data 

In the case of supervised machine learning, training data is needed to learn the described function  . 

The sample dataset used for the experiments reported in this section consists of      samples, each 

describing the width, length and depth in millimeters of a brake pad for disk brakes of a car. Each of 

the elements belongs either to the front or back axle. To handle missing values, we firstly remove 

entries with more than one missing value. Secondly, we apply the common multivariate imputation by 

chained equations procedure (Azur et al., 2011) to replace missing data. 

A scatterplot of the sample dataset is shown in 0. Due to different brake loads, a brake pad can either 

be assembled at the front axle, first class, or back axle, second class. The goal in this example is to 

automatically determine on which axle a brake pad has to be assembled. 

The complete source code of our system including the sample data, extracted from an online shop for 

car spare parts
1
, is available on GitHub

2
. We assume that the data is correct, but because we have 

collected the data online, we cannot verify this. 

 
Figure 1. Dataset of brake pads for disc brakes of a car with attributes (length, thickness and 

width in mm) and location (gray circles for front axle, black crosses for rear axle) 

3.2. Machine learning method 

First, the dataset is randomly separated into a training and a test dataset. The probability of a sample 

being used in the test dataset is    percent (5-fold cross-validation). To make the later results 

independent from the concrete division into training and test dataset, 5-fold cross-validation is 

repeated, leading to     dataset pairs. 

Then, we examine four machine learning methods: (i) k-nearest neighbor algorithm (kNN) (ii) logistic 

regression, (iii) random forest, and (iv) neural network. These methods were chosen for the following 

reasons: A big advantage of  kNN, which is one of the most common methods in machine learning 

                                                           
1
 http://www.pkwteile.de 

2 
https://github.com/SorenSc/ClassificationOfProductData 
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(Wu et al., 2008), is that it is simple to use, as only a single parameter (the number of classes  ) has to 

be determined to apply the technique. Logistic regression has similar characteristics; its sole parameter 

is the limit for the differentiation of classes  . Random forest on the other hand is a more sophisticated 

bagging technique, which means multiple models (decision trees) are learned and their results are 

combined. Moreover, random forest is able to deal with heterogeneous data (Louppe, 2014, p. 26) and 

missing values (Louppe, 2014, p. 80). Neural networks, on the other hand,are a popular technique, 

particularly able to deal with large amounts of data, but more difficult to configure. 

The parameters are set by applying cross-validation and are     for kNN and       for logistic 

regression. For random forest, the number of decision trees is    and up to two attributes are 

considered per node of a decision tree. We build a relatively simple feed-forward neural network with 

five layers, using a combination of multiple dense layers and a dropout layer.  

Next, we train models for each of the four techniques, its parameters, and the     datasets mentioned 

above. Then, we apply the trained models to the corresponding test data. To compare the results of the 

techniques, we built the confusion matrix for each of the     datasets. Based on that, the minimal, 

average and maximal accuracy are calculated and shown in Table 1. In order to verify assumptions 

about comparisons of the techniques applied, we use a Friedman-test as recommended by (Derrac et 

al., 2011). To cover all common significance levels, the level is set to       and compared with the p-

value  . The results show that kNN (       on average) and random forest (      ) classify more 

elements correctly than logistic regression (      ) and the neural network model (      ) with 

       . Logistic regression also outperforms the neural network with        . 

Table 1. Accuracy of the classification of the brake pad sample dataset calculated over 100 
train and test dataset pairs 

Accuracy in percent minimum average maximum 

kNN                      

logistic regression                      

random forest                      

neural network                      

3.3. Discussion of results 

The best of the machine learning methods we investigated, classifies     percent of the input 

product data are correctly, which does not appear to be a good result; we assume that classification 

accuracy should be definitely be higher than 90% for the three application use cases described in 

Section 2.1. However, in practice, the dataset to train the model would be much larger than the 

example dataset used in Section 3.2, which will also most certainly increase the accuracy of the 

techniques. Yet, we conclude concrete classification for all product data is difficult. The results 

shown in Table 1 do not lend themselves to specific judgments regarding the concrete methods 

used, but can deliver some more general insights: Model-based machine learning methods such as 

random forest and logistic regression perform better than instance-based machine learning methods, 

because the former do not directly access historical training data for the classification. The tendency 

to use ensemble learning (Domingos, 2012) seems to be transferable to the application of product 

data and may further improve classification quality. Neural networks do not achieve good results in 

our case study experiment, but their accuracy is highly likely to increase substantially with larger 

training datasets.  

We showed by use of imputation that handling missing values in the training data is possible. 

Nevertheless, the concrete procedure depends on the distribution of missing values. For dealing with 

classification errors, different approaches like adjustment by users in discovering or using 

classification, e.g. as a recommender system for the users have to be evaluated in the future. The 

developed classification concept is able to react to changes such as the need for new classes. These 

changes come along with a corresponding adaptation of the data pre-processing procedure. To react to 

changes of the attribute values of product data entries, a new model can be trained after a certain 

number of changes occurred. 
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Comparing computation times for large datasets shows that kNN has the highest time complexity of 

the machine learning techniques we have investigated (Maillo et al., 2017; Komarek, 2004, p. 89; 

Louppe, 2014, p. 96). It can be said that all four machine learning techniques considered are able to 

classify        or more product data entries. 

4. Conclusion and future work 

We presented a concept for automated assignment of components to predefined classes or 

classification of product data based on given product structures to support the following three use 

cases: (i) The similarity-based retrieval of components, (ii) transferring from one product structure to 

another and (iii) the related derivation of user-specific views according to (Kehl et al., 2016). 

4.1. Usable product data 

Inspecting existing product data in practice has shown that the metadata, especially in product 

structures, can be used as a basis for automated classification. Though some data is error-prone, the 

huge amount of usable data that is already organized in product structures is remarkable. As in many 

other areas of machine learning (Domingos, 2012), the case study also showed that the effort required 

for pre-processing the product data is high. 

4.2. Machine learning 

Our results so far do not support any general statement about the specific machine learning technique 

which would be best for our domain. Nevertheless, applying instance-based methods does not seem 

promising, due to the amount of data used in PLM. Instead, ensemble-learning techniques such as 

random forest appear to be a reasonable choice, as they also will allow us to deal with the increasing 

amount of data to be expected in the future. Ultimately, machine learning alone will not suffice; equally 

important are high-quality training data, on the basis of which machine learning models can be trained. 

4.3. Limitations 

Besides the ability to classify product data via machine learning, the success of implementing the 

proposed concept also depends on other factors, which we have not considered in this work so far. For 

instance, the case study shows that success of a specific classification system strongly depends on its 

user acceptance. In addition to that, classifying product data to simplify the retrieval of suitable 

components can conflict with concerns of roles and rights management, which may limit the 

components visible to a specific user. 

4.4. Essential properties of the developed concept 

Firstly, the classification of the developed concept can be used during the whole lifecycle of 

components and thereby, supports the design process of products. Moreover, our concept is able to 

react to changes such as changing the attributes considered at the classification. Therefore, only the 

data preparation process has to be adopted and a new machine learning model can be trained. 

4.5. Outlook 

One auspicious approach for dealing with misclassified product data is interactive machine learning 

integrating human feedback into a machine learning model. Future work should also specify dealing 

with misclassified data further. For increasing the classification accuracy, machine learning 

techniques, which use boosting, such as XGBoost, seem to be promising; others, such as neural 

networks, should be reconsidered when real product data is available in a larger amount. Moreover, 

quantitatively verifying the automated approach presented in this paper by investigating the present 

manual process further is necessary. In addition, as mentioned before, we shall experiment with larger 

datasets and optimize our classification algorithms correspondingly. To study user acceptance and 

explore tradeoffs between accuracy, precision, and recall, a prototypical recommender application will 

be created that proposes similar components to expert users. 
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