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Abstract

Synthetic Aperture Radar (SAR) satellite images are used to monitor Arctic sea ice, with system-
atic data records dating back to 1991. We propose a semi-supervised classification method that
separates open water from sea ice and can utilise ERS-1/2, Envisat ASAR, RADARSAT-2 and
Sentinel-1 SAR images. The classification combines automatic segmentation with a manual seg-
ment selection stage. The segmentation algorithm requires only the backscatter intensities and
incidence angle values as input, therefore can be used to establish a consistent decadal sea ice
record. In this study we investigate the sea ice conditions in two Svalbard fjords, Kongsfjorden
and Rijpfjorden. Both fjords have a seasonal ice cover, though Rijpfjorden has a longer sea ice
season. The satellite image dataset has weekly to daily records from 2002 until now, and less fre-
quent records between 1991 and 2002. Time overlap between different sensors is investigated
to ensure consistency in the reported sea ice cover. The classification results have been compared
to high-resolution SAR data as well as in-situ measurements and sea ice maps from Ny-Ålesund.
For both fjords the length of the sea ice season has shortened since 2002 and for Kongsfjorden
the maximum sea ice coverage is significantly lower after 2006.

1. Introduction

Sea ice is a key parameter in controlling heat, gas and light exchange between the atmosphere
and the ocean. Since 1981 the Arctic Ocean has lost ∼11% of its sea ice area per decade
(Fetterer and others, 2019). The largest observed changes occur in the winter months,
December–February (Screen and Simmonds, 2010), and the area north of Svalbard has experi-
enced a 10% sea ice reduction per decade for the months of December–March (Onarheim and
others, 2014). More localised studies on Svalbard by Muckenhuber and others (2016) found
that the maximum fast ice area, for two westward facing fjords, had reduced with 23.2 and
35.2% respectively. Increased sea water temperatures have been found to affect the sea ice loca-
tion and extent (Lind and others, 2018). These changes affect, among other things, the eco-
systems that depend on the presence of sea ice (e.g. Arrigo and van Dijken, 2015; Leu and
others, 2016; Assmy and others, 2017). Increased monitoring, including comparison to histor-
ical records of the sea ice cover and its subsequent changes in winter months, is therefore
essential for tracking trends over time.

Satellite data offer the possibility to monitor large areas with a high temporal resolution,
e.g. on a daily basis. By using satellite images, investigations of reduced sea ice cover
(Stroeve and others, 2012), thinning sea ice (Giles and others, 2008; Kwok and
Cunningham, 2015; Lindsay and Schweiger, 2015) and extended melt ice season are possible
(Stroeve and others, 2014; Bliss and others, 2017). Synthetic aperture radar (SAR) satellite
images are visibility and daylight independent, and therefore suitable for monitoring the
Arctic Ocean where both weather conditions, such as fog and clouds, and the polar night
limit monitoring by, e.g. optical sensors. SAR images have been acquired over the Arctic
since Seasat in 1978, though consistent monitoring started with ERS-1 in 1992. Since 2002,
near semi-weekly to daily SAR coverage of the Arctic region is possible, and the constellation
of Sentinel-1 (S-1) satellites is expected to be operational until 2040, permitting studies of the
seasonal evolution with respect to fractional ice cover and length of the season (Muckenhuber
and others, 2016). A challenge for decadal seasonality studies is how to establish consistent
and transferable methods that can employ SAR data from a range of different satellite sensors,
and where the data records facilitate inter-calibration between different sensors (Eisenman and
others, 2014).

We propose a generic classification method where we manually separate open water and sea
ice segments that were obtained by automatic segmentation for two Svalbard fjords;
Kongsfjorden and Rijpfjorden. For this we use a long time series of SAR images, starting
with ERS-1 and ending with S-1. Near-daily monitoring of the fjord ice is possible using
Envisat ASAR Wide swath (2002–12), RADARSAT-2 ScanSAR (2012–ongoing) and
Sentinel-1A/B EW (2014– ongoing) images. Overlap in time between Envisat ASAR and
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RADARSAT-2 and between RADARSAT-2 and S-1A/B ensures
that a validation and comparison between the different sensors
is possible. In order to validate our method we compare the
results with in-situ observations, optical photographs, and high-
resolution SAR images. We produce a decadal record of the sea
ice extent, freezing onset, melt season onset and sea ice season
length for two fjords on Svalbard, Kongsfjorden and Rijpfjorden.

2. Satellite data

For this study ∼4000 SAR images covering each of the two differ-
ent fjords were used. The satellite dataset consists of images from
six different satellite sensors, all of them C-band SAR (Table 1).
ERS-1 and ERS-2 had few acquisitions due to narrow swaths
and un-systematic sampling, whereas Envisat ASAR (ASAR) pro-
vided coverage twice per week on average and daily in periods.
Weekly RADARSAT-2 (RS-2) images and daily S-1A/B images
were used. The used polarisation channels vary with the different
satellite sensors (Table 1). RS-2 and S-1A/B have a dual polari-
metric setup and here the HH/HV-combination is used.

3. Study area

Kongsfjorden is located in the north-western part of Spitsbergen
island, Svalbard. Inner parts of the fjord are covered by landfast
and drifting sea ice in the winter and spring months, with sub-
stantial inter-annual variability with respect to timing, extent
and thickness (Gerland and Renner, 2007; Pavlova and others,
2019). Kongsfjorden is dominated by young ice during winter
(December–March) and by first-year fast ice in spring (April–
May) (Svendsen and others, 2002). Glacier ice, in the form of ice-
bergs and ice pieces may be frozen into the fast ice. The fjord is∼
27 km long, between 4 and 10 km wide, and with a total open
water area of ∼220 km2 (Torsvik and others, 2019). Five marine-
terminating glaciers surround Kongsfjorden, all of them contrib-
uting glacier ice to the fjord through calving events. Kongsbreen
lost a total surface of 2.5 km2 and Kronebreen 2.8 km2 between
2007 and 2013 (Schellenberger and others, 2015). Hence, the gla-
cier ice generally constitutes a small portion of the total fjord ice
area. Though hereafter when referring to all the ice located within
the fjord we use the term fjord ice. The calving events are largely
controlled by sea water temperature, and have their yearly min-
imum from January to May (Luckman and others, 2015; Schild
and others, 2018), and this coincides with the peak in sea ice
extent (Gerland and Renner, 2007). The fjord is open to the sea
in the north west, and water from the West Spitsbergen Current
(WSC red line in Fig. 1a) can enter the fjord through this opening
(Svendsen and others, 2002).

During the time of year with daylight hours, near-daily man-
ual ice maps are produced and web-camera images are taken from
the Zeppelinfjellet (Fig. 1b) (Gerland and Renner, 2007). The
manually drawn maps are complemented by regular visits to
the sea ice (since 2003), along with more sporadically collected

datasets since the 1980s. During the annual sea ice monitoring
campaigns, sea ice thickness, snow thickness and freeboard are
sampled among other parameters. Additionally, in 2016–2018
the fast ice edge was traced using a handheld GPS and a small
boat (Negrel and others, 2018). Weather data are continuously
collected in Ny-Ålesund and regular measurements of ocean
parameters are carried out in Kongsfjorden (Cottier and others,
2019; Hop and others, 2019b). These combined data sets provide
an opportunity to validate the robustness of the open water versus
sea fjord classification.

Some in-situ observations exist for Rijpfjorden, e.g. water and
air temperature and photographs from 2006 and onward (Cottier
and others, 2019), additionally there are also data collected during
shorter time periods in 2006–2007 (Howe and others, 2010;
Søreide and others, 2010), 2006–2008 (Wallace and others,
2010), 2010–2014 (Hop and others, 2019a) and 2011 (Wang
and others, 2013). Rijpfjorden is located at Nordaustlandet, on
the Northern part of Svalbard (Fig. 1c), and is usually covered
by sea ice up to 9 months of the year (Ambrose and others,
2006; Leu and others, 2011), though less sea ice and higher air
and water temperatures have been recorded in recent years
(Hop and others, 2019a). The fjord is north-facing and drift ice
enters the fjord under the influence of northerly winds
(Ambrose and others, 2006; Leu and others, 2011). The total
open water area is 724 km2. The warm Atlantic water in the
WSC does not influence Rijpfjorden as much as it does
Kongsfjorden (Cottier and others, 2007; Howe and others,
2010), though this may change in the future (Onarheim and
others, 2014; Hop and others, 2019a).

4. Method

We propose an ice-open water classification method that supports
SAR images from a range of different sensors. The SAR images
are automatically segmented based on statistical properties of
the data (Doulgeris and Cristea, 2018; Cristea and others, under-
going revisions), and subsequently the segments are manually
classified as either open water or fjord ice. The method consists
of three different steps: the pre- processing, the segmentation
and the classification.

4.1. Satellite data pre-processing

All available satellite scenes were geocoded using the geocoding
tool of the GSAR software (Larsen and others, 2006). Each
scene is geocoded on a fixed grid using 50 m × 50 m pixel spacing,
centering the images over the center point for the respective
fjords. For the ASAR and RS-2 images this yields some oversam-
pling and hence more speckle than necessary, but the advantage
of a homogeneous input product was preferred. The backscatter
values were radiometrically calibrated using the ESA standard
protocol (Collecte Localisation Satellites, 2019). All products
were stored as Geotiff images in WGS-84, UTM Z33N. In

Table 1. Overview of the SAR images used in this study. The ERS-1, ERS-2, Envisat ASAR and Sentinel-1A/B sensors are from the European Space Agency (ESA) and
the RADARSAT-2 satellite is operated by the Canadian Space Agency (CSA) and MacDonald Dettwiler and Associates Ltd (MDA). IW stands for Interferometric Wide,
EW for Extra Wide, V is vertical and H is horizontal in transmit and receive

Sensor Mode Channel # of images Kongsfjorden/Rijpfjorden Dates

ERS-1 SAR Imaging VV 18/- 199111 to 199206
ERS-2 SAR Imaging VV 66/- 199505 to 200206
Envisat ASAR Wide Swath (WSM) HH 2248/2276 200210 to 201204
Envisat ASAR Wide Swath (WSM) VV 154/6 200211 to 200909
RADARSAT-2 ScanSAR wide HH/HV 151/799 201202 to 201411

swath (SCWA)
Sentinel-1A and 1B IW + EW HH/HV 1267/1081 201410 to 201909
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addition to the radar backscatter, the incidence angle was calcu-
lated for each pixel in order to account for variable incidence
angles in the segmentation step. All images used within the
study has a 100% coverage over the respective study areas.

4.2. Segmentation

The segmentation algorithm is based on a statistical model that
integrates the surface-specific intensity decay rates across the sat-
ellite image. The intensity decay is due to incidence angle vari-
ation and is significant for relatively flat surfaces, such as open
water and sea ice. Moreover, the decay rates depend on polarisa-
tion and surface roughness and consequently vary between ice
types (e.g. Shokr, 2009; Gupta and others, 2014; Mahmud and
others, 2018). If the intensity decay is not accounted for, pixels
are grouped together based on intensity levels alone, even if
they correspond to different physical structures (Doulgeris and
Cristea, 2018; Cristea and others, undergoing revisions).

The algorithm is initialised with one segment, which is then
alternately optimised and tested. Segment optimisation is per-
formed with a traditional Expectation Maximisation (EM) algo-
rithm, and the testing is performed with a Pearson’s style
goodness-of-fit (GOF) test of the model’s fit to the data. The
GOF test is followed by a segment split if the GOF criterion is
not fulfilled, respectively a split of the least well-fitting segment
in the case of multiple segments. The sequential algorithm
stops at a statistically appropriate number of segments, being
the lowest number that is a sufficiently good fit to the data.
Groups of pixels with similar statistical properties will end up
in the same segment, which may be spatially disjoint. A subse-
quent Markov random field (MRF)-based contextual smoothing
stage completes the segmentation and improves the connectivity
of the regions for simpler visual interpretation.

Only one intensity channel and the incidence angle informa-
tion are required as input, though any number of polarimetric
SAR intensity channels can be utilised. The advantage of this is
the possibility to apply the algorithm on satellite images from dif-
ferent SAR sensors. As highlighted in Zakhvatkina and
others (2017), separation of calm open water from smooth first
year ice (FYI) is challenging due to the low backscatter returns,
and wind-roughened open water is often challenging to separate
from sea ice when only the HH-channel is used. Sandven and
others (2008) showed that an improved separation was possible
based on the reduced wind effect in the HV-channel. The HV
channel was used when available, though it was often hampered
by low signal to noise ratio (SNR) (in particular for the thinner
sea ice types) and consequently did not always improve the seg-
mentation substantially. For the ERS-1, ERS-2 and ASAR images

one polarisation channel was available (Table 1), and two chan-
nels were available for RS-2 and S-1.

The classification stages are presented in Figure 2a and an
example from satellite image to classified scene using a RS-2 scene
is shown in Figures 2b–d. As a part of the segmentation process,
the images were multi-looked by 2 × 2 and log-transformed.
Multi-looking was done to reduce the speckle and to increase the
contrast and the log-transformation was done to ensure that the
data is approximately Gaussian-distributed. Surrounding land
areas and glaciers were masked out using a digital elevation model
(DEM) (Norwegian Polar Institute, 2014). The same procedure
was applied to the SAR images from the five different satellite sensors.

4.3. Classification

Following the segmentation, the segments were manually classified
as either open water or fjord ice in a process similar to the one
described in Muckenhuber and others (2016). The classification
was performed based on user experience and the assumption
that open water under calm wind conditions has low backscatter
values compared to a higher backscatter from the iced areas, and
that the HV-channel is less affected by wind-roughened surfaces
and therefore facilitates separation between open water and sea ice.

To quantify changes in the fjord ice coverage, the freezing
onset is defined as when the first ice is observed within the
fjord and when the total fjord ice cover exceeds 20 km2. The latter
is used to limit the glacier ice contribution to the length of the
fjord ice season (discussed further in Section 4.5). Similarly, the
end of the fjord ice season (melt season onset) is defined as
when the total fjord ice coverage is less than 20 km2. The continu-
ous sea ice season is defined as when the fjord ice coverage con-
tinuously exceeds 20 km2 and no further break-ups occur until
the melt season onset.

4.4. Validation of the classification

For cross-comparison between the different sensors, and to ensure
that the produced fjord ice record is consistent, even when images
from different sensors are used, temporally overlapping SAR
images over Kongsfjorden were compared. Additionally, in-situ
observations were compared with the classification results for
both of the two different fjords.

4.4.1. SAR sensor and in-situ data comparison
In the satellite record over Kongsfjorden used in this study, there
are 39 image pairs acquired with a maximum time difference of
12 h. Twenty-eight of these pairs are made up of ASAR and
RS-2 images and 11 of RS-2 and S-1 images. The time difference

Fig. 1. (a) Map over Svalbard. The red arrow indicate the West Spitsbergen Current (WSC) and the blue arrow the Spitsbergen Polar Current (SPC). The two boxes
indicate Kongsfjorden (left) and Rijpfjorden (top right), (b) Kongsfjorden and (c) Rijpfjorden. The maps are produced using digital elevation map (DEM) data from
Norwegian Polar Institute (2014).
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restriction was used to limit the effect from sea ice drift, though
the effect of potential diurnal temperature variations on the
snow cover and the sea ice in itself was not eliminated, e.g. during
low wind events combined with melting conditions some of the
sea ice areas will have similar backscatter to the open water.
Most of the RS-2 and the S-1 images were acquired in the morn-
ing, whereas the ASAR images were acquired in the afternoon.

In Figure 3 the comparison of the fjord ice area estimates is
presented. The RMSE for the estimates from the RS-2 and S-1
image pairs is 7.42 and the correlation is 0.87, for the ASAR
and RS-2 image pairs the RMSE is 10.8 and the correlation
0.67. Some of the area differences can be attributed to drifting
sea ice and changes in the snow cover. The problem with sea
ice drift over time is clearly visible south of Blomstrandhalvøya
in Figure 4. The 50 m resolution S-1 EW image is acquired at
06:47 UTC and the 10 m resolution S-1 IW image is acquired
at 15:44 UTC. The 10 m resolution S-1 IW image has been
resampled from 5 m × 20 m resolution to 10 m × 10 m resolution.
The changes in fjord ice distribution and location mean that a
pixel-by-pixel comparison between the two images is not possible,
and these changes are difficult to quantify without restricting
investigation to the fast ice areas.

No consistent differences between the dual-polarimetric
(RS-2) and single-polarimetric (ASAR) images were observed.
The oversampling done on the RS-2 images may lead to less dis-
tinctive edges in these images compared to the S-1 images, though
comparison between the images in each image pair indicate that
the stationary ice edges have the same location in both of the
images. For all image pairs the fast ice edge is generally overlap-
ping. The accuracy of the ice edge position in the SAR sea ice
maps was also confirmed with in-situ measurements carried out
during annual monitoring campaigns in April 2016, May 2017
and April 2018. A hand-held GPS was used to trace the fast ice

edge (Negrel and others, 2018), where the GPS had a spatial sam-
pling rate of 20 m and a precision better than 10 m (Garmin,
2011). Sea ice thickness measurements from the three campaigns
indicate that the classification method can correctly identify the
ice edge when the ice thickness is larger than 10 cm; sea ice
being equal to or less than 10 cm thick is usually classified as
open water. The GPS track from 18 April 2018 is shown as the
red lines in Figures 4a–d, and here the ice thickness at the fast
ice edge was 30–35 cm with a 5–9 cm thick snow layer.

Diurnal effects were noticed in one of the RS-2 and S-1 image
pairs, separated by 9 h. For that day, the mean air temperature in
Ny-Ålesund was − 3.5°C and at the time of the acquisition − 3.3°C
(S-1) and − 1.9°C (RS-2). In-situ observations from the fast ice

Fig. 2. (a) Flowchart outlining the different steps within the proposed method. In (b–d) illustration of the classification steps, from SAR image to classified scene is
shown. (b) RADARSAT-2 HH intensity image over Rijpfjorden from 22 November 2014. The image shows backscatter intensity in dB. (c) Segmented image with three
separate sea ice and open water segments and one land area segment. Segment number 1 is always the land mask. In this instance, the image was segmented into
three different segments where number 3 and 4 corresponds to the fjord ice areas, whereas number 2 is the open water. (d) Classified image where grey is land,
light blue is fjord ice and dark blue is open water.

Fig. 3. Comparison between fjord ice area estimates in ASAR/RS-2 and RS-2/S-1.
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show the snow–ice interface temperature to be − 1.4°C and water
temperatures to be − 1.3°C. It is conceivable that the sea ice
experienced melting during the day and the surface layer may
be wet. The wet surface will make the sea ice more similar to
the open water. This can be observed in Figure 4b where a
horseshoe-shaped open water area is located within the fast ice
area. Nevertheless, the comparable fjord ice extent observed
using satellite data from different sensors indicates that a fjord
ice data record can be made using the proposed method.

4.4.2. SAR classification and manual maps comparison
In Figure 5 the ice maps produced using the SAR images are com-
pared with the manually drawn maps from the Zeppelin moun-
tain (Gerland and Renner, 2007; Pavlova and others, 2019). In
the manually drawn maps the ice is classified as fast ice and
other ice, where the latter is either sea ice that has broken off
from the fast ice, thin newly formed sea ice or glacier ice. In
2018 all ice types are included in the fjord ice area estimates,
and for the years before 2018 only the fast ice areas are included
(Pavlova and others, 2019). The correlation between the manually
drawn maps and the SAR fjord ice extent is 0.87 for 2018 and the
RMSE is 16.7. For the time period from 2014 to 2018 the correl-
ation is 0.70 and the RMSE is 20.1.

Slight time differences between the maps may affect the cor-
relation, as the fjord ice could have drifted during the time per-
iod. Moreover, there is a slight inherent difference between the

maps, as the angular view from the Zeppelin mountain means
that the inner part of Raudvika, the inner part of the fjord out-
side Kongsbreen and Conwaybreen and the area behind the
Blomstrandhalvøya are not visible (Fig. 1b). Raudvika is the

Fig. 4. S-1 backscatter HH intensity images in dB over Kongsfjorden acquired on 18 April 2018 with (a) 50 m pixel spacing in EW mode at 06:47 UTC and (c) 10 m
pixel spacing in IW mode at 15:44 UTC. The classification results are shown in (b) and (d) respectively. The open water areas are dark blue (1), the fjord ice areas are
light blue (2) and land areas are dark grey (3). The red line in all the images is the mapped sea ice edge on 19 April 2018 from 18:06 UTC to 18:40 UTC.

Fig. 5. The total sea ice area estimates from the Zeppelin mountain (Pavlova and
others, 2019) are shown versus the total fjord ice area estimates from the proposed
SAR satellite image-based method (see text).
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area where the sea ice forms first and lasts the longest (Torsvik
and others, 2019). As seen in Figure 6 these areas are also the
preferred location for sea ice growth. Discrepancies between
the two types of maps may therefore be due to the preferred
locations for sea ice growth. In Figures 6a–d the number of
weeks with fjord ice coverage is shown for four different years;
2003, 2008, 2013 and 2018. The low frequency of occurrence
outside Kongsbreen, Conwaybreen and Kronebreen in 2003
(Fig. 6a) is due to the fact that the marine-terminating glaciers
then extended further out. High values east of Gerdøya in
2003 are explained both by a long fast ice season as well as the
contribution of glacier ice during the summer months. High
values in Raudvika are a consequence of the early stable fast
ice formation (Torsvik and others, 2019). Exclusion of these
inner areas of Kongsfjorden in the manually drawn maps may

therefore miss the start of the freezing season as well as the
end of the freezing season.

From the validation we conclude that there is a good agree-
ment between the SAR derived fjord ice areas and other inde-
pendent fjord ice area estimates, and that our proposed method
delivers reliable fjord ice area estimates, provided that the sea
ice is not thinner than 10 cm.

4.5. Potential limitations with the method

The proposed method does not separate icebergs and glacier ice
from sea ice as they often have comparable backscatter values.
Kongsfjorden’s five marine-terminating glaciers all calve into
the fjord, and the inclusion of glacier ice may therefore lead to
an overestimation of the fjord ice surface area and the length of

Fig. 6. Maps showing the number of weeks/year where fjord ice is observed for each satellite pixel in Kongsfjorden for (a) 2003, (b) 2008, (c) 2013 and (d) 2018. A
value of 52 means that during every week of the year there was fjord ice on this exact location, whereas a value of zero means that no fjord ice was present during
any of the weeks.
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the fjord ice season. However, the maximum frontal ablation rate
for Kronebreen, one of these marine-terminating glaciers and also
one with the highest flux rates on Svalbard, measured by
Luckman and others (2015) was 8 m/day, and with an approxi-
mate width of 3 km the total ablation area for one day would
be 0.02 km2. Note that for the months of December–May the
ablation rate was on average 4 m/day or less (Luckman and others,
2015). The total area lost during 2011 was found to be 2.8 km2

(Schellenberger and others, 2015), and compared to fast ice
areas in the range of up to 220 km2, constitutes less than 1.3%
of the total area. The glacial ice area contribution is therefore
expected to be small compared to the sea ice area estimates,
and the separation in time between the peak calving rate
(Luckman and others, 2015) and the sea ice maximum
(Gerland and Renner, 2007) implies that the glacial contribution
to the total fjord ice area estimates is limited. Under some condi-
tions, e.g. icebergs situated in calm open water during cold con-
ditions, it may be possible to separate the two as the icebergs
have higher volume scattering than the surroundings. However,
separation may be hampered by the pixel resolution of the SAR
images, as the effective pixel resolution after multi-looking is
100 m × 100 m and Dowdeswell and Forsberg (1992) found that
few icebergs in Kongsfjorden are larger than 20 m in length.
Therefore, to avoid biasing the length of the freezing season we
use the continuous fjord ice season. Additionally, the fjord ice
cover must be >20 km2 to count towards the length of the con-
tinuous fjord ice season. We suggest that the glacier ice contribu-
tion to the fjord ice cover is limited, though inclusion of glacier
ice within the fjord ice cover estimates cannot be ruled out.
Further investigations where the glacier calving rates are incorpo-
rated into the fjord ice area estimates would be useful, particularly

when assessing the seasonality and the differences between differ-
ent years.

The glacier ice may contribute to the evolution of the fjord ice
though, as melting occurs first around icebergs and freshwater ice
and these areas are hot-spots for the early fast ice break-up
(Svendsen and others, 2002). Surface melting, low wind speed
events and thin ice all lower the backscatter values and thereby
reduce the contrast to the open water areas. Combined, these
three phenomena make the fjord ice classification more challen-
ging, and this is difficult to address without improved
signal-to-noise ratio for the satellite sensors. With the present
sensor configurations, sea ice thickness measurements temporally
overlapping SAR classification maps indicate that when the sea ice
is less than 10 cm thick it was not possible to accurately classify
the ice edge. The difficulty in distinguishing the newly formed
sea ice may impact the accuracy in identifying the start of the
fjord ice season.

5. Results and discussion

Based on the method presented in Section 4, we have established a
robust and validated fjord ice record for two fjords on Svalbard.
The advantage of using daily SAR images is that the freezing
onset and the break-up for the season can be captured with
high spatial and temporal resolution, and that the record is inde-
pendent of daylight and weather. The total fjord ice area esti-
mates, for Kongsfjorden and Rijpfjorden, versus time are shown
in Figure 7. The fjord ice seasons from 2002/03 and onward are
captured in their entirety. Before 2002, the satellite coverage is
sparse and estimates for the length of the freezing season are
more uncertain. Significant fluctuations in the length of the

Fig. 7. Surface fjord ice coverage (in %) for (a) Kongsfjorden between 1991 and 2019 and (b) Rijpfjorden between 2002 and 2019. Data from the different sensors are
marked with different colours. For ERS-1 and ERS-2 the data coverage is not continuous and stem plots are used to indicate the fjord ice coverage for those sen-
sors, whereas ASAR, RS-2 and S-1 have at least twice weekly coverage.
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fjord ice season (Figs. 8a and c), the start and end of the freezing
season (Fig. 8c) as well as the extent of the fjord ice cover can be
observed for both fjords.

In Figure 8c we observe that the timing of the end of the fjord
ice season in Kongsfjorden has some fluctuations between years,
though by and large the fjord ice breaks up in May–June.
However, a trend towards later fjord ice formation can be
observed, where at the start of the time series the fjord ice forma-
tion took place in November–December and for the last years
in February, a shift of ∼2.5 months. For Kongsfjorden the fluc-
tuations between years show a similar pattern to the ice cover
estimates for Isfjorden reported in Muckenhuber and
others (2016). They observed that for Isfjorden the years 2006–
08 and 2012–14 had shorter sea ice seasons, as indicated by
the low number of fast ice days (<20 days). For Kongsfjorden
these years correspond to shorter continuous fjord ice seasons
(<133 days) whereas the years 2009–2011 have longer continuous
sea ice seasons (>160 days) (Fig. 8a). Moreover, the years 2006–
08 and 2012–14 have lower maximum fjord ice area coverage for
both Kongsfjorden (<100 km2) and Isfjorden. It is not possible to
compare the length of the seasons before 2006 as the record in
Muckenhuber and others (2016) then relied on optical images
and the start of the seasons were not covered due to lack of day-
light. This further highlights the need for consistent records rely-
ing on daylight-independent methods. Moreover, the use of a
continuous SAR dataset means that image change-detection
analysis may be used to distinguish the fast ice and the drifting
sea ice.

The daily SAR image acquisitions means that a high degree of
details about the fjord ice season can be captured. We observe that
the years 2003–05 have more stable sea ice conditions and lower
break-up frequency at the start of the freezing season (Fig. 9). The
stability can be observed by the fact that once the ice has formed
the changes in relative coverage are gradual rather than rapid
(smoother transitions in the colour scale), whereas after 2008
the changes in relative coverage occur on shorter time scales
and thereby lead to a higher break-up frequency. The latter can
be observed in the more stripy appearance in Figure 9, implying
that the fjord ice may not be stable enough to ensure continuous
thickening of the sea ice. Sea ice thickness measurements in
Kongsfjorden from 1997 to 2016 show that the sea ice season
of 2003/04 has the thickest observed sea ice (Gerland and
Renner, 2007; Pavlova and others, 2019). In Figure 8a and c we
show a reduced length of the continuous fjord ice season since
the start of the century, possibly as a consequence of thinner
sea ice that may be more susceptible to break-up. The correlation

between the length of the continuous fjord ice season and the
maximum fjord ice area is 0.83. Estimates about the break-up fre-
quency can therefore be used to infer information about sea ice
thickness.

In Figure 9 the shift in time of the year for the sea ice forma-
tion and maximum can be observed for Kongsfjorden and
Rijpfjorden. This correlates well with observations for Isfjorden
and Hornsund by Muckenhuber and others (2016), where they
argue that the increased sea water temperature is responsible
for the delayed fast ice maximum. This is similar to findings in
Nilsen and others (2016), who argue that increased amounts of
warm Atlantic water in the winter months affect the total
fjord ice cover. We found that warmer temperatures recorded in
the WSC (Norwegian Polar Institute, 2019) corresponded to a
reduced maximum fjord ice extent also in Kongsfjorden
(Fig. 8b) and the correlation between the water temperature and
the fjord ice extent is 0.64. Summers with below average water
temperatures followed by long cold winters, e.g. 2003/04, 2004/
05 and 2010/11 (Cottier and others, 2019), correlate with longer
fjord ice seasons with larger areal coverage (Fig. 8). Winters
with above-average water temperatures during the coldest months
(March–May, Cottier and others, 2019), e.g. 2005/06–2007/08,
2011/12 and 2013/14, are correlated with below-average fjord
ice extent as observed in (Tverberg and others, 2019) and
Figure 8b. Such a clear trend is not observed in Rijpfjorden
(Cottier and others, 2019): though the winter with the warmest
sea water temperatures (2016/17) also had the shortest fjord ice
season and lower fjord ice extent, Figure 9b.

An eastward shift of the warmer Atlantic water has reduced the
amount of drifting sea ice in December–March in the north-
eastern part of Svalbard (Onarheim and others, 2014), including
Rijpfjorden, where there is an increased winter sea ice loss
(Isaksen and others, 2016; Hop and others, 2019a). A reduction
in sea ice thickness within the eastern Eurasian Basin has also
been observed by Polyakov and others (2017) and has been attrib-
uted to increased water temperatures due to the eastward shift of
the warmer Atlantic water. Our observations indicate that since
the fjord ice season 2012/13, there has been less abundant fjord
ice in Rijpfjorden in December–March, with a consistent sea ice
coverage not establishing itself until February. The exception to
this is the fjord ice season of 2014/15, and this year was in
Cottier and others (2019) reported to have below average sea
water temperatures in Rijpfjorden during September–November.
Moreover, years with a delayed start of the fjord ice season, e.g.
2004/05, 2012/13 and 2015/16 (Fig. 9b), were in Lind and
others (2018) shown to be years with lower sea ice import between

Fig. 8. The maximum surface area extent for Kongsfjorden is plotted versus (a) the length of the continuous fjord ice season and (b) the West Spitsbergen Current
mean temperature. A continuous season means the time period when the fjord had a continuous fjord ice cover >20 km2. The legend refers to the respective fjord
ice seasons. (c) Show the start and the end of the respective fjord ice seasons for Kongsfjorden.
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Svalbard and Franz Josef Land. Lind and others (2018) found that
since 2003 there has been an overall reduction in the sea ice volume
exchange between Svalbard and Franz Josef Land, though yearly
fluctuations were also observed. The observed warmer water tem-
peratures and reduced sea ice volume may lead to shorter sea ice
seasons in Rijpfjorden or a shift towards a higher proportion of
locally formed fast ice within the fjord.

Here we have only looked into the water temperature effect on
the fjord ice evolution, further studies should also include atmos-
pheric forcings such as temperature, wind and radiative forcing.

6. Conclusions

We found that the presented classification method, providing a
solid base for open water–ice differentiation, is transferable
between a range of different SAR sensors and can therefore be
used to establish consistent fjord ice records. No systematic differ-
ences were observed between the single-channel sensors and the
dual-channel sensors. Given the potential advantage of separating
wind-roughened open water from sea ice in the cross-polarisation
channel we suggest that for long-term sea ice records to utilise
both backscatter channels when they are available.

For Kongsfjorden, the identified fjord ice extent corresponds
well to manually drawn maps covering the same area and the
ice edge corresponds well to the in-situ identified ice edge. The
fjord ice areas observed in 10 and 50 m pixel resolution images
show a good agreement. From this we conclude that the proposed
method can establish robust and reliable fjord ice area records.

Using the fjord ice record we observe that the ice in
Kongsfjorden has a reduced surface areal extent, a shorter fjord
ice season and that the sea ice is now forming later in the year
than at the start of the century. Moreover, there is a good

correlation between the maximum water temperature and the
maximum fjord ice areal extent and the stability of the ice. For
Rijpfjorden we observe a trend towards shorter fjord ice seasons,
possibly a consequence of reduced sea ice north-east of Svalbard
and warmer water temperatures. With the expected continuation
of the operation of S-1 satellites, it will be possible to extend the
fjord ice record into the future.
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