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Technologies such as next-generation sequencing 
have dramatically expanded capacity to gener-
ate genomic data at a reasonable cost, while 

advances in biomedical informatics have created new 
tools for linking and analyzing diverse data types from 
multiple sources. Further, many research-funding 
agencies now mandate that grantees share data. The 
National Institutes of Health’s (NIH) Genomic Data 
Sharing (GDS) Policy, for example, requires NIH-
funded research projects generating large-scale human 
genomic data to share those data via an NIH-desig-
nated data repository such as the Database of Geno-
types and Phenotypes (dbGaP).1 Another example is 
the Parent Project Muscular Dystrophy, a non-profit 
organization that requires applicants to propose a data-
sharing plan and take into account an applicant’s his-
tory of data sharing.2 

The flow of data to and from different projects, 
institutions, and sectors is creating a medical informa-
tion commons (MIC), a data-sharing ecosystem con-
sisting of networked resources sharing diverse health-
related data from multiple sources for research and 
clinical uses.3 This concept aligns with the 2018 NIH 
Strategic Plan for Data Science, which uses the term 
“data ecosystem” to describe “a distributed, adaptive, 
open system with properties of self-organization, scal-
ability and sustainability” and proposes to “modernize 
the biomedical research data ecosystem” by funding 
projects such as the NIH Data Commons.4 Consistent 
with Elinor Ostrom’s discussion of nested institutional 
arrangements, an MIC is both singular and plural and 
may describe the ecosystem as a whole or individual 
components contributing to the ecosystem.5 Thus, 
resources like the NIH Data Commons with its asso-
ciated institutional arrangements are MICs, and also 
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form part of the larger MIC that encompasses all such 
resources and arrangements.

Although many research funders incentivize data 
sharing, in practice, progress in making biomedical 
data broadly available to maximize its utility is often 
hampered by a broad range of technical, legal, cul-
tural, normative, and policy challenges that include 
achieving interoperability, changing the standards 
for academic promotion, and addressing data privacy 
and security concerns. Addressing these challenges 
requires multi-stakeholder involvement.6 To identify 
relevant stakeholders and advance understanding of 
the contributors to an MIC, we conducted a landscape 
analysis of existing data-sharing efforts and facilita-
tors. Our work builds on typologies describing vari-

ous aspects of data sharing that focused on biobanks, 
research consortia, or where data reside (e.g., degree 
of data centralization).7 While these works are infor-
mative, we aimed to capture the biomedical data-
sharing ecosystem with a wider scope. Understanding 
the components of an MIC ecosystem and how they 
interact, and identifying emerging trends that test 
existing norms (such as norms respecting the role of 
individuals from whom the data describe), is essen-
tial to fostering effective practices, policies and gov-
ernance structures, guiding resource allocation, and 
promoting the overall sustainability of the MIC. 

Methods
We conducted a landscape analysis to capture and 
characterize a broad range of data-sharing practices, 
focusing on efforts distributing DNA-derived data and 
related information and other actors facilitating such 
data sharing and utilization. Sharing genomic data 
for research and clinical uses is relatively new, and 
many proposals for improving the future of biomedi-
cal research and clinical care center on genomic data. 
Our review relied exclusively on publicly-available 
information. 

Sampling
We employed a purposeful sampling approach to 
identify data-sharing efforts, and started by working 
on case studies selected by the project team in Octo-
ber 2015. Then from August 2016-January 2017, after 
refining a list of keywords, we conducted an online 
search by entering keywords into Google search to find 
data-sharing efforts that distribute DNA-derived data 
and other actors that facilitate the distribution and 
utilization of such data. Results containing all or some 
of the search terms were examined. Relevant efforts 
were also identified from expert input. Data-sharing 
efforts and facilitators originating outside the U.S. 
were included; however, our search was limited by the 
use of English-language terms. Efforts and facilitators 

reviewed were logged using Microsoft Excel and mon-
itored regularly through August 2018. Efforts sharing 
data derived primarily from non-human organisms 
were not logged.

A total of 679 websites were identified and exam-
ined for inclusion (see Figure 1). Websites of efforts 
that did not share data or facilitate sharing (n=173), 
such as non-research, academic programs, were 
excluded. Since our focus was on the sharing of DNA-
derived data, we excluded biobanks that primarily 
provide biological materials. We also excluded efforts 
sharing data through an external repository (n=49). 
For example, efforts that only share data by depositing 
it into dbGaP were excluded and are instead consid-
ered a type of data contributor in our analysis. Efforts 
that share data but not DNA-derived data (n=12) and 
efforts for which we could not confirm that DNA-
derived data are shared based on the publicly avail-
able information (n=5) were excluded, in addition to 
inactive efforts (n=62) and initiatives that had not yet 
started to share DNA-derived data (n=13). A total of 
327 initiatives were included in the analysis.

Classification and Enumeration
As we initially reviewed search results, the diverse 
mechanisms facilitating the flow of data became 
apparent. To capture the diversity and develop a useful 

Understanding the components of an MIC ecosystem and how they interact, 
and identifying emerging trends that test existing norms (such as norms 

respecting the role of individuals from whom the data describe), is essential 
to fostering effective practices, policies and governance structures, guiding 
resource allocation, and promoting the overall sustainability of the MIC. 
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typology of the data-sharing landscape, the research 
team collaboratively categorized efforts based on their 
observed function, drawing on existing classification 
schemes.8 The process of classification exposed incon-
sistency in how terms were used and the diversity of 
functions and practices among data-sharing efforts. 
While we noted how each data sharing effort described 
itself, we characterized them based on our analysis of 
their primary function in the data-sharing landscape. 

Categories and code assignments were refined itera-
tively by the project team as the research progressed. 
In addition, for some of the categories described 
in this paper, we highlighted efforts fulfilling mul-
tiple functions that fit into more than one category. 
Two members of the research team coded the search 
results. Ambiguities were resolved by consulting addi-
tional members of the research team and reaching 
consensus on assignment to a single category based 
on primary function. Counts and percentages for 
each code were computed using Microsoft Excel. Our 
intent was to develop an empirically-grounded typol-
ogy to present a snapshot of the existing data-sharing 
landscape, but it is not exhaustive. The reported rela-
tive frequency counts and percentages for the codes, 
therefore, reflect the landscape within the parameters 
of our sampling approach. 

Results
Based on the review of the 327 efforts included in 
the final analysis, we identified and defined four dis-
crete categories that capture components of the data-

sharing ecosystem. These categories — data-sharing 
efforts, data-sharing facilitators, data sources, and end 
users — and their respective components are defined 
in Table 1 and described in more detail below.

Data-Sharing Efforts
Our review revealed that multiple efforts from the 
public and private sectors contribute to the ecosys-
tem by collecting — either directly from individuals or 
from intermediaries — and distributing human data. 
These efforts varied, depending on how broadly they 
shared and whether they directly collected the shared 
data or simply aggregated data from other sources. 
Here we describe the types of data-sharing efforts we 
identified.

Controlled- and open-access data-sharing initia-
tives (n=50, 15%) collected biospecimens and data 
from individuals and shared them through open- or 
controlled-access portals. Controlled-access initia-
tives used a gatekeeping process that required a cer-
tain action, such as signing a data-sharing agreement, 
to access data. Some data-sharing efforts offered 
tiered access where some data were openly available 
and other data were controlled access. Individuals 
were usually recruited to share their data via these 
initiatives through: 1) general biomedical research; 2) 
specific research protocols; 3) disease-specific regis-
tries; and 4) open databases. In keeping with tradi-
tional research norms, these efforts typically oper-
ated under Institutional Review Board (IRB) or other 
ethics review body oversight, collected biospecimens 

Figure 1
Selection Process of Efforts Sharing Data or Facilitating Data Sharing
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Category Function Example

1. Data-Sharing Efforts Distribute data through established mechanisms in accordance with 
data-sharing policies and guidelines. 

Aggregators Pool data from published studies, existing datasets, or from direct data 
submissions, and share an output, often through a browser.

UCSC Genome Browser

Closed consortia Share data internally with two or more collaborators, each representing 
a different institution. 

CHARGE

Controlled-access 
data-sharing 
initiatives

Require an action, such as submission and approved application and/or 
a data use agreement, to grant data access. Data may be shared through 
access tiers based on type of data. 

Framingham Heart Study

Open-access data-
sharing initiatives

Offer access to data with no action, such as creating an account or 
submitting an application, required.

openSNP

Repositories Store data, deposited either voluntarily or in fulfillment of a funding 
agency mandate, for distribution and/or archival purposes. 

dbGaP

Selective data-sharing 
initiatives

Provide some thematically linked data from a single or few sources. FLOSSIES

2. Data-Sharing 
Facilitators 

Enable the flow of data through mechanisms that do not involve the 
exchange of datasets.

Brokers Connect individuals to data by: 
Connecting researchers to data shared through a federated network 
of data sources where data initiatives maintain control over data access 
decisions but collaborate by contributing information to the broker 

Beacon Network

OR connecting researchers to individuals who may want to participate 
in research by sharing their data or enrolling in a study. 

NuMe

Data analysis tool 
providers

Provide data analysis tools or a suite of tools to manage, analyze, and/
or share genomic data, often offering a software application to visualize 
output.

Seven Bridges

Indexers Catalog existing databases and provide a web-based query search engine 
yielding location of information in external databases.

CLINVITAE 

Infrastructure 
providers

Offer technological infrastructure in the form of platforms to host a 
data-sharing project or platform-enabling technology developed to 
facilitate data sharing.

Sage Bionetworks

Policy and guideline 
developers

Develop and establish stakeholder-informed policies and guidelines 
promoting data sharing. 

Global Alliance for Genomics and 
Health 

3. Data Sources Supply data into the ecosystem.

Healthcare providers 
and health plans

Translate clinical encounters and related transactions into data that can 
be used for clinical or research purposes. 

Hospitals, healthcare systems, clinical 
laboratories

Researchers Collect and maintain data, or process and store biospecimens that are 
used to generate data that can distributed for further use. 

Investigator-led research laboratories, 
pharmaceutical company research 
divisions, biorepositories

Publishers Implement publication guidelines that require or encourage the 
distribution of datasets corresponding to manuscripts. 

Basic science and clinical journals

4. End Users Adhere to data access procedures and utilize the data. 

Citizen Scientists Seek data for research purposes but typically lack professional training 
in the particular research field or an institutional affiliation.

Members of general public interested in 
genomics, patient-researchers

Clinicians Seek data to inform clinical decision-making. Physicians treating rare diseases

Researchers Seek data under a research protocol, often with institutional oversight. Investigators affiliated with academic 
institutions or pharmaceutical 
companies

Table 1
The Data-Sharing Ecosystem: Components Defined
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and data, and solicited consent from participants to 
share data with other researchers either broadly or in 
keeping with a set of funder policies. Disease-specific 
registries typically recruited individuals to share data 
for general research, as opposed to a specific study 
protocol.

In a departure from traditional research norms, 
a number of data-sharing initiatives relied on indi-
viduals to contribute data received from direct-to-
consumer (DTC) testing or smart-phone applications 
linked to wearable devices and often enrolled indi-
viduals through a website. Individuals were able to 
become end users, taking on the role of a researcher 
(i.e., citizen scientist).9 Open databases, such as open-
SNP and Open Humans, enabled such uses since data 
were available for anyone to access. Open Humans 
also gave data contributors the option to upload a 
picture and a write-up about themselves, in addition 
to sharing data through direct, private communica-
tion with a data seeker. Open databases typically did 
not operate under IRB research oversight, did not fall 
under the purview of health data privacy laws such as 
the Health Insurance Portability and Accountability 
Act (HIPAA), and did not require formal consent for 
participation. Individuals assumed all risks, including 
the risk of personal identification. As the openSNP 
website was noted to state, “There is zero privacy any-
way, get over it.”10 

Selective data-sharing initiatives (n=9, 3%) pro-
vided data access but only to limited datasets, pri-
marily sharing aggregated data analyses from one 
or a few thematically linked sources. For example, 
Fabulous Ladies Over Seventy (FLOSSIES) a public, 
web-based database indicated on their website shar-
ing some demographic information along with allele 
frequencies of genes linked to breast cancer. The study 
population in the database biospecimens cancer-free 
women over the age of 70 whose biospecimens were 
collected as part of the Women’s Health Initiative, and 
some data were made publicly available through the 
FLOSSIES genetic variant database.11

Closed consortia (n=77, 24%) consisted of multi-
institutional research collaborations (often between 
industry and non-profit organizations) that primarily 
shared data internally, among consortium members. 
For example, the website for the company Patient-
sLikeMe had an online forum where patients con-
nected with each other (researchers were also invited 
to access the forum). However, data sharing was noted 
to occur through research partnerships: “We do not 
participate in studies in which we simply provide 
data to researchers. We prefer to be active collabora-
tors in the implementation of the research protocols 
for which patient data will be analyzed.”12 Most closed 

consortia provided limited or no information on the 
terms of their collaboration agreements on their web-
sites; therefore, we have limited information about 
their data-sharing practices. An exception was the 
CHARGE (Cohorts for Heart and Aging Research in 
Genomic Epidemiology) Consortium, which posted 
on their website the consortium’s data-sharing policy 
and expectations of its members. CHARGE noted 
that some data were shared with external research-
ers by depositing datasets from published reports into 
dbGaP.13

Aggregators (n=84, 26%) combined data from mul-
tiple datasets, analyze the data, and publicly share 
their analyses. While some aggregators solely pooled 
data from published studies and/or existing datasets, 
others also offered mechanisms for voluntary data 
submissions. Both types of aggregators shared sum-
mary statistics or metadata analyses, often through a 
public, online browser that facilitated interrogation 
of the data. The University of California Santa Cruz 
(UCSC) Genome Browser was classified as an aggre-
gator because the data available were combined from 
multiple sources, such as the laboratories participat-
ing in the Human Genome Sequencing Consortium, 
and the UCSC Genome Browser provided a publicly 
and freely accessible visualization of the integrated, 
analyzed data.14 

Repositories (n=20, 6%) served primarily to house 
datasets from multiple sources and engage in data cura-
tion to ensure datasets were adequately de-identified 
and met data submission criteria. Aggregators shared 
certain features with repositories, but repositories typi-
cally did not take the additional step of combining and 
analyzing the data. Repositories stored and shared 
individual datasets contributed voluntarily or in com-
pliance with a funding agency mandate and offered 
data through controlled-, open-, or tiered-access (i.e., 
some data open, other data through controlled access 
with a gatekeeper). A few efforts did not fit neatly into a 
single category. For example, the NIH’s GenBank DNA 
sequence database had both aggregator and repository 
features, which included archiving data, synchronizing 
data daily with other U.S. and international databases, 
offering a mechanism for researchers to submit data, 
and publicly sharing aggregated outputs.15

Data-Sharing Facilitators
The following sections describe efforts that facilitated 
the flow and use of data in an MIC ecosystem by con-
necting researchers and other third parties to existing 
data sources, providing critical infrastructure, and 
developing standards. 

Brokers (n=16, 5%) connected individuals to spe-
cific kinds of data. Some brokers were structured as 
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federated networks, where data contributed by mul-
tiple efforts were funneled to a centralized database 
for the purposes of data interrogation, and the indi-
vidual data contributors retained control over access 
to the datasets. We classified the Global Alliance for 
Genomics and Health (GA4GH) Beacon Network as 
such a broker because the Beacon resource had the 
ability to query the multiple participating databases 
to find out if any contained information on a par-
ticular genetic variant.16 Taking the brokering func-
tion further was the Global Alzheimer’s Association 
Interactive Network (GAAIN). GAAIN described its 
data resource as providing output of analyses on data 
from various U.S. and international research efforts, 
including the Canadian Longitudinal Study on Aging 
and the Japanese Alzheimer’s Disease Neuroimaging 
Initiative, that GAAIN formatted based on standards 
established by the Clinical Data Interchange Stan-
dards Consortium for the purpose of data exploration 
and hypothesis development, as the contributing data 
initiatives themselves granted access to the original 
datasets.17

Other brokers connected researchers with indi-
viduals who may want to share data or participate 
in research. MyGene2 was classified as this type of 
broker. Through its website, MyGene2 indicated 
that clinicians and researchers who have contrib-
uted information on individuals with a rare condition 
are given access to phenotypic information for other 
similar individuals and connected to families of those 
affected, as well as to other clinicians and research-
ers.18 MyGene2 also noted its participation in the 
GA4GH Beacon Network. We also classified we clas-
sified Portable Genomics’ NuMe as a broker. NuMe, 
a for-profit enterprise, that offered a mechanism to 
connect researchers to data from NuMe customers. 
NuMe is noteworthy because the company indicated 
that customers would receive monetary compensation 
if their data were to be shared.19 This contrasts with 
traditional research norms, according to which par-
ticipants are not invited to share in any profits from 
the use of their data.

The repositories described above conveniently pro-
vided a “one-stop shop” for data from multiple sources. 
This abundance of data spurred the development of 
independent cataloging efforts, or indexers (n=9, 3%). 
Indexers functioned as a directory, typically offering a 
publicly-accessible, web-based query through which 
users could identify which existing resource, such 
as ClinVar and dbGaP, to access for information of 
interest. CLINVITAE, for example, a free and public 
resource developed by the genetic testing company 
Invitae Corp, directed users to public databases con-
taining information on genetic variants of interest.20

Data analysis tool providers (n=33, 10%) offered 
discrete products to help researchers and others not 
specialized in data analysis to interpret genomic 
and health data. Their tools were intended to help 
researchers manage, analyze, and understand large 
datasets with simple, user-friendly software, often 
through data visualizations. An example is the com-
pany Seven Bridges, with its portfolio of products 
including the Seven Bridges Platform. The Seven 
Bridges Platform, available to U.S. and international 
research projects, was recorded as a data analysis tool 
provider because of its provision of bioinformatics 
analyses of large genomic datasets via Amazon Web 
services and Google Cloud.21 The National Cancer 
Institute’s Cancer Genomics Cloud has implemented 
the Seven Bridges Platform.22

The sharing and storage of vast amounts of data 
was supported by infrastructure providers (n=17, 5%), 
who provided a digital space to host data-sharing 
projects. Synapse Commons, developed by Sage Bio-
networks, a non-profit organization, was one as such 
provider. Synapse has established general commu-
nity guidelines concerning data privacy and security, 
while each research team using Synapse has the dis-
cretion to determine whether to offer data access to 
all or some registered users.23 Other similar projects, 
such as the Platform for Engaging Everyone Respon-
sibly (PEER) created through a partnership between 
a non-profit patient advocacy organization, Genetic 
Alliance, and the company Private Access, Inc., pro-
vided platform-enabling technology that can be used 
by research efforts. PEER has been recognized for its 
user-friendly interface designed to facilitate self-gov-
ernance by giving individuals dynamic and granular 
control over data sharing.24 The HEROIC Registry for 
individuals with hereditary cancer, which we classi-
fied as a data-sharing initiative, integrated the PEER 
platform to achieve its mission of providing a “patient-
centric genetic database.”25

Finally, data-sharing requirements imposed by gov-
ernmental funding agencies, such as the NIH via its 
GDS Policy, and guidelines developed by professional 
organizations, such as the International Committee 
of Medical Journal Editors (ICMJE) proposal on the 
sharing of clinical trial data, are (or in the cases of the 
ICMJE proposal, could become) standard policies 
shaping and regulating the flow of biomedical research 
data.26 Beyond these organizations, we identified 
work by policy and guideline developers (n=12, 4%), 
frequently international, who facilitated the devel-
opment and establishment of stakeholder-informed 
policies and guidelines that promote data sharing. The 
GA4GH, Human Variome Project, and Public Popula-
tion Project in Genomics and Society have developed 
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data-sharing guidelines informed by different global 
perspectives on challenges and best practices.27

Data Sources and End Users
While we did not attempt to quantify the data con-
tributors and end users, we recognize their impor-
tant role in sustaining the flow of data and creating 
value from data. As described in the sections above, 
the data-sharing ecosystem relied on four main con-
tributors of data: 1) individuals, where data entered 
the ecosystem directly from the human beings the 
data describe, for example, through a DTC testing 
consumer’s contribution of her data to an open-access 
data-sharing initiative, or a patient’s use of her HIPAA 
access right to make a similar direct contribution of 
data from her medical record; 2) healthcare providers 
and health plans, where, for example, a healthcare sys-
tem contributed data from medical records including 
DNA-derived data, or medical records were linked to 
DNA-derived data generated for research purposes, or  
a clinical laboratory contributed genetic testing 
results and related information, such as the basis for 

a variant call; 3) researchers, where data entered the 
ecosystem from datasets maintained by individual 
investigators who led laboratories or research organi-
zations such as pharmaceutical companies and biore-
positories that generated data from biospecimens; and  
4) publishers, where datasets corresponding to manu-
scripts were made available to actors in the ecosystem, 
including aggregators and indexers. 

The main end users of the data-sharing ecosystem 
were: 1) researchers accessing data for use in a scien-
tific study who possessed the conventional bona fides 
for access to data maintained by controlled-access 
data-sharing initiatives including an advanced degree 
in a relevant scientific discipline, a research protocol, 
and an institutional affiliation entailing some degree 
of oversight (which could encompass IRB approval);  
2) clinicians accessing data for patient care purposes; 
and 3) citizen scientists, here meaning members of 
the general public with an interest in engaging in 

genomic research, as well as researchers who would 
not be considered qualified to access data according 
to common controlled-access criteria (e.g., laboratory-
based researchers interested in variant information 
but without a specific research protocol, researchers 
with limited resources outside institutional settings 
and lacking access to an oversight mechanism).28 

Discussion
From distributing datasets to brokering relationships 
with potential research participants, data-sharing 
takes many forms, creating opportunities for new 
actors such as technology companies and citizen sci-
ence-friendly open-access data-sharing initiatives. 
The purpose of our typology is not to provide new 
terminology for the field to adopt; rather, the purpose 
is to provide a tool to advance understanding of the 
different efforts and facilitators involved in creating 
an MIC as a whole and their functions. The interac-
tions among the components described illustrate a 
data-sharing ecosystem that is complex and diverse; 
we believe each component is integral in order for an 

MIC as a whole to flourish. For example, 
many closed consortia were research 
partnerships involving multi-sectorial 
collaborators exchanging expertise and 
resources. Further, although closed con-
sortia did not have institutional arrange-
ments for direct sharing of their data with 
non-members, many shared data more 
broadly via NIH-designated repositories 
such as dbGaP (as required by the GDS 
Policy, in the case of NIH-funded consor-
tia). Open databases captured data from 
individuals willing to share their data 

who may otherwise be unrepresented in databases if 
they did not participate in a research study or disease 
registry. Selective data-sharing efforts added utility to 
data that would otherwise lay fallow. Aggregators syn-
thesized vast quantities of data circulating through-
out the ecosystem, made data available efficiently with 
few or no restrictions, and often incorporated features 
that enhance utility for diverse end users. Reusing 
and repurposing existing data, plus allowing for new 
data to be submitted, maximizes the utility of exist-
ing resources, and reduces the costs associated with 
executing new research protocols to collect data.

The diversity of functions represented suggests that 
for the ecosystem to thrive and create value, just shar-
ing data is insufficient; data resources must also be 
searchable and accessible by researchers and clinicians. 
Such features align with the FAIR (Findable, Acces-
sible, Interoperable, and Reusable) Data Principles. 
The FAIR principles promote access and utilization 

From distributing datasets to brokering 
relationships with potential research 
participants, data-sharing takes many forms, 
creating opportunities for new actors such as 
technology companies and citizen science-
friendly open-access data-sharing initiatives
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of existing electronic data, algorithms, and analytical 
tools.29 Indexers helped researchers locate data in large 
databases. Brokers connected data seekers with data 
sources and potential research participants, and data 
analysis tools helped researchers and clinicians advance 
precision medicine goals while also facilitating the 
flow of data. The important role of the actors captured 
under the data-sharing facilitators category suggests 
the need for adequate resources, including funding, to 
support these facilitators of the broad distribution and 
efficient utilization of data in an MIC. Other important 
facilitators of the data-sharing ecosystem were the pro-
viders of technological infrastructure that supported 
the storage and distribution of data and the guideline 
developers who provided a policy roadmap to navigate 
the full array of data-sharing intricacies. 

As described above, some of the data-sharing efforts 
and facilitators captured by our landscape analysis 
departed from traditional research norms, for exam-
ple, with regard to the role of individuals whom the 
data describe. The traditional biomedical research 
paradigm is characterized by minimal involvement 
of these individuals throughout the research pro-
cess. Investigators develop protocols covering prac-
tices such as recruitment and enrollment, informed 
consent, participant compensation, and data sharing 
under the oversight of IRBs and institutional officials. 
Study or registry personnel collect, store, and trans-
mit data. The direct and active role of individuals in 
certain types of data-sharing initiatives — including 
direct contribution and personal control of data and 
unrestricted sharing through simple display interfaces 
— is striking. These kinds of developments may fur-
ther advance a citizen science movement in biomedi-
cal research related to genomics, which many see as 
valuable.30 The success of this movement depends, in 
part, upon adoption of technologies and related poli-
cies that make direct contribution easy (including the 
integration of smartphones or wearable digital devices 
as data collection and transmission tools) and do not 
data limit access to “qualified researchers” with insti-
tutional affiliations and resources. At the same time, 
many citizen science-friendly data-sharing initiatives 
are operating in a relative regulatory vacuum, outside 
the reach of HIPAA and federal research regulation, 
and some commentators argue that new guidelines 
and policies are needed to ensure that individuals con-
tributing data to these initiatives are fully informed 
and protected from potential harms.31 

Further, providing or arranging monetary compen-
sation for individuals as the sources of data was a fea-
ture of some of the newer data-sharing facilitators, such 
as NuMe, captured in our analysis. In the traditional 
research paradigm, participants may be compensated 

for time, effort, and cooperation but typically are not 
paid for their data, and it is common for consent forms 
to contain language specifically disclaiming any plan 
to share profits that may result with participants.32 If 
brokers who pay individuals to share their data suc-
ceed in attracting a large membership, a shift might 
occur, disrupting this traditional approach. Compen-
sating individuals for data is a trend to observe, as it 
raises questions about data ownership, stewardship 
and control while, arguably, promoting fairness by 
acknowledging the value of a person’s genetic infor-
mation.33 As this paper was being finalized, two com-
panies — Luna DNA and Zenome — entered the data-
sharing space promising to compensate individuals 
for their DNA.34 Whether payment is a successful tac-
tic has yet to be determined, but this novel approach 
points to the urgency of the need for further conversa-
tion regarding compensation.

Conclusion
Data sharing involves more than making datasets 
available. We captured how complex multi-stake-
holder involvement will be, given the characteristics of 
the data-sharing ecosystem. Some policy- and norm-
development projects will need representation from 
many or all of the categories of data-sharing efforts 
and facilitators presented above, as well as represen-
tation of data contributors and end users. Our analysis 
also revealed emerging trends related to citizen sci-
ence and paying individuals for their data, challenging 
traditional norms. These trends are worthy of further 
monitoring and study. Recognition of the multiple 
actors facilitating the flow of data and its efficient use 
to create value is critical to understanding and ensur-
ing the growth of a healthy data-sharing ecosystem 
and maintaining its long-term sustainability.
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