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Abstract

The density–depth relationship of the Antarctic ice sheet is important for establishing a high-pre-
cision surface mass balance model and predicting future ice-sheet contributions to global sea
levels. A new algorithm is used to reconstruct firn density and densification rate by inverting
monostatic radio wave echoes from ground-operated frequency-modulated continuous wave
radar data collected near four ice cores along the transect from Zhongshan Station to Dome
A. The inverted density profile is consistent with the core data within 5.54% root mean square
error. Due to snow redistribution, the densification rate within 88 km of ice core DT401 is cor-
related with the accumulation rate and varies greatly over horizontal distances of <5 km. That is,
the depth at which a critical density of 830 kg m−3 is reached decreases and densification rate
increases in high-accumulation regions but decreases in low-accumulation regions. This inversion
technique can be used to analyse more Antarctic radar data and obtain the density distribution
trend, which can improve the accuracy of mass-balance estimations.

1. Introduction

Mass loss from the Antarctic ice sheet will lead to a significant rise in the global sea level under
the influence of climate warming (e.g. Rignot and others, 2011, 2019). The mass of the Antarctic
ice sheet is currently decreasing (Gardner and others, 2018), and some ice shelves have suffered
large-scale collapse and increased basal melting (e.g. Rignot and others, 2013; Liu and others,
2015; Hogg and others, 2017). The entire Antarctic ice sheet has contributed to a sea level
rise of 14.0 ± 2.0mm since 1979, including 4.4 ± 0.9 mm from East Antarctica, making this sec-
tor a major contributor to the overall loss of ice-sheet mass (Rignot and others, 2019).

Ice-sheet mass balance can be estimated using three remote-sensing methods: mass budget
method, satellite altimetry and satellite gravimetry (e.g. Shepherd and others, 2012; Sasgen and
others, 2019). Shepherd and others (2018) estimated the mass balance of the Antarctic ice
sheet during 1992–2017 through the above three methods and found considerable uncertainty
among these methods for East Antarctica; hence, further observations or improvements to
observation methods are needed. The mass budget method relies on a surface mass balance
(SMB) model. The uncertainty of satellite gravimeter estimates mainly comes from the
Glacial Isostatic Adjustment contribution, whereas the satellite altimetry is subject to both
deviations (Zhou and others, 2019); therefore, continental scales are essential for mass-balance
observations. Observations of accumulation rates and firn densification processes can be used
to validate and improve SMB estimates from regional climate models and coupled firn models,
as well as capture behaviours at scales below the resolution of numerical models.

On-site ground observation methods, such as stakes in farms and lines, snow pits, snow
micropens and firn/ice cores, can provide point measurements accumulation rate data with
low spatial resolution (e.g. Eisen and others, 2008; Kameda and others, 2008; Ding and others,
2011; Shepherd and others, 2012; Proksch and others, 2015), whereas airborne or vehicle-
mounted ground-penetrating radar can continuously detect the internal structure of the ice
sheet (Medley and others, 2014).

Yang and others (2020) used frequency-modulated continuous wave (FMCW) radar obser-
vations of the internal reflecting horizons (IRHs) of the ice sheet to estimate the accumulation
rate. The two-way travel time (TWTT) of the reflected signal is converted to depth with an
accurate density measurement and then to the equivalent ice mass in order to estimate the
accumulation between two reflectors. This process requires firn/ice cores along a transect to
obtain the density–age–depth data of the IRHs on the vertical profile. Due to the existence
of isochronous layers, the ages of IRHs can be obtained over hundreds of kilometres from
ice cores (Eisen and others, 2008). The density of multiple firn cores should be averaged to
obtain the regional representative density profile (Laepple and others, 2016). However, it is
very difficult to drill a sufficient number of cores to obtain a representative sample of the
depth–density relationship along the transect. Therefore, a method for obtaining a continuous
density profile is very important for accurately estimating accumulation by radar data. Van den
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Broeke (2008) combined the firn densification empirical model of
Herron and Langway (1980) with a regional climate model to
simulate the depth–density relationship of the entire Antarctic
ice sheet with a spatial resolution of 55 km. Although this method
has been improved by Ligtenberg and others (2011) to achieve a
resolution of 27 km, this is still much lower than the radar reso-
lution, and cannot be used to effectively improve the estimation
accuracy of accumulation rates. Therefore, the direct inversion
of the density profile by radar is useful for understanding small
scale variations in accumulation rate.

The purpose of this study is to establish an inversion method
for determining the ice sheet density within the upper 100 m of
the ice sheet. By analysing FMCW monostatic reflection signals,
a vertical profile of the density–depth relationship can be obtained
that can be used to analyse the densification mechanism and
improve the accuracy of radar estimation of accumulation
(Herron and Langway, 1980; Verfaillie and others, 2012). The the-
oretical basis is that the amplitude of the reflection signal is
related to the permittivity, which depends on the density.

At present, the main method of inverting for ice-sheet density
profiles from radar is based on the reflection travel times mea-
sured during common midpoint surveys. Then methods including
Dix inversion (Dix, 1955), semblance analysis (e.g. Booth and
others, 2010, 2011), interferometry (Arthern and others, 2013)
or IRH propagation time (e.g. Brown and others, 2012) are
used to estimate the reflector depth and wave speed, which can,
in turn, be used to estimate the layer permittivity and converted
to density. Drews and others (2016) also used a similar method
to estimate the thickness and air content of the firn. However,
few papers have obtained continuous inversion density profiles.
This shortcoming may exist because the distance between the
transmitting and receiving antennas needs to be constantly chan-
ged, which makes the data collection process cumbersome. When
data acquisition and density inversion are performed on mono-
static reflection signals, the vehicle or aircraft can be equipped
with both transmitting and receiving antennas to efficiently
obtain the internal structure and density profile of the ice sheet,
which is essential for understanding accumulation rate variability
and analysing the densification mechanism along hundreds of
kilometres of radar lines.

At present, few papers use monostatic reflection signals to invert
for the ice-sheet density profiles. Grima and others (2014) used
radar statistical reconnaissance to invert for the surface density of
Thwaites Glacier. Srinivasamurthy and others (2005) inverted
FMCW radar data for the density and thickness of Arctic sea ice.
In contrast, the density profile of the Antarctic ice sheet increased
exponentially (e.g. Cuffey and Paterson, 2010), showing completely
different characteristics from sea ice. Therefore, a new inversion
method is needed to estimate depth–density profiles from mono-
static radar measurements over grounded ice.

In this study, the theoretical bases of the inversion method are
described. Then, radar waveform simulation and inversion are
performed for the high-resolution ice core data. In order to valid-
ate the inversion method, results are compared to measurements
from four ice cores selected from regions with different topo-
graphic, climatic and densification characteristics. Finally, radar
data taken from within 88 km of ice core DT401 are inverted to
obtain a continuous density profile.

2. Radar theory and data

2.1 Data

2.1.1 Radar data
The 32nd Chinese National Antarctic Research Expedition
(CHINARE) inland team surveyed the Antarctic ice sheet using

FMCW radar (15–30 December 2015). The transect passed
from Zhongshan Station through Taishan Station to Dome A,
covering a total distance of 1280 km (black line in Fig. 1). The
radar was mounted on a vehicle with antennas placed parallel
to each other and separated by 2 m on the left side of the
cabin. The vehicle moved at a constant speed of 14 km h−1 and
the transmitter, receiver and controller performed continuous
measurements.

A number of studies have shown that there are differences in
the densification rate across East Antarctica regions, which are
related to factors such as accumulation rate and temperature
(e.g. Herron and Langway, 1980; Van den Broeke, 2008). To verify
the applicability of the inversion algorithm, we selected four ice
cores along the transect (LGB69, DT263, DT401 and DA2005
in Fig. 1), performed density inversion of the nearby radar data,
and compared the results with the ice core density for error ana-
lysis. Finally, we estimated the continuous density distribution
along an 88 km transect that crosses the location of ice core
DT401 (brown line in Fig. 1) (Table 1).

2.1.2 High-resolution density profile data
In order to verify the density inversion algorithm in this paper, we
studied high-resolution density profiles of ten different locations
(Table 2). These ice cores come from Greenland and the
Antarctic Plateau regions and Antarctic coastal regions. The dens-
ity is measured using a non-destructive logging system, and the
measured intensity of the attenuated gamma-ray beam through
the ice core is converted into a density signal. Wilhelms (1996)
gives the details and background of the method.

2.2 FMCW radar

The upper part of the Antarctic ice sheet is a mixture of air and
ice called firn, where the density varies between 300 and 900 kg
m−3. The path, electromagnetic field strength and waveform of
electromagnetic waves vary with the dielectric properties and
geometry of the medium, and reflections occur where the dielec-
tric properties are discontinuous (Cui and others, 2010). Dall and
others (2010) did not find anisotropy within the upper 200 m of
the ice sheet, so ice anisotropy is ignored in the density inversion
algorithm. In this paper, the internal structure of the ice sheet is
assumed to be parallel snow stratifications with different dielectric
properties. The transmitting antenna produces an electromagnetic
wave with a sweep period of 4 ms. The wave propagates vertically
downwards, and part of the wave is reflected each time it passes
through the interface between stratifications. These reflected sig-
nals are detected by the receiving antenna and combined with
the reference signal generated by a voltage-controlled oscillator
to generate a beat signal.

The time-domain beat signal is represented by the following
formula (e.g. Srinivasamurthy and others, 2005), and the para-
meters are presented in Table 3:

Vbeat(t)=
∑L−1

k=0

AkGk

∏k−1

j=1

Tjcos 2p f0tk+ B
2tswp

tk 2t−tk( )
{ }

+wk

{ }{ }
,

(1)

wk = 2p
tswp
B

f0fk −p
tswp
B

f 2k − dk, (2)

where f0 represents the starting frequency (0.5 GHz), B represents
the bandwidth (1.5 GHz) and tswp is the frequency sweep period
of 4 ms. The amplitude of the reflection signal at the kth interface
is related to the amount of attenuation Ak, the reflection
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coefficient Gk and the transmission coefficient Tj of the jth layer
above the kth interface; fk represents the frequency component
of the kth interface reflection in the beat signal and wk is the
phase information, and it is not related to the initial phase of
the transmitted signal (e.g. Stove and others, 1992).

In view of the frequency sweep period, the bandwidth in the
GHz range and fk in the kHz range, the second term in Eqn (2)
can be omitted, and the phase difference δk is ∼180° (reflection
from interface between high permittivity and low permittivity)
or 0° (reflection from interface between low permittivity and
high permittivity). The TWTT of the signal, τk, is proportional
to fk and can be expressed as follows:

tk = fk
tswp
B

. (3)

Each frequency fk in the beat signal corresponds to a reflection
from a subsurface interface. The determinant of the reflection
interface in the beat signal is the frequency fk, which can be
used to obtain the TWTT of the reflection interface by Eqn (3).
The beat signal is sampled at a rate of 6.25 MS s−1 to obtain
N = 25 000 samples. To reduce the spectrum leakage and improve
the frequency resolution of spectrum transformation, the length
of the beat signal is zero-padded to mN (additional (m − 1)N
zeros, m integer), and then a fast Fourier transform (FFT) is per-
formed (e.g. Okorn and others, 2014). The resulting spectrogram
has many peaks (red line in Fig. 2), and each peak represents a
reflection from an interface.

The location of the kth peak represents the TWTT from the
antenna to the depth dk, and the amplitude AMP of the peak cor-
responds to the amount of attenuation Ak and the transmission/

Fig. 1. Map of the radar traverse route from Zhongshan Station to Dome A shown by a black line. The blue dots indicate the positions of the ice cores (LGB69,
DT263, DT401 and DA2005) used for the density inversion. The brown line indicates the 88 km density profile near ice core DT401, and the red triangles show the
locations of Zhongshan Station (ZHS), Taishan Station (TAS) and Kunlun Station (KUS). The four green shades indicate the average accumulation rate (avg. acc.
rate) from radar along the transect (Guo and others, 2020).

Table 1. GPS, depth, elevation, drilling time, average temperature, average attenuation rate and references for density inversion of the ice cores

Ice core
Latitude

°S
Longitude

°E
Depth

m
Elevation
m a.s.l.

Drilling time
AD

Air temperature
°C

Amount of attenuation within
100 m dB References

LGB69 70°50′07′′ 77°04′29′′ 101.5 1854 2002 −27.2 0.953 Li and others (2012)
DT263 76°32′28′′ 77°01′32′′ 82.5 2800 1998 −43.0 0.320 Zhou and others (2006)
DT401 79°01′000 77°00′000 102.65 3760 1999 −54.3 0.155 Ren and others (2010)
DA2005 80°22′00′′ 77°22′00′′ 109.9 4092.5 2005 −58.5 0.119 Jiang and others (2012)

Table 2. Ten firn core sites with position, mean annual temperature, elevation and density characteristics

Campaign/region Name Latitude Longitude
Elevation

m
Mean annual temperature

°C
RMSE
% Correlation Reference

North Greenland traverse B16 75.9402 −37.6299 3040 −27 19.70 0.962 Schwager (2000)
North Greenland traverse B17 75.2504 −37.6248 2820 13.02 0.994 Wilhelms (1996)
North Greenland traverse B18 76.6170 −36.4033 2508 −30 13.90 0.984 Wilhelms (1996)
North Greenland traverse B21 80.000 −41.1374 2185 −30 52.19 0.612 Wilhelms (1996)
North Greenland traverse B26 77.2533 −49.2167 2598 −30.6 20.50 0.976 Schwager (2000)
North Greenland traverse B29 76.0039 −43.4920 2874 −31.6 11.89 0.986 Schwager (2000)
Berkner Island B25 −79.6142 −45.7243 886 −27 16.56 0.969 Gerland and others (1999)
Dronning Maud Land B31 −75.5815 −3.4303 2669 −42 20.54 0.987 Oerter and others (2000)
Dronning Maud Land B32 −75.0023 0.0070 2882 −42 20.21 0.963 Oerter and others (2000)
Dronning Maud Land B33 −75.1670 6.4985 3160 10.34 0.963 Oerter and others (2000)

Note: RMSE and correlation: fitting result between densification rate and density std dev..
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reflection coefficient (Eqns (6), (7) and (11)). These parameters
can be expressed by the following formulas:

AMP = Ak × Gk ×
∏k
j=1

Tj, (4)

tk = 2dk
c

����
1eff

√
, (5)

where εeff is the effective permittivity between the antenna and the
kth interface and c represents the vacuum electromagnetic wave
velocity. The definitions of the reflection coefficient Gk and trans-
mission coefficient Tj are as follows (e.g. Okorn and others, 2014):

Gk = �����
1k+1

√ − ���
1k

√
)/(

�����
1k+1

√ + ���
1k

√( )
, (6)

Tj =
����������
1− |Gj|2

√
. (7)

An analysis of Eqns (4–7) reveals that the amplitude of each
peak in the beat signal spectrum is directly related to the dielectric
behaviour between layers (εk+1 and εk). Landau and Lifschitz
(1982) addressed the dielectric behaviour of firn/ice in the form
of a complex-valued relative permittivity ε in Eqn (8):

1 = 1′ − 1′′i, (8)

where the real part ε′ is the relative permittivity. Kovacs and
others (1995) proposed an empirical formula between the density

ρ (kg m−3) and the real permittivity ε′ as follows:

1′ = (1+ 8.45× 10−4r)2. (9)

According to Fujita and others (2000) and Matsuoka and
others (2010), the real part of the relative permittivity is also a
function of the ice temperature, although it only causes a differ-
ence of <1%, which is much smaller than the crystal structure
change during the densification process. Therefore, we do not
consider the effect of temperature on the real part.

In this paper, we consider reflections in the upper 100 m of the
ice sheet where density is the main cause of reflection, and the
imaginary part can be ignored (i.e. Miners and others, 1997,
2002; Eisen and others, 2003; Arcone and others, 2004). The
density tends to be constant when below 200 m, although some
layers in the ice sheet are rich in volcanic aerosols due to snowfall
and volcanic eruptions, which will cause abrupt changes in the
imaginary part ε′′ and generate reflections (Millar and others,
1982). Since the imaginary part is much smaller than the real
part in the upper 100 m, ice is a low-loss medium (Zirizzotti
and others, 2014). The attenuation constant αk and the amount
of attenuation Ak are given as follows (e.g. Ulaby and others,
2010):

ak = 1
2
sk

������
m/1′

√
, (10)

Ak = exp(−2akdk). (11)

Since ice is a non-magnetic material, the vacuum permeability is
μ = 4π × 10−7 Hm−1. Equation (10) shows that the attenuation
constant αk depends on the conductivity.

Acidity and salinity have linear effects on conductivity
(MacGregor and others, 2007) and affect the attenuation constant.
In coastal areas, wind carried salt from the ocean will increase the
conductivity of the ice sheet with new snow accumulation,
whereas the oceanic effect in inland areas (>100 km from the
coast) can basically be ignored (Gow, 1968). The study area in
this paper is >160 km from the coast; therefore, we ignore the
spatial variability of acidity and salinity along the transect.

Given the ∼30°C surface temperature difference along the
transect, we calculate the temperature-induced variation in con-
ductivity (Table 1; MacGregor and others, 2007; Zirizzotti and

Table 3. Properties of beat signal and ice-sheet parameters

Parameter Description Value

Vbeat The time-domain beat signal
L The number of ice layers in firn
f0 Start frequency 0.5 GHz
B Bandwidth 1.5 GHz
tswp Frequency sweep period 4 ms
Ak The amount of attenuation of the kth layer
αk Attenuation constant of the kth layer
Gk Reflection coefficient of the kth interface
Tj Transmission coefficient of the jth layer

above the kth interface
μ Vacuum permeability 4π × 10−7 H m−1

fk Frequency component of the kth interface
reflection in the beat signal

wk Phase information of the kth interface of beat
signal

δk The phase difference after the electromagnetic
wave passes through the kth interface

180°/0°

τk Two-way travel time (TWTT) between the
antenna and the kth interface

N Number of samples 25 000
AMP Amplitude of the spectral peak
dk Depth of the kth layer
εeff The effective permittivity between the antenna

and the kth interface
c The vacuum electromagnetic wave velocity 2.99 × 108 m s−1

εk Relative permittivity of kth layer
ε
′

Real part of relative permittivity
ε
′ ′

Imaginary part of relative permittivity
ρ Firn density
σ Conductivity
σ0 The average conductivity of the DML core 23.16 μSm−1

E0 Activation energies 0.33 ± 0.03 eV
k Boltzmann’s constant 1.380649 × 10−23

Tr Standard temperature 258 K
T Annual average surface temperature

Fig. 2. Density is inverted from the amplitude (AMP) and TWTT (τk) of the spectral
peak of the beat signal. The spectrum amplitude of the beat signal is related to
the permittivity difference between layers, and the permittivity depends on the
density.
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others, 2014):

s = s0exp − E0
k

1
Tr

− 1
T

( )( )
, (12)

where E0 = 0.33 ± 0.03 eV represents the mean activation energy
(MacGregor and others, 2007), k is Boltzmann’s constant and
Tr is the temperature 258 K. Using Eqn (12), we can calculate
the effect of temperature change on the attenuation rate. We
find that there is a significant difference in the attenuation rate
within the firn column (Table 1), so the attenuation coefficient
must be corrected before inverting for density.

Since the available conductivity measurements along this tran-
sect are non-existent, we use the average conductivity (σ0 = 23.16
μS m−1) of the DML cores B31, B32 and B33 collected by Oerter
and others (2000) with similar atmosphere and accumulation rate
to calculate the attenuation coefficient. The conductivity must be
recalibrated to the average temperature at each site in order to cal-
culate the local attenuation rate, which is needed to compensate
the radar power for attenuation losses.

In summary, we establish the density inversion algorithm
based on the following assumptions: (1) the signal reflection is
only caused by the permittivity difference, whereas conductivity
differences in the vertical profile caused by snowfall and other
sources (e.g. salt and ash) are ignored. (2) The conductivity is
assumed to be constant and not a function of either depth or dis-
tance along the transect. (3) As an ice sheet is composed of layers
of differing permittivity and birefringence (Fujita and others,
2006), we can simulate the FMCW radar reflections of upper
100 m ice sheets using horizontal layered structures (Eisen and
others, 2003).

2.3 Radar processing

2.3.1 Radar trace processing
The amplitude of each peak in the beat signal spectrum has a dir-
ect relationship with the permittivity. The permittivity of the next
layer εk+1 can be estimated by combining the reflected signal
amplitude, the permittivity of the upper layer εk and Eqns (4, 6
and 7). When the surface permittivity of the ice sheet is known,
we can extract the peak of the spectrum and obtain the permittiv-
ity along the entire vertical profile through continuous recursion
and convert the permittivity to density using Eqn (9).

However, the peak of the radar record is not a reflection caused
by the sudden change in permittivity; since the firn can be divided
into many thin layers, the peaks are formed by the interference
among many weak reflections caused by tiny permittivity differ-
ences (e.g. Harrison, 1973; Clough and others, 1977). According
to the high-resolution (5 mm) ice core data (Oerter and others,
2000), the density of adjacent thin layers also shows obvious dif-
ferences in permittivity. Since the permittivity varies within the
ice sheet, a reflected wave will be generated when the wave propa-
gates from a low to high permittivity or a high to low permittivity
layer, although the phase difference δk (Eqn (2)) will differ by
180°. Okorn and others (2014) proposed using δk to determine
whether the peak is caused by the permittivity increase or
decrease. We found that the amplitude and phase is affected by
spectrum leakage, which leads to uncertainty of δk and incorrect
permittivity trends. However, if we assume that density increases
monotonically with depth, then the permittivity and hence dens-
ity trend can be extracted from a smooth fit to the radar reflect-
ivity, eliminating the influence of permittivity variability.

Since the permittivity contrast between air and firn massively
exceeds the ice-sheet surface density variability (Grima and
others, 2014), the maximum spectral peak amplitude at the

surface is normalised to 1. According to Eqn (1), the amplitude
generated by the ice-sheet surface only requires the reflection
coefficient. Therefore, we use the surface density to estimate the
reflection coefficient at the surface, which is used for inverse
renormalised transformation, convert the amplitude of the radar
record into the reflection coefficient that can be used to recur-
sively invert the density profile.

2.3.2 Verification processing method
The radar trace actually reflects the std dev. of density within a
given depth interval, rather than densification rate, where the lat-
ter is used to express the change of density with depth in this
paper (Lewis and others, 2015). We have not found enough evi-
dence to show a direct link between the density variability and
the densification rate. However, both variables show similar pat-
terns, that is, they rapidly decrease with depth, and this rate of
change gradually slows with depth (Freitag and others, 2004;
Hörhold and others, 2011). Therefore, we show that the two are
correlated, and we fit and compare the ice core density std dev.
with the average densification rate (the first derivative of dens-
ity–depth relationship) across a moving average of 0.1 m to test
this hypothesis.

Taking ice core B16 as an example, the densification rate and
std dev. of the ice core density are normalised to [0,1] and fitted,
which the fitting residual of the fourth-order polynomial function
is the lowest. We used the same method to analyse the remaining
ice cores, and the minimum residual function was used to fit the
densification rate and the density std dev..

The root mean square error (RMSE) and correlation of the fit-
ting results of the densification rate and the density density stand-
ard deviation is shown in Table 2, most of which have similar
fitting results. The profiles present similar characteristics ‘cross-
over’ (green and blue lines in Fig. 3a), which gradually decreasing
with depth and increasing again in the middle of the firn column
(Freitag and others, 2004). The cross-over characteristic of density
variability leads to the lowest fitting residuals of fourth-order
polynomials at most sites, but the exponential function has the
lowest fitting residuals in B33 (red line in Fig. 3b).

However, the green and blue lines in Figure 3a are not com-
pletely consistent: the densification rate is lower at 0–25 m and
higher at 25–70 m. If we input the std dev. instead of the densifi-
cation rate of ice core B16 into the density inversion algorithm in
Section 3, the density above 25 m will be overestimated, but the
error will decrease as the depth increases.

The average densification rate of B21 within the upper 30 m is
only 0.18, which is much lower than the average density std dev.
(0.34), resulting in an RMSE between the fitted densification rate
and density std dev. of 52.2%, and the correlation is only 0.612. In
Table 2, the RMSE of the ice cores except for B21 is within 20%
and the correlation is >0.9, which can be used to judge whether
the density std dev. is similar to the densification rate.
According to the statistical data in Table 2, the density std dev.
can be used as a proxy for the normalised densification rate in
parts of Greenland and Antarctica. It is best to confirm the feasi-
bility of this proxy in the study area through the above criteria
before density inversion, and choose the polynomial or exponen-
tial function formula with the lowest residual for fitting.

3. Inversion

The density profile is obtained from the radar data by the follow-
ing process:

1. Obtain the surface density and permittivity.
2. Convert the original radar data into a frequency spectrum by a

zero-padded FFT; record the amplitude and TWTT of the
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spectrum peaks, which is fitted by the function with the smal-
lest residual error (exponential or polynomial function).

3. Renormalise the fitted spectrum to the reflection coefficient
profile, and record the reflection coefficient at the TWTT of
each peak.

4. Calculate the average permittivity of the next layer from the
reflection coefficient profile by Eqns (6–7, 11) and obtain the
thickness of the layer by multiplying the TWTT between the
peaks with the wave velocity of the next layer.

5. Recursively obtain the permittivity of the entire vertical
section.

6. Convert the permittivity to density by Eqn (9).

4. Simulation, sensitivity tests and ice core inversion

Before analysing the FMCW radar data collected on a site in East
Antarctica, we establish a theoretical model and verify the inver-
sion algorithm through simulated radar data. Accounting for the
change in density with depth, we input the ice core permittivity
data with high depth resolution (5 mm) into the beat signal
model and then perform the density inversion based on the gen-
erated waveform spectrum to verify the effectiveness of the inver-
sion method.

4.1 Simulation

4.1.1 Modelling the radio-echo reflection
We will simulate the radar waveform at ice core LGB69 and com-
pare it with the radar record to demonstrate that the beat signal
simulation method is feasible. We model the ice sheet as a 1-D
layered structure, the anisotropy of ice is ignored and only the
variability of permittivity are considered.

The beat signal is simulated using Eqn (1) and the radar para-
meters in described in Section 2.2, including radar operating
frequency (0.5–2 GHz), bandwidth (1.5 GHz) and sweep period
(4 ms), and does not consider the characteristics of the radar sys-
tem such as transmit power or antenna gain. For first-order simu-
lations, layers are flat and stacked on top of one another
(Leuschen, 2001). We determine the reflection coefficient, trans-
mission coefficient and attenuation of each interface according
to the permittivity profile of the ice core LGB69 and use Eqn
(5) to calculate the TWTT. The parameters are input into Eqn
(1) to simulate the reflected signal of each interface and sum it
to obtain the beat signal. Due to the lack of the permittivity mea-
surements of ice core LGB69, we use Eqn (9) to estimate permit-
tivity from the measured density. Therefore, we use cubic spline

interpolation to improve the depth and permittivity sampling of
LGB69. Finally, the permittivity profile and radar parameters
are input into the simulator to generate beat signal time-domain
waveforms. To perform a comparison with radar records, the
simulated beat signal is also subjected to low-pass filtering and
discrete sampling to simulate the influence of electronic equip-
ment, and we use FFT to convert the simulated beat signal to
the frequency domain.

We normalised the amplitude of the model and radar profile
as shown in Figure 4. The ice core was drilled in 2001, and the
radar detection time was 2015, and the 2001 surface was covered
by ∼5.02 ± 0.24 m in the 14 year period (Guo and others, 2020).
We choose the average surface density of 470 kg m−3 within 5 m
of the ice core, and use Eqn (9) to estimate the average relative
permittivity is 1.95, and the electromagnetic wave speed is
∼0.21 m ns−1, so the TWTT in the increased snow is ∼48 ns,
and we remove the radar waveform in this range (Fig. 4b).

The features of the model and radar are similar, with many
large-amplitude reflections occur at the top of the ice sheet
(within the upper 10 m). The green dashed line in Figure 4b indi-
cates several typical peaks that are dated, indicating that the beat
signal simulation model can indeed reproduce the reflection
inside the ice sheet via density and permittivity. However, the
amplitude of some peaks is different (e.g. the layer formed by
1970 and 1941), and some sharp peaks in the radar record are
not shown in the simulated track (e.g. 45–65 m). We believe
that the reason is that the depth resolution of LGB69 is only
0.5 m, resulting in a relatively smooth density profile produced
by cubic spline interpolation, and the actual ice core density fluc-
tuates more severely, resulting in the underestimation of the peak
amplitude. The underestimated amplitude will affect the inver-
sion; therefore, we test our inversion algorithm against simula-
tions from high-resolution ice core data to ensure that our
method is robust against small-scale variability in the depth–
density profile.

4.1.2 Density profile inversion algorithm
Hörhold and others (2011) showed that the statistical microstruc-
tural properties and the densification of the density profiles in the
regions where they collected ice cores in Antarctica are similar;
therefore, we selected DML cores B31 and B33, which have simi-
lar temperature and accumulation conditions to those of ice core
DT263, and DT263 is the ice core closest to the transect and was
inverted in Section 4.3. We input the permittivity data of two
DML cores (5 mm depth resolution) into the beat signal model
to simulate the spectrum waveform for density inversion and

Fig. 3. Densification rate and density std dev. of the ice core. (a) The densification rate and density density standard deviation of ice core B16 and the fourth-order
polynomial fitting results and (b) the fitting densification rate and density density standard deviation of ice cores B21 and B33.
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analyse the influence of the spatial resolution, surface density and
bandwidth on the inversion algorithm.

Using the different fitting functions (i.e. exponential or poly-
nomial function), we build a 1-D layered model with a resolution
of 5 mm based on the measured permittivity at ice cores B31 and
B33 and use the method in Section 4.1.1 to simulate the beat sig-
nal, the lack of near-surface data for ice core B31 is set to the per-
mittivity of the closest layer. The length of the signal is
zero-padded to mN (m = 40; N = 25 000) using FFT, and the
result is normalised as shown by the black line in Figures 5a, c.

The fitting result with the minimum residual of the spectral
peak is shown as the blue line in Figure 5. We input the ice
core permittivity measurements to Eqn (6), and then smoothing
the results using a 1 m moving average to calculate the reflection
coefficient, and compare it with the fitted peaks. It is found that
there is a correlation between them (the correlation coefficient of
B31 is 0.83, and B33 is 0.97), which shows that it is feasible for the
fitted radar trace peaks to represent the reflection coefficient.
Because ice core B31 lacks a near-surface section of the original
data, the correlation coefficient is reduced.

The fitted peak is directly related to the reflection coefficient,
which depends on the density std dev. (Lewis and others, 2015).
It can be seen from Section 2.2 that the density std dev. corresponds
to the densification rate at ice cores B31 and B33. Therefore, the
peak fitting function can be converted into an average reflection
coefficient through the renormalisation of the surface reflection coef-
ficient, and represent the densification rate for density inversion.

A polynomial and an exponential function are used to fit the
peak of ice cores B31 and B33, respectively (blue line in Figs 5a,
c). After discretisation, this value is combined with the average
surface permittivity (1.61 at B31, 1.66 at B33) and the fitted
peak to estimate the permittivity of the next layer through Eqns
(4, 6 and 7); the permittivity along the entire vertical profile
can be obtained through continuous recursion and converted to
density by Eqn (9), resulting in RMSEs of 3.68% at B31 and
1.69% at B33 with the moving average ice core density of 5 m win-
dow. We believe that the larger error of ice core B31 is due to the
incomplete permittivity data (within 5–10 m) published by Oerter
and others (2000).

4.2 Sensitivity test

4.2.1 Influence of small-scale fluctuations in density
To study the sensitivity of the inversion to the small-scale fluctua-
tions in the density profile, we test a range of density profiles
moving averaged using windows of size 0.07, 0.15 and 0.3 m,
and invert the simulated radar trace for the density profile. The
results are shown in Figure 6.

A larger size of moving average window can reduce the std dev.
and increase the depth of local minimum/maximum points without
changing the average density. In the inversion algorithm, the spec-
trum is renormalised to the reflection coefficient and then recursively
inverted to obtain the density profile, so the amplitude spectrum
determines the densification rate. Since the frequency spectrum
has been normalised in the inversion algorithm, so the absolute
level difference between the beat signals can be eliminated.
Therefore, the average amplitude of the 0.005–0.3m window is simi-
lar (0.062, 0.060, 0.059 and 0.058, respectively), causing the inversion
results of moving average at different depth intervals are similar.

The first local minimum point of the fitted peak of the 0.3 m
window is deeper (black line in Fig. 6a), resulting in a higher
densification rate between the ice-sheet surface and the local min-
imum point, and overestimating the inverted density within the
upper 30 m.

The inversion algorithm is sensitive to small-scale fluctuations
in the density profile, which will cause density errors at local
depths, but still show the average density distribution along the
vertical profile.

4.2.2 Influence of radar bandwidth
Radar bandwidth is an important factor related to resolution.
Kanagaratnam and others (2001) found that the FMCW radar
has the strongest response in the 0.5–2 GHz frequency band, so
we tested 0.3, 0.5, 0.8 and 1 GHz bandwidths to simulate the
beat signal and invert for the density at ice core B31. The results
are shown in Figure 7.

The depth resolution of the radar will decrease as the band-
width decreases. And the bandwidth does not affect the depth
of the local minimum/maximum of the density std dev., so the

Fig. 4. Comparison of the beat signal simulation model and
radar record. (a) Density profile of ice core LGB69; the pink
dots are the measured density of the ice core and the black
line is the cubic spline interpolation result. (b) Simulation
frequency domain waveform (red line) based on the interpo-
lated density; radar record around LGB69 (blue line). The
radar records generated by the snowfall during the time per-
iod from the drilling of the ice core to the radar detection
are excluded. Five green dashed lines are randomly selected
to compare the peaks of the two beat signals, and the age of
the layer is marked on the right (Li and others, 2012). (c) The
frequency domain waveform of the shaded area in (b).
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density inflection point does not shift compared with that shown
in Figure 6b.

We found that due to the low radar resolution in the 0.3 GHz
bandwidth, the local maximum/minimum in the spectrum can-
not be distinguished, so the fitting residual of the exponential
function is the smallest, resulting in a relatively smooth density
profile without obvious inflection points, and the density near
60 m is overestimated.

The amplitude of the simulated radar traces varies with band-
width. Although the density profiles in 0.5–1 GHz bandwidths are
not completely consistent, the absolute level difference between
the beat signals is eliminated by the normalisation in the inversion
algorithm, and as a result, the inverted density still reflects the
average density trend of ice core.

Based on the above simulation, we believe that the inversion
method does not have strict bandwidth constraints, but the band-
width alone can cause significant changes in the inverted profile.

Therefore, it is necessary to be cautious when comparing the
results of different radar systems, and choose the function with
the smallest residual error to fit the peak of the spectrum.

4.2.3 Influence of surface density
The surface density or surface permittivity of the ice sheet is
necessary for inversion and is the beginning of the recursion,
which determines the inverted average density. To understand
the sensitivity of the inversion to this parameter, we inverted
the density profile in the surface density range between 280
and 380 kg m−3. The results are shown in Figure 8. The surface
density strongly impacts the inverted density profile, but the
densification profile (rate of change of density with depth)
remains similar. Since Ding and others (2011) measured the sur-
face density along the same transect used in this paper, we con-
tinue to use the measured surface density for inversion.
However, it is clear that the quality absolute density

Fig. 5. Simulated radar trajectory and density inversion results at ice cores B31 (a, b) and B33 (c, d). (a, c) The black line is the spectrogram of the beat signal
model; red dots are peaks of the spectrum; the green line is the reflection coefficient of the ice core and the blue line is the fitting result of the peak. (b, d)
Measured density (grey line), 1000-point moving average density profile (red line) and inversion density (blue line).
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measurements obtained by this method depend heavily on the
reliability and representativeness of the surface density measure-
ments to which they have normalised.

4.3 Density inversion around ice cores

The densification rates vary across the Antarctic ice sheet
(e.g. Herron and Langway, 1980; Van den Broeke, 2008). In gen-
eral, as the distance from the coast increases, the depth of the firn/
ice transition increases and the surface density decreases (e.g. Van
den Broeke, 2008). This trend is related to factors such as the
accumulation rate, redistribution of snow and surface temperature
(e.g. Herron and Langway, 1980; Van den Broeke, 2008;
Ligtenberg and others, 2011). Guo and others (2020) divided
the transect from Zhongshan Station to Dome A into four areas
based on the surface topography and meteorological characteris-
tics. We selected ice cores from each area and compared the mea-
sured densities with the inversion results to evaluate the
performance of the inversion method in this study.

The received signal has been amplified, mixed and sampled
inside the radar system. Since we do not know the radar para-
meters such as transmit RF power, antenna gain, etc., it is difficult
to directly calibrate the received power to the absolute level of the

reflection coefficient. Therefore, the length of the signal is zero-
padded to mN (m = 40) using FFT, and we normalise the spec-
trum to [0, 1]. As shown in Section 2.3, we use the ice core density
to estimate the surface reflection coefficient of the ice sheet to
renormalise the fitted spectral peak of the beat signal.

We performed coherent superposition and incoherent super-
position in order to reduce the incoherent noise. After experi-
menting with the number of traces, we need to use at least 40
traces of data for coherent averaging. The density profile is
unlikely to change suddenly over the course of densification,
the radar data near ice core DA2005 are taken as an example;
only the last trace among every ten traces is retained to reduce
the data volume and calculation time, and test the effect of aver-
aging between 40 and 200 traces. The theoretical maximum width
of firn sampled by a trace can reach 0.278 m. The results show
that the influence of width on the density RMSE is <1%, and a
width of 180 traces (resolution: 0.278 × 180 × 10 = 500 m) pro-
duces the inversion with the least RMSE. Theoretically, the inver-
sion result from a set of coherently averaged radar traces is the
average density within 500 m (Arthern and others, 2013).
Therefore, we select 500 m long segments radar data near the
four ice cores to invert for the average density profile.

The above methods are used to invert the radar data near the
four ice cores in Section 2.1 for density. The density profile (black

Fig. 6. Inverted density and peak fitting results of the original ice core data (green line) and the moving average of 0.07 m (blue line), 0.15 m (red line) and 0.3 m
(black line). (a) The fitted spectral peak of the beat signal; (b) inverted density, ice core density (grey line) and 1000-point moving average density (yellow line).

Fig. 7. Inverted density of 0.3 GHz (green line), 0.5 GHz (red line), 0.8 GHz (blue line)
and 1 GHz (black line) bandwidths at ice core B31.

Fig. 8. Density inversion results using surface density of 280–380 kg m−3.
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line) and the densification rate (red and green line) are shown in
Figure 9. The ice core density is fitted by smoothing spline and
interpolated to increase the sampling. Finally, the densification
rate of the ice core is obtained by calculating the first derivative
of the density–depth relationship.

The firn/ice within the upper 100 m is divided into three areas
according to the rate of change of density with depth, and these
areas are separated by the grey lines in Figure 9. Herron and
Langway (1980), Breton (2011) and Hörhold and others (2011)
used different division methods for the first area.

Herron and Langway (1980) and Breton (2011) reported that
the first area (densification I) is between the ice-sheet surface
and 550 kg m−3, whereas Hörhold and others (2011) reported
that it is between the surface and the density std dev. inflection
point, which has a density of 600–650 kg m−3 (grey line in
Fig. 9). The rapid compression of low-density layers results in
the highest densification rate near surface of the ice sheet.

The second area (densification II) lies between the end of
densification I and 830 kg m−3; here, the densification rate
increases first and then decreases, and the main densification
mechanism of the former is interparticle bond growth and

particle deformation, whereas the latter is only particle deform-
ation (Breton, 2011).

The third area (densification III) is the area with density below
830 kg m−3, where the pores are closed off from the atmosphere
and each other. The main densification factor in this zone is air
pore compression, and the densification rate decreases rapidly
(Herron and Langway, 1980).

The critical density values of the four ice cores are shown in
Table 4. They present similar characteristics: (1) we did not
observe a sharp change in the densification rate at the density
of 550 kg m−3; (2) the density–depth rate of change near the sur-
face is high, with a rapid drop to a local minimum in the change
rate at a density of 600–700 kg m−3, followed by a second relative
maximum. The density of the inflection point in LGB69 and
DT401 is greater than that of Hörhold and others (2011) and
(3) the firn/ice transition depth increases with the distance from
the coast except in ice core DT401. The anomaly of DT401 is
caused by the snow redistribution by wind, which will be dis-
cussed in detail in Section 5. These characteristics correspond
to the conclusions of Hörhold and others (2011), so we regard
the inflection point as the end of the first densification zone.

Fig. 9. Comparison of density profiles of ice cores LGB69 (a), DT263 (b), DT401 (c) and DA2005 (d) and inversion results. The blue dots are the ice core density, the
black line is the density inversion result, the red line is the densification rate of the inverted density (first derivative of the density–depth relationship), the green
line is the ice core densification rate and the grey dashed line is the inflection point of the density variability and the location of 830 kg m−3.
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The inversion densification rate reflects the trend of the ice
core density std dev., which decreases with depth and increases
again in the middle of the firn column. And each ice core has
unique regional characteristics, which are related to factors such
as the accumulation rate, redistribution of snow and temperature
(e.g. Herron and Langway, 1980).

(1) LGB69: the difference between density std dev. and the densi-
fication rate may lead to the overestimation of density deeper
than 60 m, and the densification rate of the ice core within
35–60 m only experienced a small increase far less than the
inverted density, making the RMSE reach 2.24%. This ice
core is located near the coast, resulting in a relatively high-
accumulation rate (235 kg m−2 a−1; i.e. Fujita and others,
2011; Verfaillie and others, 2012); thus, the fresh snow is
quickly buried and experienced higher overburden pressure,
which increased the densification rate during the densifica-
tion I stage (Ligtenberg and others, 2011). Moreover, firn sin-
ters rapidly in densification II due to the relatively warm
climate (Van Den Broeke, 2008).

(2) DT263: the inversion result is consistent with the density
characteristics and the inflection point depth of the ice
core. The concavity of the densification profile flips between
47 and 65 m is completely opposite, the average inversion
densification rate below the inflection point is 3.8 kg m−4,
whereas that of the ice core is 4.0 kg m−4, resulting in a simi-
lar density–depth relationship between the inverted density
and ice core. As noted in field surveys, the annual accumula-
tion rate is low (111 kg m−2 a−1), a strong wind crust devel-
ops, and mass volatilisation occurs (Frezzotti and others,
2005; Ding and others, 2011). The wind densifies the surface
and the effect of grain settling is small (Sugiyama and others,
2012); as a result, the average densification rate in densifica-
tion I is the lowest at only 5.92 kg m−4.

(3) DT401: the inversion result is similar to the trend of densifi-
cation rate and the average densification rate (5.7 and 5.5 kg
m−4, respectively) of the ice core, but the density RMSE is the
highest due to the large variability in the ice core density. In
the densification III stage, similar to the ice core density, the
inverted density exceeds the theoretical pure ice density of
917 kg m−3 at depths >90 m (Qin and others, 2000).
Chemical species and solid dust particles may affect the struc-
ture, mechanical properties and sintering behaviour of ice,
leading to a density increase.

(4) DA2005: this ice core is located in Dome A and shows good
inversion results. This is one of the lowest accumulation rate
regions in Antarctica, and the climate is cold (−58.5°C; Hou
and others, 2007), resulting in a relatively stable and slow
densification process. The densification rate of the ice core
does not have an obvious inflection point, and the inversion
result reflects the densification process, and the RMSE is the
smallest.

5. Density profile around Dome A

In Section 4, we mentioned that surface density measurements are
needed to infer the surface reflection coefficient. The distance
between ice cores DT401 and DA2005 is 150 km, and the reflec-
tion coefficient profiles obtained by renormalisation of the radar
data are similar (std dev.: 2.8%), probably because both are high-
altitude locations with low-accumulation rates. We use the surface
reflection coefficient of DA2005 to begin the density inversion for
DT401, which results in a density RMSE of <1%. Therefore, the
surface properties of the two ice cores are similar, and we do
not need continuous surface reflection coefficient data when
inverting the continuous density profile between two ice cores,
although this only holds where environmental conditions remain
consistent.

Ding and others (2011) measured the vertical average density
of the upper 0.2 m ice sheet along the same transect, which can be
used for the density inversion of ice core DT401 and the transect
88 km to the southwest. The density profile within the upper
100 m obtained by inversion of radar data collected on this
transect is shown in Figure 10.

Several studies have suggested that the critical densities of
550 kg m−3 and 830 kg m−3 can be used to analyse the densifica-
tion process (e.g. Herron and Langway, 1980), which are shown as
black solid lines and black dotted lines in Figure 10a. We find that
the trend of the depth of the 550 kg m−3 critical density is the
same as that of the ice-sheet surface density along the transect,
that is, deeper critical depth occurs with lower surface densities.
The std dev. of the depth of the 830 kg m−3 critical density is
5.37 m, which is larger than that of 550 kg m−3 (1.04 m), so we
focus on the depth variability of 830 kg m−3, which can more
obviously reflect the trend of densification rate along the transect.

Guo and others (2020) divided the transect from Zhongshan
Station to Dome A into four different regions, and the present
study area falls within zone 3, which is 1080 km from the coast,
with the highest elevation and one of the lowest accumulation
rates in Antarctica (Ma and others, 2010). The slope of zone 3
is steep, the elevation changes in the range of 3728–4000 m,
with an average slope of 3.09 m km−1, and is affected by southwest
winds (from right to left in Fig. 10). The strong katabatic winds
redistribute snow, which leads to large fluctuations in accumula-
tion rate, and affect the snow densification rate (Frezzotti and
others, 2004; Ding and others, 2011). The densification rate will
increase with the accumulation rate (e.g. Lundin and others,
2017), which can be compared with the average densification
rate from the ice-sheet surface to the depth of the 830 kg m−3

to verify the feasibility of the inversion algorithm. We believe
that it is necessary to input parameters such as wind speed and
surface slope to quantitatively analyse the spatial variability of
the densification rate, but this is not the focus of this paper, so
we only make a qualitative comparison here.

The densification rate and accumulation rate show a similar
trend at the first 73 km transect in Figure 10b (correlation:

Table 4. Critical values in the inversion density profiles for the ice cores

Ice
core

Avg.
surface
density
kg m−3

Depth at
550

kg m−3

m

Depth
error at
550

kg m−3

m

Depth of
inflection
point
m

Density of
inflection
point
kg m−3

1st avg.
densification

rate
kg m−4

Depth at
830 kg
m−3

m

Depth
error at
830

kg m−3

m

Second avg.
densification

rate
kg m−4

Accumulation
rate

kg m−2 a−1

Density
RMSE
%

LGB69 415 11.03 −0.45 34.69 691.93 7.98 62.60 0.40 4.95 235 3.53
DT263 440 15.19 −0.24 29.79 616.44 5.92 85.18 – 3.86 111 2.24
DT401 360 13.44 −0.14 34.91 721.29 10.35 61.04 −0.05 4.16 28 5.54
DA2005 386 23.77 −0.80 48.56 663.62 5.72 98.57 0.04 3.32 27 1.97

Note: First avg. densification rate: the average densification rate from the ice-sheet surface to inflection point in density std dev.; second avg. densification rate: the average densification rate
at the depths between the inflection point in density std dev. and 830 kgm−3; and density RMSE: root mean square error between the inverted density and the ice core.
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0.48). In general, the densification rate increases at the accumula-
tion rate peak and decreases at the accumulation rate trough (e.g.
∼4 and 6 km in Fig. 10b), which is consistent with Hörhold and
others (2011). This finding demonstrates that our density inver-
sion retrieves profiles consistent with what we would expect
from the physical conditions on the ice sheet.

The depth of the second critical density (830 kg m−3) signifi-
cantly increases due to the proximity to Dome A (after 73 km),
which is consistent with the climate models of Van den Broeke
(2008) and Ligtenberg and others (2011). We speculate that as
the transect approaches Dome A, that is, closer to the ice divide,
and the wind speed and the slope of the ice-sheet surface both
drop, resulting in a lower densification rate (Fujita and others,
2015).

Guo and others (2020) reported the correlation between accu-
mulation and surface topography in this region. We suggest that
the spatial variability of the densification rate can also show a simi-
lar pattern; that is, the low densification rate typically occurs lee-
ward of large slopes, and the high densification rate tends to
appear downwind of surface depressions with relatively low slopes.

6. Conclusions

This paper describes a method for the inversion of ice-sheet dens-
ity profiles using FMCW radar data. We first simulate and verify
the inversion algorithm through the following four tests:

(1) The beat signal simulation model is compared with the radar
record around ice core LGB69. The radar signal at ice core
LGB69 is simulated, which shows that the reflection profile
of the ice sheet can be reproduced using profiles of density
and permittivity.

(2) The simulation and inversion of beat signals based on the
high-resolution (5 mm) ice cores B31 and B33 show that it
is feasible for the fitted radar trace peaks to represent the
reflection coefficient. Therefore, we propose a renormalisa-
tion method based on the surface reflection coefficient to

convert the fitted peak into an average reflection coefficient
and represent the densification rate for density inversion.

(3) To study the sensitivity of the inversion method to radar
bandwidth and small-scale density variability, we use the
moving average of the ice core permittivity and different
bandwidths to simulate beat signal and inversion density,
and we obtain a similar density–depth relationship.

(4) We show that the surface density is a necessary prior param-
eter for the inversion, and is the beginning of the recursion,
which determines the inverted average density.

The depth–density relationship is related to factors such as the
accumulation rate, temperature and wind. Therefore, four ice
cores from regions with different climate characteristics were
selected along the transect from Zhongshan Station to Dome A,
and the closest 500 m of radar data was used to validate the dens-
ity inversion.

The average densities of the areas around the four ice cores
were inverted by radar, and the density profiles were divided
into three sections by inflection points in the densification rates
which seem to correspond strongly with different modes of densi-
fication. Due to the warm climate and high-accumulation rate, the
densification rate is high in ice core LGB69. Due to the influence
of the wind crust and mass volatilisation around ice core DT263,
grain settling is not obvious, resulting in the smallest average
densification rate. The RMSE is the largest in ice core DT401
due to the fluctuation in the measured density. Ice core
DA2005 at Dome A has a stable and slow compaction process.

We also analysed the radar data in the area with a low tem-
perature and low-accumulation rate within 88 km southwest of
DT401 and found that the strong katabatic winds erode the
snow, causing snow redistribution, which leads to large fluctua-
tions in the accumulation rate and densification rate along the
transect. Moreover, the densification rate increases at the accumu-
lation rate peak but decreases at the accumulation rate trough.

The entire inversion process is dependent on the surface dens-
ity, surface reflection coefficient and the correlation between

Fig. 10. Comparison of the ice-sheet density profile, ele-
vation (black line) and average accumulation rate (red
line) within ice core DT401 and along radar transect
88 km to the southwest. (a) The green line is the position
of ice core DT401, the black line is the critical density of
550 kg m−3 and the black dashed line is show the critical
density of 830 kg m−3. (b) The average accumulation
rate for 1350–2016 comes from Guo and others (2020);
the blue line is the average densification rate from the
ice-sheet surface to the depth of 830 kg m−3 along the
transect.
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density std dev. and densification rate. A representative snow
core can meet the demand of reflection coefficients within at
least 150 km for the specific region we analysed. The radar density
inversion method can achieve better results at high altitudes and
low-accumulation rate areas. A small amount of liquid water will
cause strong reflections and signal attenuation; therefore, it is dif-
ficult to perform this inversion in wet snow zones. The size and
distribution of the percolation zone are annually transient in
Antarctica and some high-altitude areas of Greenland (Brown
and others, 2012). The infiltration and refreezing of surface
meltwater into the snow layer will cause a temporary increase
in ice-sheet density variability and average density, which is not
a severe concern in most of East Antarctica, although it cannot
be ignored on the Greenland coast.

The maximum inversion RMSE of the four ice cores is 5.54%,
which is similar to the accuracy of the common midpoint method
(5%, Brown and others, 2012; 6%, Arthern and others, 2013). It is
best to confirm the correlation between the density std dev. and
the densification rate before density inversion, which limits the
study area of the inversion algorithm, but the obvious advantage
is the efficient data collection process. Data extraction, analysis,
inversion and imaging operations do not require manual inter-
vention; therefore, a corresponding data analysis system can be
established to automatically process the dataset.

The inverted density can be combined with the densification
model (e.g. Herron and Langway, 1980; Arthern and others,
2010) to estimate the expected shape of the depth density distri-
bution to further constrain the inversion results. With the intro-
duction of radar parameters to the simulation, the received
power can be calibrated to an absolute level for echo power com-
parison to invert the reflection coefficient for the density of the
ice-sheet surface. In the modelling process, the anisotropy of ice
is not considered; therefore, more factors can be considered to
build a more complex inversion algorithm and fully utilise the
information contained in the monostatic reflection signals.

After the algorithm is improved in future research, all radar
data from Zhongshan Station to Dome A will be inverted to ana-
lyse the spatial variability of compaction along the transect. This
study can be combined with on-site observations to further study
the densification mechanism and effectively improve the estima-
tion accuracy of accumulation rates from radar (Yang and others,
2020). By analysing airborne FMCW radar data, continuous pro-
files of density and IRHs can be generated for hundreds of kilo-
metres, which can improve our understanding of local
accumulation rate variability.

Data. All the data presented in the paper are available for scientific purposes
upon request to the corresponding author (douyk8888cn@126.com).
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