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Values at T -tuples of negative integers of twisted

multivariable zeta series associated to polynomials of

several variables

Marc de Crisenoy

Abstract

We consider twisted multivariable zeta series associated to polynomials of several vari-
ables. We introduce a new class of polynomials, namely HDF , that contains strictly non-
degenerate and hypoelliptic polynomials. For polynomials belonging to the HDF class, we
show that we can extend holomorphically our series to CT . Then, thanks to a new princi-
ple called ‘the Exchange Lemma’, we give very simple formulae for the values of our series
at T -tuples of negative integers. Finally, we make the p-adic interpolation of those values.
Thus, we have generalized the results of Cassou-Noguès (that she used to construct the
p-adic L-functions of totally real fields) in two ways: we consider multivariable series and
our series are associated to more general polynomials. In addition, our proof is completely
different.
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Introduction

Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] and µ1, . . . , µN be complex numbers of modulus 1. To these data
we can associate the following multivariable zeta series:

Z(Q;P1, . . . , PT ;µ1, . . . , µN ; s1, . . . , sT ) =
∑

m1�1,...,mN�1

(
∏N

n=1 µmn
n )Q(m1, . . . ,mN )∏T

t=1 Pt(m1, . . . ,mN )st

where (s1, . . . , sT ) ∈ CT .
In this article we will always assume that

∀t ∈ {1, . . . , T}, ∀x ∈ [1,+∞[N , Pt(x) > 0 and
T∏

t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Then Z(Q;P1, . . . , PT ;µ1, . . . , µN ; s1, . . . , sT ) is an absolutely convergent series when �(s1), . . . ,
�(sT ) are sufficiently large. We will say that the series is twisted when all of the µt are different
from one and non-twisted when they are all equal to one.

The complexity of these series lies in the polynomials Pt, so the authors studied these series for
several classes of polynomials.

The issue of meromorphic continuation
The meromorphic continuation to C of these series was proved in the non-twisted and monovariable
(i.e. T = 1) case by Mellin (P with positive coefficients [Mel01]), Mahler (elliptic case [Mah28]),
Cassou-Noguès (positive coefficients case for polynomials with two variables [Cas83]), Sargos (non-
degenerate case [Sar84]), Lichtin (hypoelliptic monovariable case [Lic88]) and Essouabri (H0S case
[Ess97]) Definitions of some of these classes are recalled at the beginning of § 1.

In fact, these results extend easily (in their respective classes) to the multivariable case (see, for
example, [Lic91] and [Ess95, p. 74]).

When the µn are roots of unity, the meromorphic continuation is clearly a consequence of the non-
twisted case, but when they are not, we have to use the path used in [Ess97]. As a conclusion, it is a
simple adaptation of the work of Essouabri to see that under H0S the series can be meromorphically
extended to CT for any µ1, . . . , µN of modulus 1.

Katsurada and Matsumoto [KM96], Akiyama and Ishikawa [AI02], Matsumoto and Tanigawa
[MT03], Zhao [Zha00], Ishikawa [Ish02], and Egami and Matsumoto [EM02] gave simple proofs of
the existence of meromorphic continuation. However, they only considered special cases of linear
forms.

The issue of values at negative integers
The monovariable and non-twisted case when P = P1 is a product of linear forms. Shintani [Shi76]
showed that the negative integers are not poles and gave formulae for the values at those points.
Thanks to this, he gave a new proof of a result of Klingen and Siegel: for any totally real number
field K, we have ζK(−k) ∈ Q for all k ∈ N.

Eie also studied this case in [Eie96].
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Values of twisted multivariable zeta series

In [Cas79], Cassou-Noguès studied the twisted case for T = 1 when P1 is a product of linear
forms. She gave formulae at negative integers adapted to p-adic interpolation. This allowed her
to construct the p-adic L-functions associated to number fields and to solve crucial arithmetic
conjectures.

In [Cas82] she generalized her work to the T = 1 polynomial with positive coefficients, still in
the twisted case. Using similar methods, Chen and Eie (in [CE01]) gave very simple formulae for the
values at negative integers, but they did not achieve the link with the formulae of Cassou-Noguès
that are useful for p-adic interpolation.

The methods of Cassou-Noguès do not appear to extend easily to more general settings, that is,
the case T � 2, or the case of degenerate polynomials.

The works of Akiyama, Egami and Tanigawa [AET01], Akiyama and Tanigawa [AT01], Arakawa
and Kaneko [AK99], Apostol and Vu [AV84] deal with the values in the multivariable setting and
non-twisted case. They deal with special cases of linear forms.

Presentation of this work
Although the H0S class contains both non-degenerate and hypoelliptic polynomials, it is too large for
our purposes. Indeed, one might hope that for any polynomial P belonging to H0S, the continuation
of any twisted zeta series Z(Q,P, µ, s) would be entire. We give an example Pex that shows that this
is not the case. This leads us to introduce a subset HDF of H0S that still contains strictly all non-
degenerate and hypoelliptic polynomials. The first main result of this paper shows that if P1, . . . , PT

belong to HDF , then any twisted series Z(Q;P1, . . . , PT ;µ1, . . . , µN ; s1, . . . , sT ) has a holomorphic
continuation to CT (Theorem A). The second main result of this article is Theorem B. This gives
a very simple expression for the value at any T -tuple of negative integers of these holomorphically
continued series. This generalizes the result of Cassou-Noguès [Cas79, Cas82] to the multivariable
case where the polynomials P1, . . . , PT , T � 1 belong to HDF . Our proof is quite different than that
of Cassou-Noguès and is based on a simple ‘Exchange Lemma’. This is a new idea whose proof can
only be given in a multivariable setting. The formulae we obtain also generalize those of Chen and
Eie in [CE01]. Using these formulae we are then able to prove our third main result, Theorem C.
This shows that the values at T -tuples of negative integers of a large class of twisted series (in T
variables) can be p-adically interpolated.

Notation

Set N = {0, 1, 2, . . . }, N∗ = N − {0}, J = [1,+∞[, and T = {α ∈ C | |α| = 1}. The real part
of s ∈ C will be denoted by �(s) = σ and its imaginary part by �(s) = τ . If x ∈ Qp, set
vp(x) = ordp(x). Set 0 = (0, . . . , 0) ∈ RN and 1 = (1, . . . , 1) ∈ RN . For x = (x1, . . . , xN ) ∈ RN

we set |x| = |x1| + · · · + |xN |. For z = (z1, . . . , zN ) ∈ CN and α = (α1, . . . , αN ) ∈ RN
+ we set

zα = zα1
1 . . . zαN

N . For t ∈ {1, . . . , T} we denote et = (0, . . . , 0, 1, 0, . . . , 0) ∈ NT . Define e : C → C
by e(z) = exp(2iπz) . Given P =

∑
α∈NN aαXα ∈ R[X1, . . . ,XN ], we define P+ ∈ R[X1, . . . ,XN ]

by P+ =
∑
α∈NN |aα|Xα.

The notation f(λ,y,x) �y g(x) (uniformly in x ∈ X and λ ∈ Λ) means that there exists
A = A(y) > 0, that does not depend on x or λ, but could a priori depend on other parameters
and, in particular, on y, such that for all x ∈ X and all λ ∈ Λ, |f(λ,y,x)| � Ag(x). When there is
no ambiguity, we will omit the word uniformly and the index y. The notation f 	 g means that we
have both f � g and g � f .

Convention

In this work we will say that a series defined by a sum over N � 1 variables is convergent when it
is absolutely convergent.
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1. Statements of main results

Let us first recall a few definitions.

Definition 1.1. We say that P ∈ R[X1, . . . ,XN ]\{0} is non-degenerate if P (x) 	 P+(x) (x ∈ JN ).

Clearly the polynomials with positive coefficients are non-degenerate.
The following proposition characterizes the non-degenerate polynomials according to their

growth performance on JN . The proof is given in [Dec03].

Proposition 1.2. Let P ∈ R[X1, . . . ,XN ] satisfying P (x) > 0 for all x ∈ JN . Then P is non-
degenerate if and only if for all α ∈ NN (∂αP/P )(x) � x−α (x ∈ JN ).

Definition 1.3. We say that P ∈ R[X1, . . . ,XN ] is hypoelliptic if

∀x ∈ JN , P (x) > 0 and ∀α ∈ NN \ {0}, ∂αP

P
(x) −−−−−→

|x|→+∞
x∈JN

0.

In [Ess97], Essouabri introduced a new class of polynomials as follows.

Definition 1.4. We say that P ∈ R[X1, . . . ,XN ] satisfies H0S if

∀x ∈ JN , P (x) > 0 and ∀α ∈ NN ,
∂αP

P
(x) � 1 (x ∈ JN ).

It is clear that this class contains both non-degenerate and hypoelliptic polynomials on JN .
What is less clear is that this inclusion is strict. Essouabri gave the following example.

Example 1.5. Let Pex = (X − Y )2X + X ∈ R[X,Y ]. Then Pex satisfy H0S but P is degenerate and
is not hypoelliptic.

In the H0S class, the extension of a twisted series is not always holomorphic.

Proposition 1.6. We have that Z(1, Pex,−1,−1, ·) has a meromorphic extension to C with a single
pole at s = 1, which is simple. The residue at s = 1 is equal to π/sinh(π).

This will be proved in § 3.4.

Remark 1.7. It follows from the algebraic independence of π and eπ that π/sinh(π) is transcendental.

Thus, to show that a twisted series has a holomorphic extension to C, we have to restrict to a
subclass of H0S. So we introduce a new class of polynomials.

Definition 1.8 (HDF hypothesis). Let P ∈ R[X1, . . . ,XN ]. Then P is said to satisfy the weak
decreasing hypothesis (denoted HDF in the rest of the article) if:

• for all x ∈ JN , P (x) > 0;
• there exists ε0 > 0 such that for α ∈ NN and n ∈ {1, . . . , N}: αn � 1 ⇒ (∂αP/P )(x) �

x−ε0
n (x ∈ JN ).

The proof of the first point of the following remark is easy and is given in [Dec03, p. 48].
Points (2), (3) and (4) are clear.

Remark 1.9.
(1) Let P ∈ R[X1, . . . ,XN ] satisfy HDF. Let us denote I = {n | P depends effectively on Xn}.

Then
P (x) −−−−−−−−−→∑

n∈I xn→+∞
x∈JN

+∞.

(2) The class HDF is stable under product.

As a consequence, we have the following.
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(3) If P1, . . . , PT satisfy HDF , then
T∏

t=1

Pt(x) −−−−−→
x→+∞
x∈JN

+∞ ⇐⇒
T∏

t=1

Pt(x) depends effectively on all variables.

(4) For P1, . . . , PT ∈ R[X1, . . . ,XN ] we have

T∏
t=1

Pt(x) depends effectively on all variables

⇐⇒ for all n there exists t such that Pt depends effectively on Xn.

The condition on the right-hand side is very easy to verify.

It is clear from the preceding definitions that the HDF class is contained in H0S and contains
both hypoelliptic and non-degenerate polynomials. We are now going to give a simple method to
construct polynomials satisfying HDF but that are degenerate and not hypoelliptic. So the HDF
class is strictly larger that the union of the class of non-degenerate polynomials with the class of
the hypoelliptic polynomials. The result is as follows.

Lemma 1.10. We assume that P ∈ R[X1, . . . ,XN ] is non-degenerate and is not hypoelliptic. We
assume that Q ∈ R[X1, . . . ,XN ] is hypoelliptic and degenerate. Then PQ is degenerate and is not
hypoelliptic.

Furthermore, since the class HDF is stable under product, PQ satisfies HDF , so we have obtained
what was required.

The preceding lemma is an obvious consequence of the following lemmas.

Lemma 1.11. Let P and Q ∈ R[X1, . . . ,XN ]. We assume that for all x ∈ JN , P (x) > 0 and that P
is degenerate, but that Q is not. Then PQ is degenerate.

The proof is in [Dec03].

Lemma 1.12. Let P and Q ∈ R[X1, . . . ,XN ]. We assume that P is hypoelliptic. We assume that Q
satisfies Q(x) > 0 for all x ∈ JN and is not hypoelliptic. Then PQ is not hypoelliptic.

The proof is easy with the Leibniz formula.
We now come back to our series. Under the HDF hypothesis the twisted series Z extends

holomorphically. More precisely we have the following.

Theorem A. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] and µ ∈ (T \ {1})N .
We assume that P1, . . . , PT satisfy HDF and that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Then Z(Q;P1, . . . , PT ;µ; ·) extends to CT as an entire function.

To study the values of Z(Q;P1, . . . , PT ;µ; ·) on (−N)T , the key lemma is as follows.

Exchange Lemma. Let Q,P1, . . . , PT , Q1, . . . , QT ′ ∈ R[X1, . . . ,XN ]. We assume that:

• P1, . . . , PT , Q1, . . . , QT ′ satisfy HDF ;

•
T∏

t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞ and

T ′∏
t=1

Qt(x) −−−−−→
|x|→+∞
x∈JN

+∞.
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Let µ ∈ (T \ {1})N and k = (k1, . . . , kT ) ∈ NT , � = (	1, . . . , 	T ′) ∈ NT ′
. Then

Z

(
Q

T ′∏
t=1

Qt
�t ;P1, . . . , PT ;µ;−k

)
= Z

(
Q

T∏
t=1

Pt
kt ;Q1, . . . , QT ′ ;µ;−�

)
.

Remark 1.13. (1) Justification of the interest of this lemma. Let us consider the case T = T ′ = 1
with Q = 1. Let us assume that P1 is ‘complicated’ and that Q1 is ‘simple’. The Exchange Lemma
gives Z(Q�1

1 ;P1;µ;−k1) = Z(P k1
1 ;Q1;µ;−	1). In principle, the left-hand side should be difficult to

evaluate, whereas the right-hand side should be easier to evaluate. The equation indicates that an
a priori hard problem (evaluation of the left-hand side) is actually easier than one might think.

(2) Justification of the study of multivariables series. It is true that the Exchange Lemma is
meaningful for series in T = T ′ = 1 variable. However, to prove the Exchange Lemma in the
monovariable setting, we need to use series in T + T ′ = 2 variables. This justifies, if required,
the use of multivariable series.

Remark 1.14. In the previous works, the existence of a holomorphic continuation and the calculus
of the values were simultaneously worked out. Here it is absolutely not the case: we have two
independent steps.

Definition 1.15. For µ ∈ T, we set ζµ(s) = Z(1;X;µ; s) =
∑

m�1(µ
m/ms).

To illustrate how to use the Exchange Lemma, we easily deduce a theorem giving the values of
the general series Z at points −k ∈ (−N)T in terms of the values at negative integers of a much
simpler series ζµ. This result also extends those obtained by Cassou-Noguès [Cas82] and Chen and
Eie [CE01].

Theorem B. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ]. We assume that: P1, . . . , PT satisfy HDF and
that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Let k = (k1, . . . , kT ) ∈ NT and write Q
∏T

t=1 P kt
t =

∑
α∈S aαXα. Let µ ∈ (T \ {1})N . Then

Z(Q;P1, . . . , PT ;µ;−k) =
∑
α∈S aα

∏N
n=1 ζµn(−αn).

An interesting corollary, arithmetic in nature, now follows as an immediate consequence of
formulae for ζµ at negative integers (cf. Lemma 5.7) and of Theorem B.

Corollary 1.16. Let K be a subfield of R. Let Q,P1, . . . , PT ∈ K[X1, . . . ,XN ]. We assume that
P1, . . . , PT satisfy HDF and that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

For any µ ∈ (T \ {1})N and k ∈ NT we have Z(Q;P1, . . . , PT ;µ;−k) ∈ K(µ1, . . . , µN ).

The Exchange Lemma is a general principle of calculus of values at T -tuples of negative integers;
we can also apply it to a class of integrals Y (see § 2 and § 4.3).

A suitable p-adic interpolation for the function −k → Z(Q;P1, . . . , PT ;µ;−k) is only possible
provided that one restricts the series to lattice points m such that p � Pt(m) for each t. The second
main result of the paper is the following. Its proof is based on Theorem B.

Theorem C. Let p be a prime number. We fix a field morphism from C into Cp (left implicit
in the discussion and by means of which one calculates |x|p for any x ∈ C). Let Q,P1, . . . , PT ∈
Z[X1, . . . ,XN ] and µ ∈ (T \ {1})N . We assume that:
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(i) P1, . . . , PT satisfy HDF , and that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞;

(ii) for all n ∈ {1, . . . , N}, |1 − µn|p > p−1/p(p−1).

We set

Z̃(Q;P1, . . . , PT ;µ; s) =
∑

m∈N∗N

∀t∈{1,...,T}, p�Pt(m)

µmQ(m)
T∏

t=1

Pt(m)−st .

Let r ∈ {0, . . . , p − 2}T . Then there exists Z̃r
p(Q,P1; . . . , PT ;µ; ·) : Zp

T → Cp continuous such that

for all k ∈ NT satisfying kt ≡ rt mod (p − 1) for all t ∈ {1, . . . , T}, we have

Z̃r
p(Q;P1, . . . , PT ;µ;−k) = Z̃(Q;P1, . . . , PT ;µ;−k).

2. Analytic properties of certain functions Y defined by means of integrals

The proof of Theorem A, given in § 3, uses an integral representation of each twisted series Z(Q;P1,
. . . , PT ;µ; s) as a finite sum of integrals Y (s) = Y (Q;P1, . . . , PT ; f1, . . . , fN ; s), defined in § 2.1. An
important ingredient in the proof is therefore a precise description of the analytic continuation of
each such integral Y in s. The main result of this section is proved in § 2.3. This shows that if each
Pt is in the class HDF , then each function Y can be extended from some open set in which each σt

is sufficiently large to CT as an entire function.

2.1 Precise definition of the functions Y

Definition 2.1. Let Q,P1, . . . , PT ∈ C[X1, . . . ,XN ] and N1 ∈ {0, . . . , N}. We assume that for all
t ∈ {1, . . . , T} and all x ∈ [−1, 1]N1 × JN−N1 , Pt(x) /∈ R−. Furthermore, we take f : [−1, 1]N1 → C
continuous and fN1+1, . . . , fN : [1,+∞[ → C continuous and bounded. For s ∈ CT we define

Y (Q;P1, . . . , PT ; fN1+1, . . . , fN ; f ; s)

=
∫

[−1,1]N1×JN−N1

Q(x)
( T∏

t=1

Pt(x)−st

)
f(x1, . . . , xN1)

( N∏
n=N1+1

fn(xn)
)

dx.

Lemma 2.2. Let Q,P1, . . . , PT ∈ C[X1, . . . ,XN ] and N1 ∈ {0, . . . , N}. We assume the following.

(a) For all t ∈ {1, . . . , T} we have:

• for all x ∈ [−1, 1]N1 × JN−N1 , Pt(x) /∈ R−;
• |Pt(x)|  1 (x ∈ [−1, 1]N1 × JN−N1).

(b)
T∏

t=1

|Pt(x)| −−−−−−−−−−−−−→
|x|→+∞

x∈[−1,1]N1×JN−N1

+∞.

Furthermore, we take f : [−1, 1]N1 → C continuous and fN1+1, . . . , fN : [1,+∞[ → C continuous and
bounded. Then there exists σ0 > 0 such that s �→ Y (Q;P1, . . . , PT ; fN1+1, . . . , fN ; f ; s) exists and is
holomorphic on {s ∈ CT | ∀t ∈ {1, . . . , T}, σt > σ0}.
Proof. (1) Choice of an ε. Thanks to the Tarski Saidenberg theorem there exists ε > 0 such that

T∏
t=1

|Pt(x)| 
( N∏

n=N1+1

xn

)ε

(x ∈ [−1, 1]N1 × JN−N1).
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(2) Proof of the existence of σ0. Let σ0 ∈ R, that will be fixed in the following. Let K be a
compact of CT included in {s ∈ CT | ∀t ∈ {1, . . . , T}, σt > σ0}.

• Let t ∈ {1, . . . , T}. Then |Pt(x)|  1 (x ∈ [−1, 1]N1 × JN−N1) so there exists c > 0 such that
for all x ∈ [−1, 1]N1 × JN−N1 |Pt(x)| � c. For all, x ∈ [−1, 1]N1 × JN−N1 , c−1|Pt(x)| � 1 so
σt > σ0 ⇒ (c−1|Pt(x)|)σt � (c−1|Pt(x)|)σ0 .
Thus, we have |Pt(x)|σt  |Pt(x)|σ0 (x ∈ [−1, 1]N1 × JN−N1 , s ∈ K). Then, |Pt(x)st | =
|Pt(x)|σt exp[−τt arg Pt(x)] so

|Pt(x)st |  |Pt(x)|σt (x ∈ [−1, 1]N1 × JN−N1 , s ∈ K).

Thanks to what precedes, we deduce that |Pt(x)−st | � |Pt(x)|−σ0 .

• So we have
T∏

t=1

Pt(x)−st �
( T∏

t=1

|Pt(x)|
)−σ0

(x ∈ [−1, 1]N1 × JN−N1 , s ∈ K).

From now on we assume that σ0 > 0. Then
T∏

t=1

Pt(x)−st �
( N∏

n=N1+1

xn

)−σ0ε

(x ∈ [−1, 1]N1 × JN−N1 , s ∈ K).

We denote q = max{degXn
Q | N1 + 1 � n � N} (we can obviously assume that Q �= 0). We obtain

Q(x)
( T∏

t=1

Pt(x)−st

)
f(x1, . . . , xN1)

N∏
n=N1+1

fn(xn)

�
( N∏

n=N1+1

xn

)q−σ0ε

(x ∈ [−1, 1]N1 × JN−N1 , s ∈ K).

We are led to make the following choice:

σ0 =
q + 2

ε
> 0.

The theorem that guarantees the holomorphy of a function defined as an integral allows us to
conclude.

2.2 The B class
Definition 2.3. For r ∈ R we define

B(r) = {f : [r,+∞[ → C | ∃(fn)n∈N, fn : [r,+∞[ → C,

C∞ bounded satisfying f0 = f and ∀n ∈ N, f ′
n+1 = fn}.

Lemma 2.4. Let r ∈ R and f ∈ B(r). Then we have the following.

(1) There is one and only one sequence (fn)n∈N where fn : [r,+∞[ → C such that:

• fn is C∞ bounded;
• f0 = f ;
• for all n ∈ N, f ′

n+1 = fn.

(2) For all n ∈ N, fn ∈ B(r).

Proof. (1) Let (fn)n∈N and (gn)n∈N both satisfy the hypotheses of the lemma. Let us prove by
induction on n that for all n, fn = gn. It is clear for n = 0. If we have fn = gn, then f ′′

n+2 = f ′
n+1 =

fn = gn = g′n+1 = g′′n+2. As f ′′
n+2 = g′′n+2, so fn+2 − gn+2 is of the form x �→ ax + b. However, we are
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on [r,+∞[ and fn+2−gn+2 is bounded, so it is constant, so its derivative is null, so fn+1−gn+1 = 0,
whence fn+1 = gn+1.

(2) This is clear.

The following lemma will not be used in the sequel, but it answers a natural question on the
B(r) class. The proof (given in [Dec03]) is left as an exercise.

Lemma 2.5. Let r ∈ R and f : [r,+∞[ → C. Then

f ∈ B(r) ⇐⇒ ∀n ∈ N, ∃g : [r,+∞[ → C,

C∞ bounded, such that g(n) = f .

Let us give two examples of families of functions belonging to B(r): the first is the ‘typical’
example, the second will be used in the proof of Theorem A.

Example 2.6. Let r ∈ R.

(1) Let f : [r,+∞[ → C, that is C∞ and periodic with a null mean value. Then f ∈ B(r).
(2) Let α, β ∈ R and a ∈ C. We assume that β �= 0, α/β /∈ Z and |a| �= 1.

Then f : [r,+∞[ → C defined by

f(x) =
exp(iαx)

1 − a exp(iβx)
belongs to B(r).

Proof. (1) The Fourier expansion of f gives the result.
(2a) If |a| < 1,

f(x) = exp(iαx)
+∞∑
k=0

ak exp(ikβx) =
+∞∑
k=0

ak exp(i(α + kβ)x).

So, for n ∈ N, we define fn by

fn(x) =
+∞∑
k=0

ak

(i(α + kβ))n
exp(i(α + kβ)x)

fn is C∞ and bounded, f ′
n+1 = fn, f0 = f ; so f ∈ B(r).

(2b) If |a| > 1,

f(x) =
a−1 exp(−iβx) exp(iαx)

a−1 exp(−iβx) − 1
= −a−1 exp(i(α − β)x)

1 − a−1 exp(i(−β)x)
.

This reduces this case to the preceding case, so f ∈ B(r).

2.3 Under suitable hypothesis the twisted integrals Y holomorphically extend to CT

The aim of this subsection is to prove the following theorem.

Theorem 2.7. Let Q,P1, . . . , PT ∈ C[X1, . . . ,XN ] and N1 ∈ {0, . . . , N}. We assume the following.

(a) For all t ∈ {1, . . . , T} we have:

• for all x ∈ [−1, 1]N1 × JN−N1 , Pt(x) /∈ R−;
• |Pt(x)|  1 (x ∈ [−1, 1]N1 × JN−N1).

(b)
T∏

t=1

|Pt(x)| −−−−−−−−−−−−−→
|x|→+∞

x∈[−1,1]N1×JN−N1

+∞.
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(c) There exists ε0 > 0 such that for α ∈ {0}N1 × NN−N1 and n ∈ {N1 + 1, . . . , N} we have

αn � 1 ⇒ ∀t ∈ {1, . . . , T}, ∂αPt

Pt
(x) � x−ε0

n (x ∈ [−1, 1]N1 × JN−N1).

In addition, we consider f : [−1, 1]N1 → C continuous and fN1+1, . . . , fN ∈ B(1). Then the following
property is true for all 0 � N1 � N :

P(N1, N) def= Y (Q;P1, . . . , PT ; fN1+1, . . . , fN ; f ; ·) has an analytic extension to CT as an entire
function.

Remark 2.8. When N1 = 0, the hypothesis (c) is nothing but HDF .

Proof. (1) Proof of the assertion P(0, N). Let us agree on the following.

• We will say that a function Y is an entire combination of the functions Y1, . . . , Yk if there exists
entire functions λ, λ1, . . . , λk : CT → C such that Y = λ +

∑k
i=1 λiYi.

• The polynomials P1, . . . , PT are fixed for the whole proof, so we will write Y (Q; f1, . . . , fN ; ·)
for Y (Q;P1, . . . , PT ; f1, . . . , fN ; ·).

• Here B means B(1).

The proof is by induction on N .
Since P(0, 0) is obvious, it suffices to show that the implication P(0, N − 1) ⇒ P(0, N) is true.

The proof of this assertion will then easily be seen to apply for any other value for N1 (the details
are left to the reader). The argument is made up of ten steps.

Step 1. Let Q ∈ C[X1, . . . ,XN ] and f1, . . . , fN ∈ B. Then Y (Q, f1, . . . , fN , s) is an entire combi-
nation of Y (∂Q/∂x1, f1, . . . , fN , s) and of functions of the type Y (Q(∂Pt/∂x1); g1, . . . , gN ; s + et)
where t ∈ {1, . . . , T} and g1, . . . , gN ∈ B.

Proof of Step 1. We have f1 ∈ B so, thanks to Lemma 2.4, a sequence of functions belonging to B
is associated to f1. We denote the first term of this sequence by f1

1 . Then

Y (Q; f1, . . . ; fN ; s) =
∫

JN

Q(x)
T∏

t=1

Pt(x)−st

N∏
n=1

fn(xn) dx

=
∫

JN−1

{∫ +∞

1
Q(x)

( T∏
t=1

Pt(x)−st

)
f1(x1) dx1

} N∏
n=2

fn(xn)
N∏

n=2

dxn.

By means of an integration by parts with respect to x1, the expression between braces is the
difference between [

Q(x)
( T∏

t=1

Pt(x)−st

)
f1
1 (x1)

]x1=+∞

x1=1

and ∫ +∞

1

(
∂Q

∂x1
(x)

T∏
t=1

Pt(x)−st + Q(x)
T∑

t=1

(−st)
∂Pt

∂x1
(x)Pt(x)−(st+1)

∏
r �=t

Pr(x)−sr

)
f1(x1) dx1.

We deduce from this that

Y (Q; f1, . . . , fN ; s) = −
∫

JN−1

Q(1, x2, . . . , xN )
( T∏

t=1

Pt(1, x2, . . . , xN )−st

)
f1
1 (1)

N∏
n=2

fn(xn)
N∏

n=2

dxn

− Y

(
∂Q

∂x1
; f1, . . . , fN ; s

)
+

T∑
t=1

stY

(
Q

∂Pt

∂x1
; f1

1 , f2, . . . , fN ; s + et

)
.
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The polynomials of N −1 variables P1(1,X2, . . . ,XN ), . . . , PT (1,X2, . . . ,XN ) satisfy the hypothesis
in P(0, N − 1). Thus, the induction hypothesis implies that the term defined by an integral over
JN−1 admits a holomorphic continuation to CT . This fact consequently implies the assertion of
Step 1.

Step 2. Let Q ∈ C[X1, . . . ,XN ] and f1, . . . , fN ∈ B. Then the following property is true for all
d � 1:

P2(d,N) def= Y (Q, f1, . . . , fN , s) is an entire combination of Y (∂dQ/∂xd
1; f1, . . . , fN ; s) and of

functions of the type
Y ((∂iQ/∂xi

1)(∂Pt/∂x1); g1, . . . , gN ; s + et)
where i ∈ N, t ∈ {1, . . . , T}, and g1, . . . , gN ∈ B.

Proof of Step 2. The proof is by induction on d. The assertion P2(1, N) is implied by Step 1. The
implication P2(d,N) ⇒ P2(d + 1, N) is proved by combining Step 1, applied to the polynomial
∂dQ/∂xd

1, with the result that is assumed to be true in the property P2(d,N).

Step 3. Let Q ∈ C[X1, . . . ,XN ] and f1, . . . , fN ∈ B. Then for all n ∈ {1, . . . , N}, Y (Q; f1, . . . , fN ; s)
is an entire combination of functions of the type Y ((∂iQ/∂xi

n)(∂Pt/∂xn); g1, . . . , gN ; s + et) where
i ∈ N, t ∈ {1, . . . , T} and g1, . . . , gN ∈ B.

Proof of Step 3. Of course, it is enough to deal with the case n = 1. In order to deduce the result
for n = 1, it is sufficient to apply Step 2 with d = degX1

Q + 1.

Step 4. For n ∈ {1, . . . , N},u = (u1, . . . , uT ) ∈ NT and Q ∈ C[X1, . . . ,XN ], we define En
u(Q) to be

the subspace of C[X1, . . . ,XN ] generated by the polynomials of the form

∂βQ

n∏
k=1

∂|αk|+1Ptk

∂xαk∂xk

where β ∈ NN ,α1, . . . ,αn ∈ NN and t1, . . . , tn ∈ {1, . . . , T} verify that for all t ∈ {1, . . . , T}
ut = card{k ∈ {1, . . . , n} | tk = t}.

It is clear that n �= |u| ⇒ En
u(Q) = {0}.

The following two observations are satisfied:

• En
u(Q) is stable under derivation;

• for any n ∈ {1, . . . , N − 1}, t ∈ {1, . . . , T} and Q ∈ C[X1, . . . ,XN ], we have
∂Pt

∂xn+1
En
u(Q) ⊂ En+1

u+et
(Q).

Step 5. Let n ∈ {1, . . . , N}, Q ∈ C[X1, . . . ,XN ] and f1, . . . , fN ∈ B. Define the property P5(n,N):
Y (Q; f1, . . . , fN ; s) is an entire combination of functions of the type Y (R; g1, . . . , gN ; s + u), where
u ∈ NT , R ∈ En

u(Q) and g1, . . . , gN ∈ B.

Then P5(n,N) is true for all n ∈ {1, . . . , N}.
Proof of Step 5. The proof is by induction on n. Step 3 shows that the property P5(1, N) is true.
Let us assume that P5(n,N) is true for any n ∈ {1, . . . , N − 1}. Thus, Y (Q; f1, . . . , fN ; s) is an
entire combination of functions of the type: Y (R; g1, . . . , gN ; s + u) where u ∈ NT , R ∈ En

u(Q) and
g1, . . . , gN ∈ B. By Step 3, Y (R, g1, . . . , gN , s +u) is an entire combination of functions of the type

Y

(
∂iR

∂xi
n+1

∂Pt

∂xn+1
;h1, . . . , hN ; s + u + et

)
where i ∈ N, t ∈ {1, . . . , T} and h1, . . . , hN ∈ B.
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Thanks to the two observations made in Step 4,

∂iR

∂xi
n+1

∂Pt

∂xn+1
∈ En+1

u+et
(Q).

This now shows that P5(n + 1, N) is also true.

Step 6. For u ∈ NT and Q ∈ C[X1, . . . ,XN ], we define Eu(Q) to denote the subspace C[X1, . . . ,XN ]
generated by all polynomials of the form ∂βQ

∏T
t=1

∏
k∈Ft

∂ft(k)Pt, where:

• β ∈ NN ;

• the Ft are finite and pairwise disjoint subsets of N, satisfying |Ft| = ut;

• for all t ∈ {1, . . . , T}, ft is a function from Ft to NN ;

• we can associate to the ft finite and pairwise disjoint subsets of N, D1, . . . ,DN such that

– |D1| = · · · = |DN |,
–

⊔N
n=1 Dn =

⊔T
t=1 Ft,

– t ∈ {1, . . . , T}, n ∈ {1, . . . , N} and k ∈ Dn ∩ Ft ⇒ ft(k) ∈ Nn−1 × N∗ × NN−n.

We note that Eu(Q) is stable under derivation.

Example 2.9 (The case T = 4 and N = 3). Let us take u = (1, 3, 2, 3) and F1 = {1}, F2 = {2, 3, 4}
F3 = {5, 6} and F4 = {7, 8, 9}. Let us take f1, f2, f3 and f4 defined as follows:

• f1 : F1 → N3 is defined by f1(1) = (1, 0, 0);

• f2 : F2 → N3 is defined by f2(2) = (1, 2, 3), f2(3) = (0, 2, 1), f2(4) = (2, 0, 1);

• f3 : F3 → N3 is defined by f3(5) = (2, 1, 0), f3(6) = (0, 3, 0);

• f4 : F4 → N3 is defined by: f4(7) = (0, 1, 2), f4(8) = (4, 1, 2), f4(9) = (1, 0, 2).

Then it is easy to check that D1 = {1, 2, 5}, D2 = {3, 6, 7}, D3 = {4, 8, 9} satisfy the conditions we
require.

Step 7. Let u,v ∈ NT and R,S ∈ C[X1, . . . ,XN ]. Then R ∈ Eu(Q) and S ∈ Ev(R) implies
S ∈ Eu+v(Q).

Proof of Step 7. Let S be an entire combination of terms of the form ∂βR
∏T

t=1

∏
k∈F ′

t
∂f ′

t(k)Pt,
where:

• β ∈ NN , |F ′
t | = vt, f

′
t : F ′

t → NN and D′
1, . . . ,D

′
N are as in Step 6;

• R ∈ Eu(Q), so ∂βR ∈ Eu(Q), so ∂βR is a linear combination of terms of the form

∂γQ
T∏

t=1

∏
k∈Ft

∂ft(k)Pt,

where γ ∈ NN , |Ft| = ut, ft : Ft → NN and D1, . . . ,DN are as in Step 6.

We can assume that for all t1, t2, Ft1∩F ′
t2 = ∅. This implies that for all n, t Dn∩F ′

t = Ft∩D′
n = ∅

and for all n, n′, Dn ∩ D′
n′ = ∅. So, as to conclude, it is enough for us to prove that

U
def= ∂γQ

( T∏
t=1

∏
k∈Ft

∂ft(k)Pt

)( T∏
t=1

∏
k∈F ′

t

∂f ′
t(k)Pt

)

is in Eu+v(Q).
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For t ∈ {1, . . . , T}, we define gt : Ft � F ′
t → NN by

gt(k) =

{
ft(k) if k ∈ Ft,

f ′
t(k) if k ∈ F ′

t .

Then

U = ∂γQ

T∏
t=1

∏
k∈Ft�F ′

t

∂gt(k)Pt.

Thanks to this expression we now show that U ∈ Eu+v(Q). The following points justify this assertion:

• the Ft � F ′
t are pairwise disjoint and for all t ∈ {1, . . . , T}, |Ft � F ′

t | = ut + vt;
• the Dn � D′

n are pairwise disjoint,
⊔T

t=1(Ft � F ′
t) =

⊔N
n=1(Dn � D′

n), and|D1 � D′
1| = · · · =

|DN � D′
N |;

• if k ∈ (Dn � D′
n) ∩ (Ft � F ′

t) = (Dn ∩ Ft) � (D′
n ∩ F ′

t), then either,
– k ∈ Dn ∩ Ft and then gt(k) = ft(k) ∈ Nn−1 × N∗ × NN−n, or
– k ∈ D′

n ∩ F ′
t and then gt(k) = f ′

t(k) ∈ Nn−1 × N∗ × NN−n.

So, we actually obtain the conclusion that U ∈ Eu+v(Q).

Step 8. We have Q ∈ C[X1, . . . ,XN ] and u ∈ NT ⇒ EN
u (Q) ⊂ Eu(Q).

Proof of Step 8. We set

S = ∂βQ

N∏
k=1

∂|αk|+1Ptk

∂xαk∂xk
,

where β ∈ NN ,α1, . . . ,αN ∈ NN and t1, . . . , tN ∈ {1, . . . , T} satisfy: ut = card{k ∈ {1, . . . , N} |
tk = t} for all t ∈ {1, . . . , T}. So, as to conclude, it is enough to show that S ∈ Eu(Q).

For t ∈ {1, . . . , T}, we set Ft = {k ∈ {1, . . . , N} | tk = t}, so that |Ft| = ut. We see that the Ft

are pairwise disjoint, and that
⊔T

t=1 Ft = {1, . . . , N}. We define ft : Ft → NN by ft(k) = αk + ek.
We set Dn = {n}. Then we see that:

• |D1| = · · · = |DN |;

•
N⊔

n=1

Dn = {1, . . . , N};

• if k ∈ Dn ∩ Ft, then k = n, which implies ft(k) = αn + en ∈ Nn−1 × N∗ × NN−n.

Thus,

S = ∂βQ
T∏

t=1

∏
k∈Ft

∂|αk|+1Ptk

∂xαk∂xk
= ∂βQ

T∏
t=1

∏
k∈Ft

∂ft(k)Pt.

This implies S ∈ Eu(Q).

Step 9. Let Q ∈ C[X1, . . . ,XN ] and f1, . . . , fN ∈ B. Then the following property is true for all
m � 1:

P9(m,N) def= Y (Q; f1, . . . , fN ; s) is an entire combination of functions of the type Y (R; g1, . . . , gN ;
s + u), where u ∈ NT , |u| = mN,R ∈ Eu(Q) and g1, . . . , gN ∈ B.

Proof of Step 9. The proof is by induction on m � 1.

• P9(1, N) is true. Thanks to Step 5, Y (Q; f1, . . . , fN ; s) is an entire combination of functions
of the type Y (R, g1, . . . , gN , s + u), where u ∈ NT , R ∈ EN

u (Q) and g1, . . . , gN ∈ B. We can
assume |u| = N since |u| �= N would imply EN

u (Q) = {0}. Thus, Step 8 gives the result.
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• P9(m,N) ⇒ P9(m+1, N) is true. Let us assume that Y (Q; f1, . . . , fN ; s) is an entire combina-
tion of functions of the type Y (R; g1, . . . , gN ; s + u) where u ∈ NT , |u| = mN,R ∈ Eu(Q) and
g1, . . . , gN ∈ B. The application of the argument with m = 1 shows that Y (R; g1, . . . , gN ; s+u)
is an entire combination of functions of the type Y (S;h1, . . . , hN ; s + u + v) where v ∈
NT , |v| = N,S ∈ Ev(R) and h1, . . . , hN ∈ B. Step 7 then implies that S ∈ Eu+v(Q). Since
|u + v| = (m + 1)N , this shows that P9(m + 1, N) is true.

Step 10 (Conclusion of the proof). We fix Q ∈ C[X1, . . . ,XN ] \ {0} and f1, . . . , fN ∈ B until the
end. Let m � 1. Thanks to Step 9, Y (Q; f1, . . . , fN ; s) is an entire combination of functions of
the type Y (R; g1, . . . , gN ; s + u) where u ∈ NT , |u| = mN,R ∈ Eu(Q) and g1, . . . , gN ∈ B.

Since R ∈ Eu(Q), it follows that R is equal to a linear combination of polynomials of the type
∂βQ

∏T
t=1

∏
k∈Ft

∂ft(k)Pt with β ∈ NN , |Ft| = ut, ft : Ft → NN and D1, . . . ,DN as in Step 6.
We have |Dn| = m for all n ∈ {1, . . . , N}. It then follows that

T∏
t=1

∏
k∈Ft

∂ft(k)Pt(x) =
T∏

t=1

N∏
n=1

∏
k∈Ft∩Dn

∂ft(k)Pt(x)

�
T∏

t=1

N∏
n=1

∏
k∈Ft∩Dn

x−ε0
n Pt(x) (x ∈ JN )

�
T∏

t=1

N∏
n=1

(x−ε0
n Pt(x))|Ft∩Dn| (x ∈ JN )

�
N∏

n=1

T∏
t=1

x−ε0|Ft∩Dn|
n

T∏
t=1

N∏
n=1

Pt(x)|Ft∩Dn| (x ∈ JN )

�
N∏

n=1

x−ε0|Dn|
n

T∏
t=1

Pt(x)|Ft| (x ∈ JN )

�
N∏

n=1

x−ε0m
n

T∏
t=1

Pt(x)ut (x ∈ JN ).

We set q = max{degXn
Q | 1 � n � N}. We also set p = max{degXn

Pt | 1 � n � N, 1 � t � T}.
We introduce a parameter a > 0 whose value will be determined in the following.

Let K be a compact subset of CT included in {s ∈ CT | ∀t ∈ {1, . . . , T}, σt > −a}.
• Let t ∈ {1, . . . , T}. As in the proof of the existence of σ0 in the proof of the Lemma 2.2,

|Pt(x)−st | � |Pt(x)|a (x ∈ JN , s ∈ K).

Since a > 0, it follows that

Pt(x)a �
( N∏

n=1

xn

)pa

(x ∈ JN ).

• From the previous inequalities we deduce that

Pt(x)−st �
( N∏

n=1

xn

)pa

(x ∈ JN , s ∈ K).

We set

S = ∂βQ
T∏

t=1

∏
k∈Ft

∂ft(k)Pt.
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By combining the preceding estimates, we obtain

S(x)
T∏

t=1

Pt(x)−(st+ut) � ∂βQ(x)
N∏

n=1

x−ε0m
n

T∏
t=1

Pt(x)ut

T∏
t=1

Pt(x)−(st+ut) (x ∈ JN , s ∈ K)

�
( N∏

n=1

xn

)q( N∏
n=1

xn

)−ε0m( N∏
n=1

xn

)Tpa

(x ∈ JN , s ∈ K)

�
( N∏

n=1

xn

)q+Tpa−ε0m

(x ∈ JN , s ∈ K).

From now on we choose m so that m > (q +2)/ε0. We then choose a so that a = (ε0m− (q +2))/Tp
(clearly a > 0). The above estimates then show that Y (S; g1, . . . , gN ; s + u) is holomorphic on

{s ∈ CT
∣∣ ∀t ∈ {1, . . . , T}, σt > −a}.

Since R is a linear combination of S as above, it then follows that Y (Q, f1, . . . , fN , ·) can be extended
analytically to {

s ∈ CT | ∀t ∈ {1, . . . , T}, σt >
q + 2 − ε0m

Tp

}
.

Since this is true for all m > (q + 2)/ε0, one concludes that Y (Q; f1, . . . , fN ; ·) can be extended
to CT as an analytic function.

This completes the proof that P(0, N − 1) ⇒ P(0, N) is true. Thus, P(0, N) is true for all N .
The details needed to verify the similar argument when N1 � 1 are left to the reader.

2.4 Proof that Y (1, Pex, x �→ eix, y �→ e−iy, ·) has a pole
As the following example shows, the H0S hypothesis is not enough to guarantee the holomorphy of
the continuation of the twisted Y .

Example 2.10. We define f1 : J → C by f1(x) = eix and f2 : J → C by f2(y) = e−iy; f1 and f2

belong to B(1). Then Y (1;P ; f1, f2; ·) has a meromorphic extension to C with a single pole at s = 1
which is simple. The residue at s = 1 is equal to π/e.

Proof. By definition,

Y (1;P ; f1, f2; s) =
∫

J2

P (x, y)−sei(x−y) dx dy.

We set

Y1(s) =
∫
{(x,y) | 1<x<y}

P (x, y)−sei(x−y) dx dy.

Let g1 : ]1,+∞[ × R∗
+ → {(x, y) | 1 < x < y} be defined by g1(u, v) = (u, u + v); g1 is a diffeomor-

phism with Jacobian equal to 1. Thanks to g1, we see that

Y1(s) =
∫

]1,+∞[ × R∗
+

[(u − (u + v))2u + u]−sei(u−(u+v)) du dv.

So

Y1(s) =
∫ +∞

1
u−s du

∫ +∞

0
(v2 + 1)−se−iv dv =

1
s − 1

∫ +∞

0
(v2 + 1)−se−iv dv.

We now set

Y2(s) =
∫
{(x,y)|1<y<x}

P (x, y)−sei(x−y) dx dy.
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Let g2 : ]1,+∞[ × R∗
+ → {(x, y) | 1 < y < x} be defined by g2(u, v) = (u + v, u); g2 is also a

diffeomorphism with Jacobian equal to −1. Thanks to g2, we see that

Y2(s) =
∫

]1,+∞[ × R∗
+

[(u + v − u)2(u + v) + (u + v)]−sei(u+v−u) du dv.

Thus,

Y2(s) =
∫

]1,+∞[ × R∗
+

(v2 + 1)−s(u + v)−seiv du dv =
∫ +∞

0
(v2 + 1)−seiv

{∫ +∞

1
(u + v)−s du

}
dv

=
∫ +∞

0
(v2 + 1)−seiv (1 + v)−s+1

s − 1
dv =

1
s − 1

∫ +∞

0
(v2 + 1)−s(v + 1)−s+1eiv dv.

Let us now set

Y (s) =
∫ +∞

0
(v2 + 1)−se−ivdv +

∫ +∞

0
(v2 + 1)−s(v + 1)−s+1eiv dv.

Thanks to Theorem 2.7, Y has a holomorphic continuation to C. Since Y (1;P, f1, f2; s) =
(s − 1)−1Y (s), we now evaluate Y (1) as follows:

Y (1) =
∫ +∞

0
(v2 + 1)−1e−iv dv +

∫ +∞

0
(v2 + 1)−1eiv dv =

∫ +∞

−∞
(v2 + 1)−1eiv dv.

Showing that this integral is equal to π/e is a classical application of the residue theorem, and
so we are through.

3. Analytic properties of the series Z

The main result of this section is Theorem A, proved in § 3.3. The proof is based on a simple integral
representation for the sum of values of any holomorphic function at integral points, proved in § 3.2,
and on the main result of § 2.

3.1 Holomorphy of Z on this set of convergence
In this subsection we establish some easy properties of the set of convergence of the series defining Z.
The proofs are easy and can be found in [Dec03].

Definition 3.1. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] satisfy Pt(x) > 0 for all t ∈ {1, . . . , T} and all
x ∈ JN . We set

C(Q,P1, . . . , PT ) = {(σ1, . . . , σT ) ∈ RT | Z(Q,P1, . . . , PT ,1, σ1, . . . , σT ) converges}.
The set of convergence of Z does not depend on µ.

Remark 3.2. If, moreover, µ belongs to TN , then we have

Z(Q,P1, . . . , PT ,µ, s1, . . . , sT ) converges ⇐⇒ (σ1, . . . , σT ) ∈ C(Q,P1, . . . , PT ).

Proposition 3.3. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] such that Pt(x)  1 (x ∈ JN ) for all
t ∈ {1, . . . , T}. Let 1 � T0 � T . We assume that

T0∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Let σT0+1, . . . , σT ∈ R. Then there exists σ0 ∈ R such that: σ1, . . . , σT0 � σ0 ⇒ (σ0, . . . , σT0 , σT0+1,
. . . , σT ) ∈ int(C(Q,P1, . . . , PT )).
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Proposition 3.4. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] satisfy Pt(x)  1 (x ∈ JN ) for all t ∈
{1, . . . , T}. Let µ ∈ TN . Then Z(Q,P1, . . . , PT ,µ, ·) is holomorphic on int(C(Q,P1, . . . , PT )) + iRT .

Remark 3.5. Since int(C(Q,P1, . . . , PT )) + iRT is convex and, therefore, connex, we can speak
without ambiguity of the meromorphic continuation of Z(Q,P1, . . . , PT ,µ, ·) (if it exists).

3.2 An integral representation for a sum
Notation/Definition 3.6. For ε > 0, we define

λε : [32 ,+∞[ → C by λε(x) = x + iε and λε : [32 ,+∞[ → C by λε = x − iε.

Let k denote an integer belonging to [2,+∞[ and set

λε,k = λε|[3/2,k+1/2] and λε,k = λε|[3/2,k+1/2].

We define γε,k : [−1, 1] → C by γε,k(x) = k + 1
2 + iεx (even for k = 1).

The following is a straightforward application of residue calculus and induction.

Lemma 3.7. Let U be an open set of C containing [32 , k + 1
2 ] + i[−ε, ε].

• Let f : U → C be holomorphic. Then

k∑
m=2

f(m) = −
∫

γε,1

f(z)
e(z) − 1

dz +
∫

λε,k

f(z)
e(z) − 1

dz +
∫

γε,k

f(z)
e(z) − 1

dz −
∫

λε,k

f(z)
e(z) − 1

dz.

• Let f : UN → C be holomorphic. For τ ∈ SN , we define fτ : UN → C by fτ (z1, . . . , zN ) =
f(zτ(1), . . . , zτ(N)). Then

∑
m∈{2,...,k}N f(m) is a sum of a finite numbers of terms, each of the

form

±
∫

(γε,1)N1×(λε,k)N2×(λε,k)N3×(γε,k)N4

fτ (z1, . . . , zN )
N∏

n=1

1
e(zn) − 1

dz

where N1, N2, N3, N4 ∈ N satisfy N1 + N2 + N3 + N4 = N , and τ ∈ SN .

3.3 Proof of Theorem A
Before applying Lemma 3.7 to the proof of the theorem, two preliminaries are needed.

The next result follows from [Ess95]. The complete proof is given in [Dec03].

Lemma 3.8. Let P ∈ R[X1, . . . ,XN ] satisfying:

(i) for all x ∈ JN , P (x) > 0;

(ii) there exists ε0 > 0 such that for all α ∈ NN , αn � 1 ⇒ ∂αP (x) � x−ε0
n P (x) (x ∈ JN ).

Then there exists ε > 0 such that:

(i′) x ∈ JN and y ∈ [−2ε, 2ε]N ⇒ �(P (x + iy)) � 1
2P (x);

(ii′) for all α ∈ NN , αn � 1 ⇒ ∂αP (x + iy) � x−ε0
n P (x) (x ∈ JN , y ∈ [−2ε, 2ε]N ).

The second preliminary result is evident.

Lemma 3.9. We can partition N∗N in the following way:

N∗N =
C⊔

c=1

Ac,where for all c, Ac is of the form

N∏
n=1

Bn with Bn = {1} or Bn = [2,+∞[ ∩ N.

Proof of Theorem A. The proof is divided into two steps.
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Step 1. We have that

s �→ Z∗(s) def=
∑
m�2

µmQ(m)
T∏

t=1

Pt(m)−st

can be holomorphically extended to CT .

Proof of Step 1. Since each Pt belongs to HDF it follows that we can choose ε0 > 0 such that:

• ∏T
t=1 Pt(x)  ∏N

n=1 xε0
n (x ∈ JN );

• α ∈ NN , αn � 1 ⇒ (∂αPt/Pt)(x) � x−ε0
n (x ∈ JN ).

There exists σ0 > 0 such that if σ1, . . . , σT > σ0, then Z∗(s) converges. Starting with any s whose
real part belongs to this set, one then proceeds as follows.

Applying Lemma 3.8, we obtain for each t ∈ {1, . . . , T} an εt > 0, and then set ε = mint{εt}.
For s ∈ CN , we define fs : (]1,+∞[+i] − 2ε, 2ε[)N → C by fs(z) = Q(z)

∏T
t=1 Pt(z)−st

∏N
n=1 eiθnzn ,

where we have chosen θn ∈ R \ 2πZ so that µn = eiθn for each n. Thus, for each integer k � 2,

∑
m∈{2,...,k}N

Q(m)
N∏

n=1

eiθnmn

T∏
t=1

Pt(m)−st =
∑

m∈{2,...,k}N

fs(m).

By applying Lemma 3.7 to fs we conclude that
∑

m∈{2,...,k}N fs(m) can be written as a sum/differ-
ence of finitely many integrals, each of which is indexed by a permutation τ on {1, . . . , N} and
a choice of N1, N2, N3, N4 ∈ N whose sum equals N . We will assume that τ is the identity since
the argument is the same for any other permutation. Each integral is therefore an expression of
the form ∫

(γε,1)N1×(λε,k)N2×(λε,k)N3×(γε,k)N4

Q(z)
T∏

t=1

Pt(z)−st

N∏
n=1

exp(iθnzn)
e(zn) − 1

dz.

We now conclude by dominated convergence that there exists r > 0 such that any integral with
N4 � 1 tends to zero (as k → ∞) on {s ∈ CT : σ1, . . . , σT > r}. Thus, in this open set, Z∗ is a
linear combination of integrals of the form Y N1,N2,N3(s) where

Y N1,N2,N3(s) def=
∫

(γε,1)N1×(λε)N2×(λε,k)N3

Q(z)
T∏

t=1

Pt(z)−st

N∏
n=1

exp(iθnzn)
e(zn) − 1

dz.

To finish the proof of Theorem A, it suffices to show that any Y N1,N2,N3(s) satisfies the hypotheses
of Theorem 2.7.

• For 1 � n � N1, define fn : [−1, 1] → C by

fn(x) =
exp(iθnγε,1(x))
e(γε,1(x)) − 1

=
exp(iθn(3/2 + iεx))

exp(2iπ(3/2 + iεx)) − 1
= −exp

(
3
2
iθn

)
exp(−εθnx)

exp(−2πεx) + 1
.

The function f : [−1, 1]N1 → C defined by f(x1, . . . , xN1) =
∏N1

n=1 fn(xn) is evidently continu-
ous.

• For N1 + 1 � n � N1 + N2, define fn : [32 ,+∞[ → C by

fn(x) =
exp(iθnλε(x))
e(λε(x)) − 1

=
exp(iθn(x + iε))

exp(2iπ(x + iε)) − 1
= −exp(−εθn)

exp(iθnx)
1 − exp(−2πε) exp(i2πx)

.

• For N1 + N2 + 1 � n � N , define fn : [32 ,+∞[ → C by

fn(x) =
exp(iθnλε(x))
e(λε(x)) − 1

=
exp(iθn(x − iε))

exp(2iπ(x − iε)) − 1
= −exp(εθn)

exp(iθnx)
1 − exp(2πε) exp(i2πx)

.

Since θn/2π /∈ Z, it follows that fn ∈ B(3
2) for any n � N1 + 1.
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For any P ∈ C[X1, . . . ,XN ] and N1, N2, N3 of sum N , we define PN1,N2,N3 ∈ C[X1, . . . ,XN ] by

PN1,N2,N3(x)

= P (γε,1(x1), . . . , γε,1(xN1), λε(xN1+1), . . . , λε(xN1+N2), λε(xN1+N2+1), . . . , λε(xN ))
= P (3

2 + iεx1, . . . ,
3
2 + iεxN1 , xN1+1 + iε, . . . , xN1+N2 + iε, xN1+N2+1 − iε, . . . , xN − iε).

Applying this to each Pt and using the defining property of ε from Lemma 3.8, it follows that

PN1,N2,N3
t (x) = Pt((3

2 , . . . , 3
2 , xN1+1, . . . , xN ) + i(εx1, . . . , εxN1 , ε, . . . , ε,−ε, . . . ,−ε))

satisfies

�(PN1,N2,N3
t (x1, . . . , xN )) � 1

2Pt(3
2 , . . . , 3

2 , xN1+1, . . . , xN ) ∀x ∈ [−1, 1]N1 × JN−N1 .

Thus, for all x ∈ [−1, 1]N1 × [32 ,+∞[N−N1 , we have:

• �(PN1,N2,N3
t (x)) > 0;

• |PN1,N2,N3
t (x)| � 1

2Pt(3
2 , . . . , 3

2 , xN1+1, . . . , xN ); and

• ∏T
t=1 |PN1,N2,N3

t (x)|  ∏N
n=N1+1 xε0

n (x ∈ [−1, 1]N1 × [32 ,+∞)N−N1).

Finally, if α ∈ {0}N1 × NN−N1 and N1 + 1 � n � N is such that αn � 1, then it also follows
from Lemma 3.8 that

∂αPN1,N2,N3
t (x) � x−ε0

n Pt(3
2 , . . . , 3

2 , xN1+1, . . . , xN ) (x ∈ [−1, 1]N1 × [32 ,+∞[N−N1)

� x−ε0
n |PN1,N2,N3

t (x)| (x ∈ [−1, 1]N1 × [32 ,+∞[N−N1).

Since

Y N1,N2,N3(s) = (iε)N1

∫
[−1,1]N1×[3/2,+∞[N−N1

QN1,N2,N3(x)
T∏

t=1

PN1,N2,N3
t (x)−st

N∏
n=1

fn(xn) dx

the hypotheses of Theorem 2.7 guarantee the existence of an holomorphic continuation for each
Y N1,N2,N3(s) to CT . This completes the proof of Step 1.

Step 2 (Conclusion). A simple induction argument (on N) completes the proof of Theorem A.

• For N = 1, we only need to write

Z(Q;P1, . . . , PT ;µ; s) = µQ(1)
T∏

t=1

Pt(1)−st +
∑
m�2

µmQ(m)
T∏

t=1

Pt(m)−st

and then we apply Step 1.

• If the result is true for each any number of variables between 1 and N − 1, then, thanks to
Lemma 3.9 and Step 1, we see that it is true for N variables.

3.4 Proof that Z(1, Pex, −1, −1, ·) has a pole
Proof. For this proof we set Z(s) = Z(1;P ;−1,−1; s). Thus,

Z(s) =
∑

m,n�1

(−1)m(−1)n[(m − n)2m + m]−s

=
∑

m,n�1

(−1)m−nm−s[(m − n)2 + 1]−s

=
∑

1�m�n

(−1)m−nm−s[(m − n)2 + 1]−s +
∑

1�n<m

(−1)m−nm−s[(m − n)2 + 1]−s.
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By setting n = m + u in the first sum and m = n + u in the second sum, we obtain

Z(s) =
∑
m�1
u�0

(−1)um−s(u2 + 1)−s +
∑

n,u�1

(−1)u(n + u)−s(u2 + 1)−s

= ζ(s)
∑
u�0

(−1)u(u2 + 1)−s +
∑
u�1

(−1)u(u2 + 1)−s
∑
n�1

(n + u)−s

= ζ(s)
∑
u�0

(−1)u(u2 + 1)−s +
∑
u�1

(−1)u(u2 + 1)−s

[
ζ(s) −

∑
1�k�u

k−s

]

= ζ(s)
∑
u∈Z

(−1)u(u2 + 1)−s −
∑

1�k�u

(−1)u(u2 + 1)−sk−s

= ζ(s)
∑
u∈Z

(−1)u(u2 + 1)−s −
∑
k�1
��0

(−1)k+�[(k + 	)2 + 1]−sk−s.

The following facts suffice to show that Z has a simple pole at s = 1:

• a classical application of the residue theorem is
∑

u∈Z(−1)u(u2 + 1)−1 = π/sinh(π);

• Theorem A implies that

s �→
∑
u∈Z

(−1)u(u2 + 1)−s and s �→
∑
k�1
��0

(−1)k+�[(k + 	)2 + 1]−sk−s

can be holomorphically extended to C.

4. Values at T -tuples of negative integers

4.1 Proof of the Exchange Lemma

The proof is a simple consequence of the following (in which the notation Z(Q;P1, . . . , PT ;µ; ·) is
understood to denote the analytically continued series to CT ).

Proposition 4.1. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] and T0 ∈ {1, . . . , T − 1} for a given T � 2.
We assume that P1, . . . , PT satisfy HDF and that

T0∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Let µ ∈ (T \ {1})N and k1, . . . , kT ∈ N. Then

Z(Q;P1, . . . , PT ;µ;−k1, . . . ,−kT ) = Z

(
Q

T∏
t=T0+1

Pt
kt ;P1, . . . , PT0 ;µ;−k1, . . . ,−kT0

)
.

Proof. We define the holomorphic function f : CT0 → C by

f(s1, . . . , sT0) = Z(Q;P1, . . . , PT ;µ; s1, . . . , sT0 ;−kT0+1, . . . ,−kT ).

Thanks to Proposition 3.3, there exists σ0 ∈ R (depending on (kT0+1, . . . , kT )) such that for any
(s1, . . . , sT0) with σ1, . . . , σT0 � σ0 we have

f(s1, . . . , sT0) =
∑

m∈N∗N

µmQ(m)
T∏

t=T0+1

Pt(m)kt

T0∏
t=1

Pt(m)−st .
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Next, define the function g : CT0 → C by

g(s1, . . . , sT0) = Z

(
Q

T∏
t=T0+1

Pt
kt ;P1, . . . , PT0 ;µ; s1, . . . , sT0

)
.

That is, g is the analytic continuation of the twisted series in (s1, . . . , sT0), with the role of Q now
played by Q

∏T
t=T0+1 Pt

kt . Theorem A also applies to this series. Thus, g is an entire function on CT0 .
Proposition 3.3 therefore applies to g. As a result, there exists σ′

0 ∈ R such that for any (s1, . . . , sT0)
with σ1, . . . , σT0 � σ′

0 we have

g(s1, . . . , sT0) =
∑

m∈N∗N

µmQ(m)
T∏

t=T0+1

Pt
kt

T0∏
t=1

Pt(m)−st .

Thus, f(s1, . . . , sT0) = g(s1, . . . , sT0) in the open set consisting of all (s1, . . . , sT0) such that each
σt > max(σ0, σ

′
0). The uniqueness of the analytic continuation then ensures that f = g on CT0 .

In particular, f(−k1, . . . ,−kT0) = g(−k1, . . . ,−kT0), as claimed.

Proof of the Exchange Lemma. Proposition 4.1 tells us that both quantities are equal to

Z(Q;P1, . . . , PT , Q1, . . . , QT ′ ;µ;−k1, . . . ,−kT ,−	1, . . . ,−	T ′).

4.2 An application of the Exchange Lemma: the proof of Theorem B

Theorem B illustrates how one can use the Exchange Lemma. Its proof is a simple consequence of
the following.

Lemma 4.2. Let Q =
∑
α∈S aαXα ∈ R[X1, . . . ,XN ] and µ ∈ (T \ {1})N . Then

Z(Q;X1, . . . ,XN ;µ; 0, . . . , 0) =
∑
α∈S

aα

N∏
n=1

ζµn(−αn).

Proof. Set T = N and Pt = Xt for each t = 1, . . . , T . These polynomials evidently belong to HDF .
Thus, if σ1, . . . , σN are large enough, we have

Z(Q;X1, . . . ,XN ;µ, s) = Z

(∑
α∈S

aαXα;X1, . . . ,XN ;µ; s
)

=
∑
α∈S

aαZ(Xα;X1, . . . ,XN ;µ; s)

=
∑
α∈S

aα
∑

m∈N∗N

µmmα
N∏

n=1

m−sn
n =

∑
α∈S

aα
∑

m1,...,mN�1

N∏
n=1

µmn
n mαn−sn

n

=
∑
α∈S

aα

N∏
n=1

∑
mn�1

µmn
n mαn−sn

n =
∑
α∈S

aα

N∏
n=1

ζµn(sn − αn).

The uniqueness of analytic continuation then implies

Z(Q;X1, . . . ,XN ;µ, s) =
∑
α∈S

aα

N∏
n=1

ζµn(sn − αn) ∀s ∈ CN .

Setting s = 0 in this equality completes the proof.
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Proof of Theorem B. The argument is now very simple and goes as follows:

Z(Q;P1, . . . , PT ;µ;−k1, . . . ,−kT ) = Z

(
Q

N∏
n=1

X0
n;P1, . . . , PT ;µ;−k1, . . . ,−kT

)

= Z

(
Q

T∏
t=1

P kt
t ;X1, . . . ,XN ;µ; 0, . . . , 0

)

=
∑
α∈S

aα

N∏
n=1

ζµn(−αn).

The Exchange Lemma implies the second equality, and Lemma 4.2 implies the third equality.

4.3 Values at T -tuples of integers for Y

We gave the values at T -tuples of negative integers for general Y in terms of values at negative
integers of the simplest Y . The proof of the following theorem follows exactly the same process as
that of Theorem B.

Theorem 4.3. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] and f1, . . . , fN ∈ B(1). We assume that P1, . . . ,
PT satisfy HDF and that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Let k1, . . . , kT ∈ N. We denote Q
∏T

t=1 P kt
t =

∑
α∈S aαXα. Then

Y (Q;P1, . . . , PT ; f1, . . . , fN ;−k1, . . . ,−kT ) =
∑
α∈S

aα

N∏
n=1

Y (1;X; fn;−αn).

Remark 4.4. For example, if f is given by f(x) = eiθx, where θ ∈ R∗, then the values at negative
integers of Y (1;X; f ; ·) are very easy to calculate by induction thanks to an integration by parts.

5. p-adic interpolation

The main result of this section is Theorem C. The proof is based on Theorem B and a precise
description of each ζµ(−k), proved in § 5.1.

5.1 A formula for the values of ζµ(−k)
The first ingredient is a classical lemma [Zag77].

Lemma 5.1. Let (am)m∈N∗ be a sequence of complex numbers and define

Z(s) =
+∞∑
m=1

am

ms
.

Let us assume that there exists s ∈ C such that the series converges, from which it follows that the
series f(x) =

∑+∞
m=1 ame−mx converges if x > 0.

We assume that there is a sequence (ck)k∈N of complex numbers such that, for all K ∈ N∗, we
have in a neighborhood of zero

f(x) =
K−1∑
k=0

ckx
k + O(xK).

Then Z can be holomorphically extended to C and Z(−k) = (−1)kk!ck for all k ∈ N.
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We will also need the Stirling numbers of the second kind, as well as some of their elementary
properties. Let us recall the following definition.

Definition 5.2. Let k, 	 ∈ N. The Stirling number of the second kind (associated to (k, 	)) is the
number of partitions in 	 parts of a set with k elements. This integer is denoted by S(k, 	).

Example 5.3. We have S(0, 0) = 1; for k ∈ N, S(k, k) = 1; if 0 � k < 	, then S(k, 	) = 0.

The proofs of the next two results can be found in [Com70].

Lemma 5.4. For all k ∈ N and all 	 ∈ N∗, S(k + 1, 	) = 	S(k, 	) + S(k, 	 − 1).

Lemma 5.5. For all k, 	 ∈ N, we have

S(k, 	) =
1
	!

�∑
j=0

(−1)�−j

(
	

j

)
jk.

Finally, we need a general expression for each derivative of the composition of a smooth function
with the exponential function.

Lemma 5.6. Let g : R∗
+ → C be smooth, and define f = g ◦ exp. Then, for all k ∈ N, we have:

f (k)(x) =
∑k

�=0 S(k, 	)e�xg(�)(ex) for all x ∈ R.

Proof. The proof is by induction on k ∈ N.

• For k = 0, the formula is true because S(0, 0) = 1.
• Assuming that the formula holds for a given k, and differentiating one more time, it follows

that for all x ∈ R,

f (k+1)(x) =
k∑

�=0

S(k, 	)(	e�xg(�)(ex) + e�xexg(�+1)(ex))

=
k∑

�=0

S(k, 	)	e�xg(�)(ex) +
k+1∑
�=1

S(k, 	 − 1)e�xg(�)(ex).

Since S(k, k + 1) = 0, one concludes that

f (k+1)(x) =
k+1∑
�=1

[	S(k, 	) + S(k, 	 − 1)]e�xg(�)(ex)

=
k+1∑
�=1

S(k + 1, 	)e�xg(�)(ex) =
k+1∑
�=0

S(k + 1, 	)e�xg(�)(ex).

This proves the formula for k + 1.

We can now express each ζµ(−k) in terms of the S(k, 	) as follows.

Lemma 5.7. Let µ ∈ T \ {1}. Then, for all k ∈ N, we have

ζµ(−k) =
(−1)kµ
1 − µ

k∑
�=0

	!S(k, 	)
(µ − 1)�

.

Proof. For all

x > 0,
+∞∑
m=1

µme−mx =
+∞∑
m=1

(µe−x)m = µe−x 1
1 − µe−x

=
µ

ex − µ
.
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We define f : R → C by f(x) = µ/(ex − µ) and g : R∗
+ → C by g(y) = µ/(y − µ). Then g is

smooth and f = g ◦ exp, so (5.6) gives: f (k)(x) =
∑k

�=0 S(k, 	)e�xg(�)(ex) for all x ∈ R. Writing
g(y) = −µ(1/(µ − y)), it is clear that for each 	, g(�)(y) = −µ(	!/(µ − y)�+1). Thus,

f (k)(0) =
k∑

�=0

S(k, 	)
(
−µ

	!
(µ − 1)�+1

)
,

we then apply (5.1) to finish the proof.

5.2 Proof of Theorem C

To prove Theorem C, we need to have a formula adapted to p-adic interpolation: we want to obtain
a formula similar to that appearing in the proof of Theorem 20 in [Cas82]. In the present work,
such a formula is obtained during the proof of Lemma 5.9: this is the formula (7) for Z�(−k).

However, for the p-adic control of Z�(−k) we do not use the formula (7) but the formula (1)
(cf. the proof of the Lemma 5.9), which come from Theorem B and that contain the Stirling numbers.
This explains why we obtain the bound p−1/p(p−1), which is better than the bound 1 obtained in
the work of Cassou-Noguès.

We first rewrite Z̃ as follows:

Z̃(Q;P1, . . . , PT ;µ; s) =
∑

m∈N∗N

∀t∈{1,...,T}, p�Pt(m)

µmQ(m)
T∏

t=1

Pt(m)−st

=
∑

u∈{1,...,p}N

∑
m∈N∗N

∀t∈{1,...,T}, p�Pt(m)
∀n, mn≡un mod (p)

µmQ(m)
T∏

t=1

Pt(m)−st

=
∑

u∈{1,...,p}N

∑
m∈NN

∀t∈{1,...,T}, p�Pt(u+pm)

µu+pmQ(u + pm)
T∏

t=1

Pt(u + pm)−st

=
∑

u∈{1,...,p}N

∑
m∈NN

∀t∈{1,...,T}, p�Pt(u)

µu+pmQ(u + pm)
T∏

t=1

Pt(u + pm)−st

=
∑

u∈{1,...,p}N

∀t∈{1,...,T}, p�Pt(u)

µuZ̃(Qu;P1,u, . . . , Pt,u;µp; s),

where Qu = Q(u + pX) and Pt,u = Pt(u + pX). Note that each Pt,u satisfies the property that
p � Pt,u(m) for all integral vectors m, and that the twist is now determined by the vector µp rather
than µ.

Two lemmas are now needed to complete the proof of Theorem C.

Lemma 5.8. Let x ∈ Cp. Then |x − 1|p > p−1/(p−1) ⇒ |xp − 1|p = (|x − 1|p)p.
Proof. Set z = x − 1. We have

xp − 1 = (z + 1)p − 1 =
p∑

k=1

(
p

k

)
zk = z

(p−1∑
k=1

(
p

k

)
zk−1 + zp−1

)
.
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Let k ∈ {1, . . . , p − 1}. We want to show that∣∣∣∣
(

p

k

)
zk−1

∣∣∣∣
p

< |zp−1|p.

Since p is prime, ∣∣∣∣
(

p

k

)∣∣∣∣
p

� p−1.

In addition, ∣∣∣∣
(

p

k

)
zk−1

∣∣∣∣
p

=
∣∣∣∣
(

p

k

)∣∣∣∣
p

|z|k−1
p ,

so it is enough to show that p−1|z|k−1
p < |z|p−1

p . To show this, we are going to study two cases.

• Case |z|p > 1: p−1|z|k−1
p < |z|k−1

p � |z|p−2
p < |z|p−1

p .

• Case 0 < |z|p � 1: p−1|z|k−1
p � p−1. Since |z|p > p−1/(p−1), |z|p−1

p > p−1 and so we see that
p−1|z|k−1

p < |z|p−1
p .

From ∣∣∣∣
(

p

k

)
zk−1

∣∣∣∣
p

< |zp−1|p for all k ∈ {1, . . . , p − 1},

we deduce that ∣∣∣∣
p−1∑
k=1

(
p

k

)
zk−1 + zp−1

∣∣∣∣
p

= |zp−1|p.

The conclusion follows.

Lemma 5.9. We make the same hypothesis as that in Theorem C, except that part (ii) is replaced
by part (ii ′): |1 − µn|p > p−1/(p−1). However, impose the additional property that p � Pt(m) for

all m ∈ NN . Then for each r ∈ {0, . . . , p − 2}T there exists Z
(r)
p (Q,P1, . . . , PT ,µ, ·) : Zp

T → Cp

continuous such that for all k ∈ NT satisfying kt ≡ rt mod (p − 1) for all t ∈ {1, . . . , T}, we have

Z(r)
p (Q;P1, . . . , PT ;µ;−k) = Z(Q;P1, . . . , PT ;µ;−k).

Proof. Let k ∈ NT and write Q
∏T

t=1 P kt
t =

∑
α aαXα. Set Sk = {α : aα �= 0}. Thanks to

Theorem B and Lemma 5.7, we know the following:

Z(Q,P1, . . . , PT ,µ,−k) =
∑
α∈Sk

[
aα

N∏
n=1

(
(−1)αnµn

1 − µn

αn∑
�n=0

	n!S(αn, 	n)
(µn − 1)�n

)]

=
∑
α∈Sk

[
aα(−1)|α|

µ1

(1 − µ)1

N∏
n=1

( αn∑
�n=0

	n!S(αn, 	n)
(µn − 1)�n

)]

=
µ1

(1 − µ)1
∑
α∈Sk

[
(−1)|α|aα

N∏
n=1

∑
�n�αn

	n!S(αn, 	n)
(µn − 1)�n

]

=
µ1

(1 − µ)1
∑
α∈Sk

[
(−1)|α|aα

∑
��α

N∏
n=1

	n!S(αn, 	n)
(µn − 1)�n

]
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=
µ1

(1 − µ)1
∑
α∈Sk

[∑
��α

(
(−1)|α|aα

�!
(µ − 1)�

N∏
n=1

S(αn, 	n)
)]

=
µ1

(1 − µ)1
∑
�∈NN

Z�(−k),

where, for each � ∈ NN ,

Z�(−k) def=
∑
α∈Sk
��α

(
(−1)|α|aα

�!
(µ − 1)�

N∏
n=1

S(αn, 	n)
)

.

The family (Z�(−k))�∈NN is nearly null, more precisely its support is included in {� ∈ NN | ∃α ∈
Sk, α � �}, which is clearly a finite subset of NN . Moreover, since 	 > k ⇒ S(k, 	) = 0, we see that

Z�(−k) =
�!

(µ − 1)�
∑
α∈Sk

(
(−1)|α|aα

N∏
n=1

S(αn, 	n)
)

. (1)

Finally, we note that

|Z�(−k)|p �
N∏

n=1

|	n!|p
|µn − 1|�n

p

.

This will be needed in the following.
By using Lemma 5.5, we manipulate the sums as follows:

Z�(−k) =
�!

(µ − 1)�
∑
α∈Sk

{
(−1)|α|aα

N∏
n=1

[
1

	n!

�n∑
jn=0

(
(−1)�n−jn

(
	n

jn

)
jαn
n

)]}
(2)

= (1 − µ)−�
∑
α∈Sk

{
(−1)|α|aα

N∏
n=1

[ �n∑
jn=0

(
(−1)jn

(
	n

jn

)
jαn
n

)]}
(3)

= (1 − µ)−�
∑
α∈Sk

{
(−1)|α|aα

∑
j∈∏N

n=1{0,...,�n}

[ N∏
n=1

(
(−1)jn

(
	n

jn

)
jαn
n

)]}
(4)

= (1 − µ)−�
∑

j∈∏N
n=1{0,...,�n}

{ N∏
n=1

[
(−1)jn

(
	n

jn

)] ∑
α∈Sk

[
(−1)|α|aα

N∏
n=1

jαn
n

]}
(5)

= (1 − µ)−�
∑

j∈∏N
n=1{0,...,�n}

{ N∏
n=1

[
(−1)jn

(
	n

jn

)] ∑
α∈Sk

[
aα

N∏
n=1

(−jn)αn

]}
(6)

= (1 − µ)−�
∑

j∈∏N
n=1{0,...,�n}

{
(−1)|j|

(
�

j

)
Q(−j)

T∏
t=1

Pt(−j)kt

}
. (7)

For a unit x ∈ Zp, we denote its Teichmüller representative by w(x) and set 〈x〉 = x/w(x). Since
each Pt(−j) is a unit in Zp, it follows that if rt ∈ {0, . . . , p − 2} satisfies kt ≡ rt mod (p − 1), then
Pt(−j)kt = w(Pt(−j))rt〈Pt(−j)〉kt . Setting r = (r1, . . . , rT ) ∈ {0, . . . , p − 2}T , we now define the
function Z

(r)
� : ZT

p → Cp by

Z
(r)
� (s1, . . . , sT ) = (1 − µ)−�

∑
j∈∏N

n=1{0,...,�n}
(−1)j

(
�

j

)
Q(−j)

T∏
t=1

w

(
Pt(−j)

)rt

〈Pt(−j)〉−st .
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Thus, Z
(r)
� (−k) = Z�(−k). By our previous observation, we then have the bound

|Z(r)
� (−k)|p �

N∏
n=1

|	n!|p
|µn − 1|�n

p

.

Since Z
(r)
� is continuous, and the set

∏T
t=1{−rt + (p − 1)N} is dense in ZT

p , we deduce that

|Z(r)
� (s)|p �

N∏
n=1

|	n!|p
|µn − 1|�n

p

∀s ∈ ZT
p .

To finish the argument, we define Z
(r)
p (Q,P1, . . . , PT ,µ, ·) as an a priori formal series:

Z(r)
p (Q,P1, . . . , PT ,µ, s) =

µ1

(1 − µ)1
∑
�∈NN

Z
(r)
� (s).

One now shows that the series converges p-adically on ZT
p . Using the upper bound for Z�(−k) noted

above, it therefore suffices to show the following for any n:

|	!|p
|µn − 1|�p

−−−−→
�→+∞

0.

Given 	 ∈ N, we denote by Sp(	) the sum of the digits for 	 written in base p. It is well known
that for 	 ∈ N we have

vp(	!) = (	 − Sp(	))/(p − 1).

If c denotes the number of digits of 	 in base p, then Sp(	) � c(p − 1) and 	 � pc−1; from this
we deduce Sp(	) � log 	. Since

vp

(
	!

(µn − 1)�

)
=

	 − Sp(	)
p − 1

− 	vp(µn − 1) =
(

1
p − 1

− vp(µn − 1)
)

	 − Sp(	)
p − 1

,

the two bounds 1/(p − 1) − vp(µn − 1) > 0 and Sp(	) � log 	 now imply

vp(	!/(µn − 1)�) −−−−→
�→+∞

+∞.

Thus,
∑
� Z

(r)
� (s) converges p-adically on ZT

p . This shows that the function Z
(r)
p (Q,P1, . . . , PT ,µ, s),

p-adically interpolates the function −k �→ Z(Q,P1, . . . , PT ,µ,−k) when k ≡ r mod (p − 1), and
completes the proof of Lemma 5.9 and, therefore, the proof of Theorem C.

6. The case of characters

Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] and χ1, . . . , χN be functions from N∗ into C. To these data we
can associate the following multivariable zeta series:

Z(Q;P1, . . . , PT ;χ1, . . . , χN ; s1, . . . , sT ) =
∑

m1�1,...,mN�1

(
∏N

n=1 χn(mn))Q(m1, . . . ,mN )∏T
t=1 Pt(m1, . . . ,mN )st

where (s1, . . . , sT ) ∈ CT .

Thanks to the following easy lemma (proven in [Kow04, ch. I]), under a suitable hypothesis,
such functions are linear combinations of functions of the type Z(Q;P1, . . . , PT ;µ1, . . . , µN ; ·).
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Lemma 6.1. Let χ : N∗ → C, that is D-periodic and whose mean value is null (that is,
∑D

m=1 χ(m)
= 0). For all d ∈ {1, . . . ,D − 1}, we set µd = exp(2iπ(d/D)). Then there exists a1, . . . , aD−1 such
that for all m ∈ N∗ we have χ(m) =

∑D−1
d=1 adµ

m
d .

Combining the preceding lemma and Theorem A, we obtain the following.

Theorem 6.2. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ] and χ1, . . . , χN : N∗ → C periodic of null mean
value. We assume that P1, . . . , PT satisfy HDF and that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Then Z(Q;P1, . . . , PT ;χ1, . . . , χN ; ·) extends to CT as an entire function.

It is now very easy to copy the Exchange Lemma for the series Z(Q;P1, . . . , PT ;χ1, . . . , χN ; ·).
Let us recall the following usual notation.

Definition 6.3. For χ : N∗ → C, we set L(s, χ) =
∑+∞

m=1(χ(m)/ms).

Then, exactly as was done in § 4, using the Exchange Lemma, we obtain the following.

Theorem 6.4. Let Q,P1, . . . , PT ∈ R[X1, . . . ,XN ]. We assume that P1, . . . , PT satisfy HDF and
that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.

Let k = (k1, . . . , kT ) ∈ NT and write

Q
T∏

t=1

P kt
t =

∑
α∈S

aαXα.

Let χ1, . . . , χN : N∗ → C periodic of null mean value. Then

Z(Q;P1, . . . , PT ;χ1, . . . , χN ;−k) =
∑
α∈S

aα

N∏
n=1

L(−αn, χn).

To make the p-adic interpolation, we need the following lemma (this is an exercise in [Kob77,
ch. 3]).

Lemma 6.5. We assume that µ ∈ Cp is a primitive root of unity of order 	.

(a) If 	 is not a power of p, then |µ − 1|p = 1.

(b) If 	 = ph, then |µ − 1|p = p−1/ph−1(p−1).

Now, using the expression of the function Z(Q;P1, . . . , PT ;χ1, . . . , χN ; ·) in terms of functions
Z(Q;P1, . . . ,µ; ·), Theorem C, and Lemma 6.5(a), we obtain the following.

Theorem 6.6. Let p be a prime number. We fix a field morphism from C into Cp (left implicit
in the discussion and by means of which we calculate |x|p for any x ∈ C). Let Q,P1, . . . , PT ∈
Z[X1, . . . ,XN ] and χ1, . . . , χN : N∗ → C be periodic of null mean value. We assume that the periods
are not divisible by p. We assume that P1, . . . , PT satisfy HDF , and that

T∏
t=1

Pt(x) −−−−−→
|x|→+∞
x∈JN

+∞.
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We set

Z̃(Q;P1, . . . , PT ;χ1, . . . , χN ; s) =
∑

m∈N∗N

∀t∈{1,...,T}, p�Pt(m)

N∏
n=1

χn(mn)Q(m)
T∏

t=1

Pt(m)−st .

Let r ∈ {0, . . . , p − 2}T . Then there exists Z̃r
p(Q,P1; . . . , PT ;χ1, . . . , χN ; ; ·) : Zp

T → Cp continuous

such that for all k ∈ NT satisfying kt ≡ rt mod (p − 1) for all t ∈ {1, . . . , T}, we have

Z̃r
p(Q;P1, . . . , PT ;χ1, . . . , χN ;−k) = Z̃(Q;P1, . . . , PT ;χ1, . . . , χN ;−k).

Remark 6.7. If some of the periods of the χn are divisible by p, one needs to look at the µd whose
coefficient ad in Lemma 6.1 is non-zero. Depending on their p-adic absolute value (calculated in
Lemma 6.5), we then may or may not be able to make the p-adic interpolation.
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de plusieurs variables, Ann. Inst. Fourier 34 (1984), 83–123.
Shi76 T. Shintani, On evaluation of zeta functions of totally real algebraic number fields at non-positive

integers, J. Fac. Sci. Univ. Tokyo Sect. I A 23 (1976), 393–417.
Zag77 D. Zagier, Valeurs des fonctions zeta des corps quadratiques réels aux entiers négatifs, Astérisque
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