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Abstract. Let X and Y be infinite-dimensional complex Banach spaces, and B(X)
(resp. B(Y)) be the algebra of all bounded linear operators on X (resp. on Y). For an
operator 7' € B(X) and a vector x € X, let o7(x) denote the local spectrum of 7 at x.
For two nonzero vectors xo € X and yg € Y, we show that a map ¢ from B(X) onto
B(Y) satisfies

Oues)(V0) = ors(xo), (T, S € B(X)),

if and only if there exists a bijective bounded linear mapping 4 from X into Y such
that Axo = yo and either o(T) = ATA™" or o(T) = —AT A" forall T € B(X).

2000 Mathematics Subject Classification. Primary 47B49; Secondary 47A10,
47A11.

1. Introduction. Throughout this paper, X and Y denote infinite-dimensional
complex Banach spaces, and B(X, Y)denotes the space of all bounded linear maps from
X into Y. When X = Y, we simply write B(X) instead of B(X, X). The local resolvent
set, pr(x), of an operator 7' € B(X) at a point x € X is the union of all open subsets
U of C for which there is an analytic function ¢ : U — X such that (T — A)¢(1) =
x, (A € U). The local spectrum of T at x is defined by or(x) := C\pr(x), and is
obviously a closed subset of o(7'), the spectrum of 7. The local spectral radius of 7" at
x is defined by ry(x) := limsup,_, ,  II7"x]| %, and coincides with maximum modulus
of or(x) provided that 7 has the single-valued extension property (SVEP). Recall
that 7' € B(X) is said to have SVEP provided that for every open subset U of C,
the equation (7 — A)¢(A) = 0, (A € U) has no nontrivial analytic solution ¢. Every
operator T' e B(X) for which the interior of its point spectrum, o,(T), is empty enjoys
this property. The remarkable books by P. Aiena [1] and by K.B. Laursen, M.M.
Neumann [13] provide an excellent exposition as well as a rich bibliography of the
local spectral theory.

Several results on linear or additive preserver problems have been extended to
the setting of nonlinear preservers, and, in many cases, their extensions demonstrated
to be nontrivial. In particular, the problem of characterizing maps preserving certain
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functions, subsets, relations and properties of product of matrices or operators has
attracted the attention of several authors; see for instance [2, 7, 10, 11, 15, 14, 17] and
the references therein. Motivated by problems concerning local automorphisms L.
Molnar characterized, in [15], maps preserving different spectra of operator or matrix
products. In [11], Hou and Di described, in particular, maps preserving the numerical
range of products of Hilbert space operators. In [14], maps preserving the nilpotency
of operator products are characterized.

On the other hand, the problem of describing linear or additive maps on B(X)
preserving the local spectra has been initiated by A. Bourhim and T. Ransford in [5],
and continued by several authors; see for instance [6, 8, 9] and the references therein.
In [8], C. Costara described surjective linear maps on B(X) which preserve operators of
local spectral radius zero at points of X. He showed, in particular, that if ¢ is a surjective
linear map on (X)) such that for every x € X and T € B(X), we have rp(x) = 0 if and
only if ryr)(x) = 0, then there exists a nonzero scalar ¢ such that ¢(7) =c T for
all T € B(X). This result has been extended in [3] to the nonlinear setting where it
was shown that if ¢ is a surjective (not necessarily linear) map on B(X) satisfying
rr_s(x) = 0 if and only if 1,7)_g5)(x) = 0, for every x € X and S, T € B(X), then
there is a nonzero scalar ¢ € C and an operator 4 € B(X) such that o(T) = ¢T + A
forall T € B(X).

This paper is a continuation of our recent work on nonlinear preserver problems of
local spectra of operators [3, 4], and the related works in [8]. It can be viewed as a step
towards the study of problems on nonlinear preservers of local spectra. Specifically,
we are interested in determining the structure of maps preserving the local spectrum
at a fixed vector of product of operators. Our main result is the following theorem.

THEOREM 1.1. Let xg € X and yo € Y be two nonzero vectors. A map ¢ from B(X)
onto B(Y) satisfies

op(p(s)(V0) = ors(xo), (T, S € BX)), (LD

if and only if there exists a bijective bounded linear mapping A from X into Y such
that Axy = yo and either o(T) = ATA™" for all T € B(X) or o(T) = —ATA~" for all
T € B(X).

Our arguments are influenced by ideas from [14, 15] and the approach given
therein, but the proof of the main result requires new ingredients such a new spectral
characterization of rank one operators in term of the local spectrum. It also relies
on a local spectral identity principle that characterizes in term of the local spectrum
when two operators are the same. We also would like to point out that if X and Y are
isomorphic Banach spaces, then the statements of our main result can be reduced to
the case when X = Y and xy = yy. But the fact that “X and Y are isomorphic” is a
part of the conclusion of this result rather being a part of its hypothesis.

2. Background from local spectral theory and preliminaries. In this section, we fix
some notion and gather together some useful lemmas needed for the proof of our main
result. The first lemma summarizes some basic properties of the local spectrum which
will be used frequently.

LEMMA 2.1. For an operator T € B(X), vectors x, y € X and anonzero scalar o € C,
the following statements hold.
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(a) If T has SVEP, then or(x) # @ provided that x # 0.

(b) or(ax) =or(x)ifa # 0, and o,7(x) = aor(x).

(¢) or(x+y) Cor(x)Uor(y). The equality holds if or(x) N or(y) = 0.
(d) If T has SVEP, x # 0 and Tx = Ax for some A € C, then or(x) = {A}.
(e) If T has SVEP and Tx = ay, then or(y) C o7(x) C or(y) U {0}.

(f) If R € B(X) commutes with T, then op(Rx) C or(x).

(g) om(x)={or(x)}" forallx € X andn > 1.

Proof. See for instance [1, 13]. ]

For any operator T € B(X), let T* be its adjoint on the dual space X* of X. For
every nonzero x € X and f € X*, we sometime write (x, /) instead f(x) and let x ® f
denote the rank one operator defined on X by (x ® f)(¥) = f(»)x, ~ (y € X). Note
that every rank one operator on X can be written in this way and every finite rank
operator is a finite sum of rank one operators. Let F(X) denote the ideal of all finite
rank operators on X, and F,(X) denote the set of all operators on X of rank of at most
n.

For a nonzero vector xy € X and an operator 7" € B(X), we use this notation

{0} if  or(xo) = {0},
o7(xo) := '
or(xo)\{0} if or(x0) # {0}
The second lemma is a useful observation needed to establish the linearity of surjective

maps ¢ : B(X) — B(Y) satisfying (1.1).

LEMMA 2.2. Let xy be a nonzero vector in X. For two vectors x and y in X and a
linear functional f € X*, the following statements hold.

(a)
0y i flxo)=0,
Uy i f(xe) #0.

() Ot yymr(¥0) = 0gp(X0) + 0y (X0).
(¢) For all rank one operators R € B(X) and all T, S € B(X), we have

U;:@f(XO) = [

U(*T-s-S)R(XO) = orp(x0) + o5p(x0).
Proof.

(@) Iff(xo) = 0, then (x ® f)xo = 0 and oxgs(x0) = 07, (x0) = {0}. If f(xo) # O,
then (x ® f)xo = f(xo)x and

()} = oxgr(x) C oxgr(x0) C oxgr(x) U{0} = {0, f(x)};

see Lemma 2.1-(e). It follows that o;_‘@f(xo) ={f(x)}.
(b) If f(x0) = 0, then o', ) (x0) = a;‘®f(x0) = 0(x0) = {0}, and the desired
identity holds. If f(x¢) # 0, then G&er)@f('xo) ={f(x+y)} =)+

{f(y)} = O';®f(x0) + O';®f(X0).
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(¢) Write R = x ® f. Then, by part (b),

I(r+5)R(X0) = O(745)x/)(¥0) = O(75)(x)7 (X0)
= 0(*TX+SX)®f(x0) = O—;x®f'(x0) + O—S*x®/'(x0)
= 0;(x®f)(x0) + U;(x®f)(x0) = o7g(x0) + ogr(x0).

g

LEMMA 2.3. Let xo € X and yy € Y be nonzero vectors, and let A: X — Y
and B: X* — Y* be bijective linear transformations. The following statements are
equivalent.

(a) Foreveryx € X andf € X*, we have o,gs(X0) = 04xa87(V0)-
(b) A is continuous, B = A*~' and Axo = ayy for some nonzero scalar « € C.

Proof. If A is continuous, B = A* ! and Axy = ay, for some nonzero scalar« € C,
then UAx®Bf(Y()) = UA(x@f)A—‘(yO) = Ux®f(A_1y0) = O'x®f‘(0(_1)€()) = Ux®f(X0) for all x €
X and f* € X*. This establishes the implication (b) = (a).

Conversely, assume that og/(x0) = o4xgrr(yo)forallx € Xandf € X*. Letx € X
and / € X*, and let us show that

(x,f) = (dx, Bf). (2.2)

Assume first that f(xo) # 0, and note that, since o 4x,e8/r(V0) = Oxer(X0) = {f(x0)},
we infer that Bf(yo) # 0 and Ax¢ = oyo for some nonzero « € C. Since oyg/(xp) =
Oaxanr(0), We have ((¥)} = 07y (x0) = 705, 00) = [Bf(4)) and thus (2.2)
holds.

Next consider the case when f(x() = 0 and take a linear functional g € X* such
that g(xo) # 0. It follows from what has been shown previously that (x, g) = (4x, Bg),
and (x, (f + g)) = (4x, B(f + g)). Expanding the last identity, we get (x, /) = (4x, Bf)
which establishes (2.2) in this case too; as desired.

Now, let us show that 4 is continuous and B = A*~'. Assume that (x)nC X
is such that lim, .. x, = x € X and lim,_, o, Ax, = y € Y. Then, for every f € X*,
we have (y, Bf) = lim,_, oo (Ax,, Bf) = lim,,_, oo (X, ) = (x, f) = (Ax, Bf). Since Bis
bijective and ' € X* is an arbitrary linear functional, the closed graph theorem shows
that A is continuous.

Moreover, if /€ X* is a fixed linear functional, then for every x € X, we
have (x,f) = (4Ax, Bf) = (x, A*Bf), and thus 4*B = 1y«. The proof is therefore
complete. O

LEMMA 2.4. Let xog € X and yy € Y be nonzero vectors, and let A . X* — Y and
B: X — Y* be bijective linear transformations. Then there are x € X and f € X* such

that ocgr(x0) # 0 4rex(V0)-

Proof. Assume by the way of contradiction that o,gs(x0) = o4eax(yo) forallx € X
and f € X*. Just as in the proof of the previous lemma, one can show that both 4 and
B are continuous and thus both X and Y are reflexive. After identifying X and Y with
their second dual spaces X** and Y**, one can also show that B = 4*~!, and thus
or(x0) = 0 r4-1(¥0) = or(A~'y) for all rank one operators R € B(X).

Let x € X be a nonzero element such that x ¢ Cxg and (x, 4~'y) = 1, and let f°
be a linear functional on X such that f(xyp) = 0 and f(x) = 1. Set R := x ® f, and note

https://doi.org/10.1017/5S0017089514000585 Published online by Cambridge University Press


https://doi.org/10.1017/S0017089514000585

MAPS PRESERVING THE LOCAL SPECTRUM 713

that Rxo = 0 and that R* (47'y¢) = f and R*f = f. Thus

or(xo) = {0} and og- (47" y) = or (R* 47" y0) = op- (f) = {1}.

This contradiction finishes the proof. ]

3. Local spectral identity principle. This section is devoted to some local spectral
identity principles, which we believe to be of interest in their own right. The first one
characterizes in term of the local spectrum when two operators are linearly dependent.

THEOREM 3.1. Let xg € X be a nonzero vector, and let A, B € B(X). The following
Statements are equivalent.

(a) A = aB for some nonzero scalar a € C.

(b) oa1(x0) = {0} < opr(xo) = {0} for all operators T € B(X).

(¢) o41(x0) = {0} < opr(x0) = {0} for all rank one operators T € B(X).
(d) ojir(x0) = {0} <= opp(x0) = {0} for all rank one operators T € B(X).

Proof. We only need to show that (d) = (a).

Assume that oj;(xo) = {0} <= oj(x0) = {0} for all rank one operators T €
B(X), and let us first show that Axy and Bx, are linearly dependent. Suppose to
the contrary that 4Axy and Bx, are linearly independent, and let us show that x,
Axo and Bx are linearly dependent. If not, let fo € X* be a linear functional such
that fy(xo) = fo(4xo) = 1 and fo(Bxy) = 0. For T := x¢ ® fo, we have ATy = Axy ® fo
and O'ATO(X()) = O’ATO(XO — Axg) U O'ATO(AX()) = {0, 1}. Moreover, BTy = Bxy ® fy is
a nilpotent rank one operator, and opr,(xo) = {0}. Thus o}, (xo) = {1} # {0} =
or,(X0), and this contradiction shows that xy = aAxy + BBxy for some scalars
a, B € C. Note that either « # 0 or 8 # 0 and thus we may and shall assume that
a #0. Let f{ € X* be a linear functional such that f](A4x¢) = 1 and f;(Bxg) = 0. For
T := xo ®f1, we have AT = Axy ®f1 and {1} C UATI(AX()) U UATI(/gBX()) c {0, 1},
and thus o7, (xo) = {1}. Note that BT} = Bxo ® f} is a nilpotent rank one operator
and opr, (o) = {0}. This shows that o7, (xo) = {1} # {0} = o, (x0), and yields to a
contradiction. Thus, Axy = «y, Bx, for some nonzero scalar a,,; as desired.

Now, let x be an arbitrary vector in X, and let S € B(X) be an operator such that
Sxo = x. Replacing T by ST in the statement (d), we note that o (xp) = {0} <
o psr(x0) = {0} for all rank one operators T € B(X). By what has been shown above,
there is o, that Ax = ASxy = o, BSxy = o, Bx for some nonzero scalar «,.. Thus, there
is a nonzero scalar o € C such that 4 = o B; as desired. O

The second result characterizes in term of the local spectrum when two operators
are the same.

THEOREM 3.2. Let xg € X be a nonzero vector, and let A, B € B(X). The following
statements are equivalent.

(a) A=B.

(b) o41(x0) = opr(xp) for all operators T € B(X).

(¢) oar(x0) = opr(x0) for all rank one operators T € B(X).
(d) ojp(x0) = opp(x0) for all rank one operators T € B(X).

Proof. We only need to show that (d) = (a). So, assume that ¢ j,(x9) = o3,(x0)
for all rank one operators T € B(X), and note that there is a nonzero o € C such
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that A = aB, by Theorem 3.1. To show that such « must be one, assume first that
there is x € X such that Bx and xy are linearly independent, and let /' € X* be a
linear functional such that f(Bx) = f(xg) = 1. Set T := x ® f, and note that BT =
Bx ® f and thus og7(x0) = opr(xo — Bx) U opr(Bx) = {0, 1}. It follows that {0, 1} =
opr(x0) = 047(xX0) = 0unr(X0) = {0, @}, and a = 1.

Now, if Bx and x( are linearly dependent for any x € X, then either B = 0 and
there is nothing to prove, or B = xo ® f for some f € X*. If the last case occurs, pick
up x ¢ ker(f) such that f(x) = 1 and a linear functional g € X™* such that g(x¢) = 1.
Let T := x® g, and note that Bx = xo and that BTxy = Bx = xy. It follows that
{1} = opr(x0) = 047(X0) = Oapr(X0) = {ar}. U

4. Local spectral characterization of rank one operators. The following theorem,
which may be of independent interest, gives a spectral characterization of rank one
operators in term of local spectrum.

THEOREM 4.1. For a nonzero vector xo of X and a nonzero operator R € B(X), the
following statements are equivalent.

(a) R has rank one.
(b) oky(xo) contains at most one element for all T € B(X).
(¢) opr(x0) contains at most one element for all T € F»(X).

Proof. Clearly (a) = (b) = (c), and so we only need to establish the implication
(¢) = (a). So suppose that o3, (xp) contains at most one element for all T € F>(X),
and assume for the sake of contradiction that rank (R) > 2. Let us first show that x is
not in the range of R. Assume to the contrary that xg is in the range of R so that there
are x, y € X such that xo = Rx and v = Ry are linearly independent. Set

X—y X+y

x| = 7 and x; = 7

and note that xo = Rx; + Rx,. Now, choose two linear functionals f; and f; in X* such
that f1(xo) = 1 and f1(v) = —1, and f>(x¢) = f2(v) = 2 and thus fi(Rx1) = 1, fi(Rx3) =
0, /2(Rx1) =0 and f2(Rx;) = 2. For S :=Xx; ®f1 + x2 ® f>, we have RS = (Rx1) ®
f1+ (Rx2) ® f>, and RS(Rx;) = Rx; and RS(Rx;) = 2Rx;. As xo = Rx| + Rx;, we
have org(xg) = ors(Rx1 + Rx3) = ogrs(Rx1) U ors(Rx;) = {1, 2}. This contradiction
shows xy is not in the range of R.

Now, let u = Rx and v = Ry from the range of R so that x¢, u and v are linearly
independent. Note that, since # and v are linearly independent, we see that either xy and
x or xp and y are linearly independent. Suppose for instance that x, and y are linearly
independent, and choose two linear functionals f and g in X* such that f(xy) = 1 and
f(»)=0,and g(xo) =0and g(y) = 1. For R; :==x® f + y ® g, we have

RRixo=Rx=u and RR;y=Ry=nv.
Set

Xo—Y
X3 = and x4 := ,
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and note that, since xo = x3 + x4 is not in the range of R, the two sets {x3, RRjx3}
and {x4, RR x4} cannot be simultaneously linearly dependent. Now, we shall discuss
two cases.

Case 1. One of the two sets is linearly dependent and the other one is linearly
independent. Suppose, for instant, that RRyx; = ax3 for some scalar « € C. On
the one hand, we note that, since u and v are linearly independent, such «
which must be a nonzero scalar. On the other hand, {x3, x4, RR;x4} must be
linearly independent. If not, since x3 and x4 are linearly independent, there scalars
ay, B1 € C such that RR x4 = a1x3 + B1x4. Note that, since RR;x3 and RR;x4 are
linearly independent, gy # 0 and R (x4 + (1 — 1)~ x3) = Bi(x3 + x4) = Bixo. This
contradicts the assumption that xj is not in the range of R, and shows that x3, x4 and
RR; x4 are linearly independent. Now, choose two linear functionals f3 and f4 in X* such
that f3(x3) = 1, f3(x4) = f3(RR1x4) = 0, fa(x3) = 0, and fa(x4) = fa(RR1X4) = 2e. For
T:=x3Qf3+x4® f4, wehave RRiT = (RR1x3) ® f3 + (RR1x4) ® fy and RR; Tx3 =
RRx3 = ax3, and

RR1 T)C4 = 20[RR1)C4, and RRI T(RR1X4) = 20[RR1X4.

Thus, ogr,7(x3) = {o} and {20} C orr,7(x4) C {0, 2a}. From this, it follows that
{a, 2a} C URRIT(XO) = URRIT(X3) U URRIT(X4) C {0, &, 2}, and GERIT(XO) = {a, 2a}.
This gives a contradiction and shows that R must have rank one.

Case 2. The two sets {x3, RRjx3} and {x4, RRjx4} are linearly independent.
If {x3, RRix3, x4, RRyx4} is linearly independent, then choose two linear
functionals g; and g, in X* such that g;(x3) = g1(RR1x3) = 1, g1(x4) = g1(RR1x4) =
0, g2(x3) = g2(RRi1x3) =0, and go(x4) = fu(RR1x4) =2. For T'=x308 +x1®
g2, we have RR|T = (RR1x3) ® g1 + (RR1x4) ® g». Then RR;Tx3; = RR;x3, and
RR | T(RR x3) = RR;x3, and thus {1} C oggr,r(x3) C {0, 1}. We also have RR; Tx4 =
2RR x4, and RR]T(RR1X4) = 2RR x4, and thus {2} C URRIT(X4) c {0, 2}. From
this, it follows that {I, 2} C URRIT(XO) = URRIT(X3) UURRIT(X4) c{0, 1, 2}, and
ogr,7(xX0) = {1, 2}. This contradiction shows that {x3, RR|x3, X4, RR;x4} is linearly
dependent.

Now, suppose that x3 = ax4 + BRR1x3 + y RR; x4 for some scalars «, B, y € C,
and pick up two linear functionals g3 and g4 in X™ such that g3(RRx3) = 1, g3(x4) =
23(RR1x4) = 0, g4(RR1x3) = 0, ga(x4) = =2y /a, and g4(RR x4) = 2. For P:=x3 ®
g3 + X4 ® g4, we have RR P = (RR1x3) ® g3 + (RR1x4) ® g4 and RR| Px3 = BRR; X3,
and RR1P(RR1X3) = RR;x3. Thus {1} C URRlP(XS) c {0, 1}. We also have RR|Px4 =
—%RR])M, and RR]P(RR]X4) = 2RR; x4, and thus {2} C URRIP(X4) C {O, 2} It
follows that {1, 2} C URRIT(XO) = URRIT(X3) U URRIT(X4) c {0, 1, 2}, and O';R]T(X()) =
{1, 2}. This contradiction shows that R has rank one in this case too.

5. Proof of theorem 1.1. 'We only need to establish the ‘only if” part whose proof
breaks down into several steps. Assume that ¢ satisfies (1.1), and let us first show that
¢ is injective and ¢(0) = 0. If p(A) = ¢(B) for some A, B € B(X), we get

047(X0) = Tp(a)p(T)(0) = OuB)o(T)(V0) = oBT(X0)

for all T € B(X). By Theorem 3.2, we see that 4 = B and ¢ is injective. But since ¢
is assumed to be surjective, the map ¢ is, in fact, bijective. For the second part of the
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claim, note that for every T € B(X), we have {0} = oo« 7(x0) = 0p0)p(1)(0). Again by
Theorem 3.2 and the bijectivity of ¢, we see that ¢(0) = 0.
Second let us show that either

(1) (¥0) = o7(x0) (5.3)

forall T € B(X), or

ou(1)(¥0) = —o1(x0) (5.4)

forall T € B(X). To do so, we first prove that either ¢(1) = 1 or ¢(1) = —1. Indeed, for
every T € B(X), we have {0} = or(x9) = op2(x9) < {0} = O'w(T)z(yo) = ay1)()0),
and thus oy)(19) = {0} <= or(xo) = {0} = o17(x0) < oua)pr(»0) = {0}. By
the surjectivity of ¢ and Theorem 3.1, we see that ¢(1) = @1 for some nonzero scalar
a € C. Such « must be 1 or —1 since {1} = 0p2(x0) = 0,12 (0) = T21(v0) = {o?}. If
©(1) = 1, then for every T' € B(X), we have

or(x0) = 01x7(X0) = Tp)e(T)(V0) = O1xe(T)(V0) = Tu(r)(V0),

and (5.3) is established. If (1) = —1, then

o7(X0) = 01x7(X0) = 0u)e(1)(V0) = 0—1x0(1)(V0) = —Ty(1)(V0)

for all T € B(X). This establish (5.4).

Now, we show that ¢ is a linear map preserving rank one operators in both
directions. Let R € B(X) be a rank one operator, and note that, since ¢(0) = 0 and ¢ is
bijective, p(R) # 0. Moreover, for every operator S = ¢(T) € B(Y), we have o 3,(xp) =
O (Ryo(1)V0) = O r)s(V0) contains at most one element. By Theorem 4.1, we see that
¢(R) has rank one. The converse holds in a similar way and thus ¢ preserves the rank
one operators in both directions; as desired.

To establish the linearity of ¢, let us first show that ¢ is homogenous. For every
reCand 4, T € B(X), we have

Trp()o(T)(0) = A0u(a)p(T)(V0) = Ao 41(X0) = ra7(X0) = Cpraye(T)(M0)-

Since ¢ is surjective, Theorem 3.2 shows that p(LA4) = Ap(A); as desired. Now, let us
show that ¢ is additive. Note that, by Theorem 4.1, the map ¢ preserves rank one
operators in both directions. Let R € B(X) be a rank one operator and 7, S € B(X),
and note that, by Lemma 2.2, we have

U;(T+S)¢(R)(J’O) = O‘(*TJFS)R(XO) = org(x0) + ogr(x0)
= O p(r (V0) + O45)0(R) (V0)
(o).

_ *
= Y(or+09) R

By the arbitrariness of the rank one operator R, the bijectivity of ¢ and Theorem 3.1,
we deduce that

o(T+S) = o(T) + ¢(S)

forall T, S € B(X), and ¢ is linear.
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Finally, let us show that ¢ takes the desired form. Since ¢ is a bijective linear map
preserving the rank one operators in both directions, either there are bijective linear
mappings 4 : X — Y and B: X* — Y* such that

p(x®f)=AxQ®Bf, (xe X, f € X7), (5.5
or there are bijective linear mappings 4 : X* — Y and B: X — Y* such that
p(x®f) = A ® Bx, (x€ X, f € X7), (5.6)

see for instance [16]. By Lemma 2.4, the second form cannot occur, and thus ¢ takes
the form (5.5). Since ¢ satisfies either (5.3) or (5.4), Lemma 2.3, shows that 4 is a
continuous map for which Axy = ay, for some nonzero scalar « € C, and ¢(x ® f) =
+A(x ® f)A~" for all x € X and f € X*. Replacing 4 by a~'4, we may and shall
assume that Axy = yq. To finishes the proof, note that for every rank one operator
R € B(X) and every T € B(X), we have

O aT AR (V0) = T4y 4-14r41(V0) = O47RA (P0) = OTR(X0) = Op(T)p(R)(M0)-

By Theorem 3.2, we see that ¢(7T) = £AT A~ for all T € B(X). The proof is now
complete.
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