A new class of hyperbolic variational–hemivariational inequalities driven by non-linear evolution equations†
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The aim of the paper is to introduce and investigate a dynamical system which consists of a variational–hemivariational inequality of hyperbolic type combined with a non-linear evolution equation. Such a dynamical system arises in studies of complicated contact problems in mechanics. Existence, uniqueness and regularity of a global solution to the system are established. The approach is based on a new semi-discrete approximation with an application of a surjectivity result for a pseudomonotone perturbation of a maximal monotone operator. A new dynamic viscoelastic frictional contact model with adhesion is studied as an application, in which the contact boundary condition is described by a generalised normal damped response condition with unilateral constraint and a multivalued frictional contact law.

Key words: Hyperbolic variational–hemivariational inequality, Clarke subgradient, existence and uniqueness, dynamic contact problem, normal damped response, adhesion

2010 Mathematics Subject Classification: 49J40, 47J20, 47J22 (Primary); 74M10, 74M15, 74G25, 35L51 (Secondary)

1 Introduction

In real life, a wide variety of physical phenomena, economic processes and engineering applications are naturally modelled or formulated as inequality problems which replace more commonly
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studied equations. On the one hand, physical laws and constitutive relations for complicated applications are often described by inequalities, and on the other hand, investigation of inequality problems is more difficult than equations. Roughly speaking, inequality problems can be classified as variational inequalities and hemivariational inequalities. Variational inequalities are related to convex potentials and their study is traced back to 1933 when Signorini posed a static linear elastic contact problem, which was subsequently studied by Fichera in 1964 on solution existence in the space of functions with finite energy by exploiting an optimisation method. Over half a century, variational inequalities have attracted much attention due to their wide range of applications in Mechanics, Engineering, Economics, etc., see, for example, [11, 12, 22, 27, 28, 30, 31, 38]. The theory of hemivariational inequalities is based on the notion of the Clarke’s generalised subdifferential defined for locally Lipschitz functions, and it was started with works of Panagiotopoulos in the early 1980s, see [40], who attempted to analyse engineering problems involving non-smooth, non-monotone and possibly multivalued constitutive/interface laws for deformable bodies. Since then, there has been much development on the mathematical theory and applications of hemivariational inequalities, see, for example, [6, 24, 35, 37, 39, 41, 46, 49].

Although the notion of variational–hemivariational inequality is not new, see, for example, [42], there is extensive research on variational–hemivariational inequalities in the recent years to explore complicated systems involving both convex and non-convex energy (or potential) functions. Among recent results, we mention some representative references: [19] on existence and uniqueness result for a class of variational–hemivariational inequalities of elliptic type and optimal-order error estimate for the linear finite element approximations; [4, 5] on the existence of solution to parabolic variational–hemivariational inequalities; [17] treated an adhesive unilateral contact problem between a viscoelastic body and a deformable foundation which can be formulated as a dynamical system consisting of a variational–hemivariational inequality of parabolic type and an ordinary differential equation; [32] built a Landesman–Lazer theory in the non-smooth framework of variational–hemivariational inequalities of elliptic type; and [23] on the numerical solution of elliptic variational–hemivariational inequalities.

The aim of this paper is to study a new class of dynamical system consisting of a hyperbolic variational–hemivariational inequality and a non-linear evolution equation. This system is formulated as follows. Given Banach spaces $V, X, Y$, operators $A : V → V^*, B : V → V^*, M : V → X$, a locally Lipschitz function $J : Y × X → \mathbb{R}$, a function $F : (0, T) × X × Y → Y$, a proper, convex and lower semicontinuous function $\phi : V → \overline{\mathbb{R}} := \mathbb{R} ∪ [+∞), f ∈ V^*, u_0, v_0 ∈ V$ and $β_0 ∈ Y$, we are looking for functions $u : (0, T) → V, β : (0, T) → Y$ and $ξ : (0, T) → X^*$ such that

$$\begin{align*}
&\langle u''(t), v - u'(t) \rangle + \langle Au'(t) + Bu(t), v - u'(t) \rangle + \phi(v) - \phi(u'(t)) \\
&\quad + \langle ξ(t), M(v - u'(t)) \rangle_{X^* × X} \geq \langle f(t), v - u'(t) \rangle \quad \text{for all } v ∈ V, \text{ a.e. } t ∈ (0, T), \\
&ξ(t) ∈ ∂J(β(t), Mu'(t)) \quad \text{for a.e. } t ∈ (0, T), \\
&β'(t) = F(t, Mu(t), β(t)) \quad \text{for a.e. } t ∈ (0, T), \\
&u(0) = u_0, \quad u'(0) = v_0, \quad β(0) = β_0.
\end{align*}$$

(1.1)

Such a dynamical system arises in studies of complicated contact problems in mechanics in which the non-linear evolution equation models the adhesion effect. Existence and uniqueness of solution will be proved for the system, based on a new semi-discrete approximation of the system together with the application of a surjectivity result for a pseudomonotone perturbation of a maximal monotone operator. The system (1.1) has been studied earlier in [36] with $ϕ ≡ 0$ and

\[ \]
depending on \( u \). Since the function \( \varphi \) takes infinite values, the results for (1.1) are applicable to unilateral contact problems. This application was not possible for the problem treated in [36]. Moreover, problem (1.1) was considered in [3] without the non-linear evolution equation and under more restrictive hypotheses on the data.

The outline of the paper is as follows: basic notation and preliminary materials needed in the rest of the paper are recalled in Section 2. In Section 3, we provide an existence and uniqueness analysis of the dynamical system. We apply a new temporally semi-discretisation of mixed type to approximate the dynamical system. Solution existence of the semi-discrete scheme is obtained by applying a general surjectivity result for pseudomonotone perturbations of maximal monotone operators. Then, \( a \) priori bounds are established on solutions of the semi-discrete approximations, and piecewise affine and piecewise constant interpolation functions are constructed. Through a limiting procedure, we show that the semi-discrete solutions converge to a solution of the dynamical system. Solution uniqueness is also examined. In Section 4, a new dynamic viscoelastic contact model with combined effects of friction and adhesion is studied as an illustrative application. We provide a weak formulation of the contact problem in the form of hyperbolic variational–hemivariational inequality coupled with a non-linear evolution equation and apply the theoretical results from Section 3 to conclude the existence of a unique weak solution of the contact problem.

### 2 Notation and preliminaries

In this section, we collect basic notation and some results needed later. For more details, we refer to [8–10, 48].

Throughout the paper, we denote by \( \langle \cdot, \cdot \rangle_{Y^* \times Y} \) the duality pairing between a Banach space \( Y \) and its dual \( Y^* \). The norm in a normed space \( Y \) is denoted by \( \| \cdot \|_Y \). We often drop the subscripts, if no confusion arises. We denote by \( \mathcal{L}(Y_1, Y_2) \) the space of linear and continuous operators from a normed space \( Y_1 \) to a normed space \( Y_2 \) endowed with the operator norm \( \| \cdot \|_{\mathcal{L}(Y_1, Y_2)} \). For an operator \( A \in \mathcal{L}(Y_1, Y_2) \), we denote by \( A^* \in \mathcal{L}(Y_2^*, Y_1^*) \) its adjoint.

Given a reflexive Banach space \( X \), and a multivalued operator \( A : X \to 2^{X^*} \), we say that \( A \) is pseudomonotone, if

1. for each \( u \in X \), the set \( Au \) is non-empty, bounded, closed and convex in \( X^* \);
2. \( A \) is upper semicontinuous from each finite-dimensional subspace of \( X \) to \( X^* \) endowed with weak* topology;
3. if \( \{v_n\} \subset X \) and \( \{v_n^*\} \subset X^* \) are such that \( v_n \to v \) weakly in \( X \) and \( v_n^* \in A(v_n) \) with
   \[
   \limsup_{n \to \infty} \langle v_n^*, v_n - v \rangle \leq 0,
   \]
   then for each \( u \in X \) there exists \( v^*(u) \in A(v) \) such that
   \[
   \langle v^*(u), v - u \rangle \leq \liminf_{n \to \infty} \langle v_n^*, v_n - u \rangle.
   \]

A single-valued mapping \( A : X \to X^* \) is called pseudomonotone, if it is bounded and if for every sequence \( \{v_n\} \subset X \) converging weakly to \( v \in X \) and \( \limsup_{n \to \infty} \langle Av_n, v_n - v \rangle \leq 0 \), one has \( \langle Av, v - u \rangle \leq \liminf_{n \to \infty} \langle Av_n, v_n - u \rangle \) for all \( u \in X \). It is known, see [35, Proposition 3.66], that \( A \) is pseudomonotone if and only if the following holds: \( v_n \to v \) weakly in \( X \) and \( \limsup_{n \to \infty} \langle Av_n, v_n - v \rangle \leq 0 \) entails \( \lim_{n \to \infty} \langle Av_n, v_n - v \rangle = 0 \) and \( Av_n \to Av \) weakly in \( X^* \). It is clear that if \( A \in \mathcal{L}(X, X^*) \) is non-negative, then it is pseudomonotone.
Let \( \varphi: X \rightarrow \overline{\mathbb{R}} := \mathbb{R} \cup \{+\infty\} \). We say that \( \varphi \) is proper, if its effective domain \( \text{dom} \varphi = \{v \in X \mid \varphi(v) < +\infty\} \neq \emptyset \). The function \( \varphi \) is (sequentially) lower semicontinuous (l.s.c., for short), if \( v_n \rightarrow v \) in \( X \), as \( n \rightarrow +\infty \) implies \( \varphi(v) \leq \liminf \varphi(v_n) \). For a proper, convex and l.s.c. function \( \varphi: X \rightarrow \overline{\mathbb{R}} \), its convex subdifferential is a multivalued mapping \( \partial \varphi: X \rightarrow 2^{X^*} \) defined by

\[
\partial \varphi(u) = \left\{ u^* \in X^* \mid \langle u^*, v - u \rangle \leq \varphi(v) - \varphi(u) \text{ for all } v \in X \right\}.
\]

The elements of the set \( \partial \varphi(u) \) are called (convex) subgradients of \( \varphi \) at \( u \in X \).

A function \( J: X \rightarrow \mathbb{R} \) is called locally Lipschitz at \( u \in X \), if there exists a neighbourhood \( O_u \) of \( u \) and a constant \( L_u > 0 \) such that \( |J(w) - J(v)| \leq L_u \|w - v\|_X \) for all \( w, v \in O_u \). Given a locally Lipschitz function \( J: X \rightarrow \mathbb{R} \), its generalised (Clarke) directional derivative at the point \( u \in X \) in the direction \( v \in X \) is defined by

\[
J^0(u; v) = \limsup_{\lambda \to 0^+, w \to u} \frac{J(w + \lambda v) - J(w)}{\lambda}.
\]

The generalised gradient of \( J: X \rightarrow \mathbb{R} \) at point \( u \in X \) is given by \( \partial J(u) = \{ \xi \in X^* \mid J^0(u; v) \geq \langle \xi, v \rangle \text{ for all } v \in X \} \).

A function \( h: X \rightarrow \mathbb{R} \) is (sequentially) upper semicontinuous (u.s.c., for short), if \( v_n \rightarrow v \) in \( X \), as \( n \rightarrow +\infty \) implies \( \limsup h(v_n) \leq h(v) \).

The next proposition, see [20, Proposition 5.6, p. 114], provides an example of a multivalued pseudomonotone operator corresponding to superposition of the generalised subgradient with a compact operator.

**Proposition 1** Let \( V \) and \( X \) be reflexive Banach spaces. Let \( M: V \rightarrow X \) be a linear, continuous and compact operator with its adjoint \( M^*: X^* \rightarrow V^* \), and \( J: X \rightarrow \mathbb{R} \) be a locally Lipschitz function such that \( \|\partial J(v)\|_{X^*} \leq c (1 + \|v\|_X) \) for all \( v \in V \) with \( c > 0 \). Then, the multivalued operator \( F: V \rightarrow 2^{V^*} \) defined by \( F(v) = M^* \partial J(Mv) \) for \( v \in V \) is pseudomonotone.

Let \( T \in (0, \infty) \) and \( q \in [1, \infty) \) be given. Denote by \( \pi \) a finite partition of the interval \( [0, T] \) by a family of disjoint subintervals \( \Delta_i := [l_i, r_i] \) such that \( [0, T] = \bigcup_{i=1}^n \Delta_i \). Let \( \mathcal{P} \) denote the family of all such partitions. Furthermore, we introduce the space \( BV^q(0, T; X) := \{ x: (0, T) \rightarrow X \mid \|x\|_{BV^q(0, T; X)} < \infty \} \), where \( \|x\|_{BV^q(0, T; X)} \) stands for the seminorm of \( x \in BV^q(0, T; X) \) given by

\[
\|x\|_{BV^q(0, T; X)} := \sup_{\pi \in \mathcal{P}} \sum_{\Delta_i \in \pi} \|x(r_i) - x(l_i)\|^q_{X^*}.
\]

Let \( X \) and \( Z \) be Banach spaces with the continuous embedding \( X \subset Z \). For \( 1 \leq p, q < \infty \) fixed, the space \( MP^q(0, T; X, Z) = L^p(0, T; X) \cap BV^q(0, T; Z) \) becomes a Banach space under the norm \( \| \cdot \|_{MP^q(0, T; X, Z)} := \| \cdot \|_{L^p(0, T; X)} + \| \cdot \|_{BV^q(0, T; Z)} \). The following compactness result will be needed, see [26, Proposition 2.8].

**Proposition 2** Let \( 1 \leq p, q < \infty \) and \( X_1 \subset X_2 \subset X_3 \) be Banach spaces such that \( X_1 \) is reflexive, the embedding \( X_1 \subset X_2 \) is compact and the embedding \( X_2 \subset X_3 \) is continuous. Then, any bounded subset of \( MP^q(0, T; X_1, X_3) \) is relatively compact in \( L^p(0, T; X_2) \).

The following result provides a surjectivity criterion for an operator which is the sum of a pseudomonotone and a maximal monotone operator, see [29, Theorem 2.2].
Theorem 3 Let $\mathcal{F}: D(\mathcal{F}) \subset X \to 2^{X^*}$ be a maximal monotone operator, $\mathcal{G}: D(\mathcal{G}) = X \to 2^{X^*}$ a bounded multivalued pseudomonotone operator and $L \in X^*$. Assume that there exist $u_0 \in X$ and $R \geq \|u_0\|_X$ such that $D(\mathcal{F}) \cap B_R(0_X) \neq \emptyset$ and
\[
\langle \xi + \eta - L, u - u_0 \rangle > 0,
\]
for all $u \in D(\mathcal{F})$ with $\|u\|_X = R$ and all $\xi \in \mathcal{F}(u), \eta \in \mathcal{G}(u)$, where $B_R(0_X)$ stands for the open ball centred at $0_X$ with radius $R$. Then, there exists an element $u \in D(\mathcal{F})$ such that $\mathcal{F}(u) + \mathcal{G}(u) \ni L$.

In the proofs of next section, we will apply the following modified Cauchy–Schwarz inequality on several occasions: for any reals $a$ and $b$, and any $\varepsilon > 0$,
\[
a b \leq \varepsilon a^2 + C b^2 \quad \text{with} \quad C = 1/(4 \varepsilon).
\]

3 Variational–hemivariational inequalities of hyperbolic type

In this section, we study a new class of dynamical systems which consists of a generalised hyperbolic variational–hemivariational inequality coupled with a non-linear evolution equation. Results on existence, uniqueness and regularity of solution to the dynamical system are provided.

The functional framework used in this section is the following (we refer to [9, 10, 48] for details). Let $V \subset H \subset V^*$ be an evolution triple of spaces, that is, $(V, \| \cdot \|)$ is a reflexive and separable Banach space with its dual $(V^*, \| \cdot \|_{V^*})$, $(H, \| \cdot \|_H)$ is a separable Hilbert space and the embedding of $V$ into $H$ is dense and continuous. Moreover, we assume that the embedding operator $i: V \to H$ is compact. The duality pairing between $V^*$ and $V$ and the scalar product of $H$ are denoted by $\langle \cdot, \cdot \rangle$ and $(\cdot, \cdot)_H$, respectively. Given $T \in (0, \infty)$, we consider the standard Bochner–Lebesgue function spaces
\[
\mathcal{V} = L^2(0, T; V), \quad \mathcal{H} = L^2(0, T; H) \quad \text{and} \quad \mathcal{W} = \{ v \in \mathcal{V} \mid v' \in \mathcal{V}^* \},
\]
where the time derivative $v' = \partial v/\partial t$ is understood in the sense of vector-valued distributions. Note that spaces $\mathcal{V}$ and $\mathcal{V}^* = L^2(0, T; V^*)$ are reflexive Banach spaces, $\mathcal{W}$ endowed with graph norm $\|v\|_{\mathcal{W}} = \|v\|_{\mathcal{V}} + \|v'\|_{\mathcal{V}^*}$ is a separable and reflexive Banach space, and the embeddings $\mathcal{W} \subset \mathcal{V} \subset \mathcal{H} \subset \mathcal{V}^*$ are continuous. Also, the embedding $\mathcal{W} \subset C(0, T; H)$ is continuous, where $C(0, T; H)$ stands for the space of continuous functions on $[0, T]$ with values in $H$.

Furthermore, assume that $(X, \| \cdot \|_X)$ and $(Y, \| \cdot \|_Y)$ are two Banach spaces with duals $(X^*, \| \cdot \|_{X^*})$ and $(Y^*, \| \cdot \|_{Y^*})$, respectively, the duality pairing for $X$ being denoted by $\langle \cdot, \cdot \rangle_{X^* \times X}$. Additionally, we introduce function spaces $\mathcal{Y} = L^2(0, T; Y)$, $\mathcal{Y}^* = L^2(0, T; Y^*)$, $\mathcal{X} = L^2(0, T; X)$ and $\mathcal{X}^* = L^2(0, T; X^*)$. We use the notations $\langle \cdot, \cdot \rangle_{\mathcal{Y}^* \times \mathcal{Y}}$ and $\langle \cdot, \cdot \rangle_{\mathcal{X}^* \times \mathcal{X}}$ for the dualities between $\mathcal{Y}$ and $\mathcal{Y}^*$, and $\mathcal{X}$ and $\mathcal{X}^*$, respectively.

In the rest of the paper, we denote by $C$ a generic constant whose value may change from line to line.

Given a non-linear operator $A: V \to V^*$, a linear operator $B: V \to V^*$, a locally Lipschitz function $J: Y \times X \to \mathbb{R}$, a non-linear function $F: (0, T) \times X \times Y \to Y$, a proper, convex and lower semicontinuous function $\varphi: V \to \overline{\mathbb{R}} := \mathbb{R} \cup \{ +\infty \}$, a linear operator $M: V \to X$, elements $f \in Y^*$, $u_0, v_0 \in V$ and $\rho_0 \in Y$, the goal of this paper is to study the following system of a generalised hyperbolic variational–hemivariational inequality coupled with a non-linear evolution equation.
**Problem 4** Find \((u, \beta) \in \mathcal{V} \times W^{1,2}(0, T; Y)\) with \(u' \in \mathcal{W}\) such that there exists \(\xi \in \mathcal{X}^*\) and

\[
\begin{aligned}
\langle u''(t), v - u'(t) \rangle + & \langle Au'(t) + Bu(t), v - u'(t) \rangle + \varphi(v) - \varphi(u'(t)) \\
+ & \langle \xi(t), M(v - u'(t))x^*_x \rangle \geq \langle f(t), v - u'(t) \rangle & \text{for all } v \in \mathcal{V}, \text{ a.e. } t \in (0, T), \\
\xi(t) & \in \partial J(\beta(t), Mu(t)) & \text{for a.e. } t \in (0, T), \\
\beta(t) & = F(t, Mu(t), \beta(t)) & \text{for a.e. } t \in (0, T), \\
u(0) & = u_0, & u'(0) = v_0, \\
\beta(0) & = \beta_0.
\end{aligned}
\tag{3.1}
\]

We impose the following assumptions on the data of Problem 4.

**H(A):** The operator \(A : \mathcal{V} \rightarrow \mathcal{V}^*\) is such that

(i) \(A\) is pseudomonotone.

(ii) There exist constants \(a_A \geq 0\) and \(b_A > 0\) satisfying

\[
\|Av\|_{\mathcal{V}^*} \leq a_A + b_A \|v\| \quad \text{for all } v \in \mathcal{V}.
\]

(iii) There exist \(m_A > 0\) and \(c_A \geq 0\) such that the inequality is true

\[
\langle Au - Av, u - v \rangle \geq m_A \|u - v\|^2 - c_A \|u - v\|^2_{\mathcal{V}^*} \quad \text{for all } u, v \in \mathcal{V}.
\]

**H(B):** The operator \(B \in \mathcal{L}(\mathcal{V}, \mathcal{V}^*)\) is symmetric and coercive, that is, there exists a constant \(\varrho_B > 0\) such that

\[
\langle Bu, v \rangle = \langle Bv, u \rangle \quad \text{and} \quad \langle Bu, u \rangle \geq \varrho_B \|u\|^2 \quad \text{for all } u, v \in \mathcal{V}.
\]

**H(f):** \(f \in H^1(0, T; \mathcal{V}^*)\).

**H(J):** The function \(J : \mathcal{Y} \times \mathcal{X} \rightarrow \mathbb{R}\) is such that

(i) \(x \mapsto J(y, x)\) is locally Lipschitz for all \(y \in \mathcal{Y}\).

(ii) The growth condition holds

\[
\|\partial J(y; x)\|_{\mathcal{X}^*} \leq c_J (1 + \|x\|_{\mathcal{X}}) \quad \text{for all } x \in \mathcal{X}, y \in \mathcal{Y} \text{ with some } c_J > 0.
\]

(iii) There exists \(m_J \geq 0\) such that for all \(\xi_i \in \partial J(y_i, x_i)\) and \((y_i, x_i) \in \mathcal{Y} \times \mathcal{X}, i = 1, 2,\)

\[
\langle \xi_1 - \xi_2, x_1 - x_2 \rangle_{\mathcal{X}^* \times \mathcal{X}} \geq -m_J \|x_1 - x_2\|_{\mathcal{X}} + \|y_1 - y_2\|_{\mathcal{Y}} \|x_1 - x_2\|_{\mathcal{X}}.
\]

(iv) \((y, x) \mapsto J^0(y, x; z)\) is u.s.c. from \(\mathcal{Y} \times \mathcal{X}\) into \(\mathbb{R}\) for all \(z \in \mathcal{X}\).

**H(ϕ):** The function \(ϕ : \mathcal{V} \rightarrow \overline{\mathbb{R}} := \mathbb{R} \cup \{+∞\}\) is proper, convex and l.s.c.

**H(M):** The operator \(M : \mathcal{V} \rightarrow \mathcal{X}\) is linear, continuous, and its Nemitskii operator \(\mathcal{M} : M^2,2(0, T; \mathcal{V}, \mathcal{V}^*) \subset \mathcal{V} \rightarrow \mathcal{X}\) is compact, where \(\mathcal{M}\) is defined by

\[
(\mathcal{M}v)(t) = M(v(t)) \quad \text{for a.e. } t \in (0, T) \text{ and } v \in \mathcal{V}.
\]

**H(F):** \(F \in L^∞([0, T] \times \mathcal{X} \times \mathcal{Y}; \mathcal{V})\) with \(M_F := \text{ess sup } \|F(\cdot, \cdot, \cdot)\|_{\mathcal{Y}} < ∞\) and

(i) \(t \mapsto F(t, x, y)\) is measurable on \((0, T)\) for all \(x \in \mathcal{X}, y \in \mathcal{Y}\).

(ii) \((x, y) \mapsto F(t, x, y)\) is Lipschitz continuous for a.e. \(t \in (0, T)\) with a Lipschitz constant \(L_F > 0,\)
that is, for any \((x_1, y_1), (x_2, y_2) \in X \times Y\), it holds
\[
\|F(t, x_1, y_1) - F(t, x_2, y_2)\|_Y \leq L_F(\|x_1 - x_2\|_X + \|y_1 - y_2\|_Y) \quad \text{for a.e. } t \in (0, T).
\]

**H(0):** The following compatibility and smallness conditions are satisfied:

1. \(u_0 \in V, \; v_0 \in D(\partial_x \varphi), \; \beta_0 \in Y\), and there exist \(z_0 \in H\) and \(\xi_0 \in \partial J(\beta_0, Mv_0)\) such that for all \(v \in V\), it holds
   \[
   (z_0, v - v_0)_H + \langle Av_0 + Bu_0, v - v_0 \rangle + \langle \xi_0, M(v - v_0) \rangle_{X^* \times X} + \varphi(v) - \varphi(v_0) \geq (f(0), v - v_0).
   \]

2. \(A_M > m_M \|M\|_{L^2(V, X)}^2\).

The following lemmata will be useful, see [36, Lemmata 7 and 8].

**Lemma 5** Assume \(H(J)\) (i)–(ii) and \(H(J)\) (iv). Then the multivalued operator \((v, x) \mapsto \partial J(y, x)\) is upper semicontinuous from \(Y \times X\) endowed with the norm topology to the subsets of \(X^*\) endowed with the weak* topology.

**Lemma 6** Assume \(H(F)\) and \(\beta_0 \in Y\). Then, for any \(u \in X\), there exists \(\beta \in W^{1,2}(0, T; Y) \subset C(0, T; Y)\) a unique solution to the Cauchy problem
\[
\begin{cases}
\beta'(t) = F(t, u(t), \beta(t)) & \text{for a.e. } t \in (0, T) \\
\beta(0) = \beta_0.
\end{cases}
\] (3.2)

Moreover, given \(u_i \in X\) and denoting by \(\beta_i \in W^{1,2}(0, T; Y)\) the unique solution to problem (3.2) corresponding to \(u_i\), for \(i = 1, 2\), the following inequality holds
\[
\|\beta_1(t) - \beta_2(t)\|_Y \leq c_F \int_0^t \|u_1(s) - u_2(s)\|_X \, ds,
\] (3.3)
for all \(t \in [0, T]\) with some \(c_F > 0\). Further, we have the estimate
\[
\|\beta_1 - \beta_2\|_{W^{1,2}(0, T; Y)} \leq C \|u_1 - u_2\|_X.
\]

To establish existence of solutions to Problem 4, we start with its equivalent form.

**Problem 7** Find \(u \in V\) with \(u' \in W\) and \(\beta \in W^{1,2}(0, T; Y)\) such that there exists \(\xi \in X^*\) and
\[
\begin{cases}
\int_0^T \left( \langle u''(t), v(t) - u'(t) \rangle + \langle Au'(t) + Bu(t) + M^* \xi(t), v(t) - u'(t) \rangle \right. \\
\quad \left. + \varphi(v(t)) - \varphi(u'(t)) \right) dt \geq \int_0^T \langle f(t), v(t) - u'(t) \rangle \, dt \quad \text{for all } v \in V, \\
\xi(t) \in \partial J(\beta(t), Mu(t)) \quad \text{for a.e. } t \in (0, T), \\
\beta'(t) = F(t, Mu(t), \beta(t)) \quad \text{for a.e. } t \in (0, T), \\
u(0) = u_0, \quad u'(0) = v_0, \quad \beta(0) = \beta_0.
\end{cases}
\] (3.4)

**Proposition 8** Problems 4 and (7) are equivalent.
Proof Let \((u, \beta, \xi)\) be a solution to Problem 4. Then, for any \(v \in \mathcal{V}\),
\[
\langle u''(t) + Au'(t) + Bu(t) - f(t), v(t) - u'(t) \rangle + \langle \xi(t), M(v(t) - u'(t)) \rangle_{X^* \times X} + \varphi(v(t)) - \varphi(u'(t)) \geq 0 \quad \text{for a.e. } t \in (0, T).
\]
Integrating the above inequality on \((0, T)\), we see that the first inequality in (3.4) holds. Thus, \((u, \beta, \xi)\) is a solution to Problem 7.

Conversely, assume \((u, \beta, \xi)\) is a solution of Problem 7, and we need to show that the first inequality in (3.1) holds. Arguing by contradiction, we suppose that there exists a measurable subset \(J \subset [0, T]\) with \(\text{meas}(J) > 0\) and \(v^* \in V\) such that
\[
\langle u''(t) + Au'(t) + Bu(t) - f(t), v^* - u'(t) \rangle + \langle \xi(t), M(v^* - u'(t)) \rangle_{X^* \times X} + \varphi(v^*) - \varphi(u'(t)) < 0 \quad \text{for all } t \in J.
\]
Since \(u' \in \mathcal{V}\), we define \(\hat{v} \in \mathcal{V}\) by
\[
\hat{v}(t) = \begin{cases} v^*, & \text{if } t \in J, \\ u'(t), & \text{otherwise}. \end{cases}
\]
Choose \(v = \hat{v}\) in the first inequality in (3.4) to obtain
\[
0 \leq \int_0^T \langle u''(t) + Au'(t) + Bu(t) - f(t), \hat{v}(t) - u'(t) \rangle \, dt + \int_0^T (\varphi(\hat{v}(t)) - \varphi(u'(t))) \, dt
\]
\[
= \int_J \langle u''(t) + Au'(t) + Bu(t) - f(t), v^* - u'(t) \rangle \, dt + \int_J (\varphi(v^*) - \varphi(u'(t))) \, dt < 0,
\]
which is a contradiction. Thus, \((u, \beta, \xi)\) is a solution to Problem 4. 

The main idea in the existence proof is to carry out a mixed kind of temporally semi-discrete approximation and pass the limit as the time step approaches zero to find a solution to Problem 4. Let \(N \in \mathbb{N}\) be a positive integer. We use a uniform partition of the time interval \([0, T]\) into \(N\) equal length subintervals. The time step is \(\tau = T/N\) and the partition points are \(t_k = k\tau, \ 0 \leq k \leq N\).

Define
\[
f^k_t = \frac{1}{\tau} \int_{t_{k-1}}^{t_k} f(t) \, dt \quad \text{for } k = 1, \ldots, N.
\]

The semi-discrete scheme for Problem 4 is as follows:

**Problem 9** Find \(\{v^k\}_{k=0}^N \subset \mathcal{V}, \{\xi^k\}_{k=1}^N \subset X^*\) and \(\beta^k \in W^{1,2}(0, T; Y)\) such that \(v^0_0 = v_0, \ u^k_0 = u_0 + \tau \sum_{i=1}^k v^i_t, \ u^0_0 = u_0, \ \beta^0(0) = \beta_0, \) and for \(1 \leq k \leq N,\)
\[
(\frac{v^k_t - v^{k-1}_t}{\tau}, v - v^k_t)_H + \langle Au^k_t + Bu^k_t, v - v^k_t \rangle + \langle \xi^k_t, M(v - v^k_t) \rangle_{X^* \times X} + \varphi(v) - \varphi(v^k_t) \geq \langle f^k_t, v - v^k_t \rangle \quad \text{for all } v \in V.
\]
with $\xi^k_t \in \partial J(\beta_t(t_{k-1}), M v^k_t)$ and

$$\beta'_t(t) = F(t, \hat{u}_t(t), \beta_t(t)), \quad (3.6)$$

where $\hat{u}_t$ is defined as follows:

$$\hat{u}_t(t) = \begin{cases} \sum_{i=1}^N \chi_{(t_{i-1}, t_i]}(t) u'_t, & t > 0 \\ u_0, & t = 0. \end{cases}$$

Here, $\chi_{(t_{i-1}, t_i]}$ denotes the characteristic function on the interval $(t_{i-1}, t_i]$, that is,

$$\chi_{(t_{i-1}, t_i]}(t) = \begin{cases} 1, & t \in (t_{i-1}, t_i] \\ 0, & \text{otherwise}. \end{cases}$$

The following lemma shows that the hybrid iterative system formulated in Problem 9 is uniquely solvable.

**Lemma 10** Assume that $H(A), H(B), H(J)$ (i)–(iii), $H(F), H(\varphi), H(M), H(f)$ and $H(0)(ii)$ are fulfilled. Then, there exists $\tau_0 > 0$ such that for all $\tau \in (0, \tau_0)$, Problem 9 has a unique solution.

**Proof** We prove the result by induction. Let $u^0_t, v^0_t, v^1_t, \ldots, v^{k-1}_t$ and $\beta_t \in W^{1,2}(0, \tau^{k-1}_t; Y)$ be given. From (3.5), we have

$$\left( v^k_t - v^{k-1}_t, v - v^k_t \right)_H^* + (Av^k_t + Bv'_t, v - v^k_t) + (\xi^k_t, M(v - v^k_t))_{X^* \times X}$$

$$+ \varphi(v) - \varphi(v^k_t) \geq \left[ f^k_t - B0_t - \tau \sum_{i=1}^{k-1} Bv^i_t, v - v^k_t \right] \text{ for all } v \in V$$

with $\xi^k_t \in \partial J(\beta_t(t_{k-1}), M v^k_t)$. In order to verify the solvability of the above inequality, it suffices to show that the following inclusion has at least one solution $w \in V$:

$$\frac{i^* w}{\tau} + Aw + \tau Bw + M^* \partial J(\beta_t(t_{k-1}), Mw) + \partial_c \varphi(w) \ni L^k_t, \quad (3.7)$$

where

$$L^k_t = \frac{i^* w}{\tau} + f^k_t - B0_t - \tau \sum_{i=1}^{k-1} Bv^i_t,$$

$i$ denotes the embedding operator from $V$ to $H$, and the operator $\partial_c \varphi$ stands for the convex subdifferential of the function $\varphi$. We introduce the multivalued mappings $\mathcal{F} : D(\partial_c \varphi) \subset V \to 2^{V^*}$ and $\mathcal{G} : V \to 2^{V^*}$ by

$$\mathcal{F}(w) = \partial_c \varphi(w) \quad \text{for all } w \in D(\partial_c \varphi),$$

$$\mathcal{G}(w) = \frac{i^* w}{\tau} + Aw + \tau Bw + M^* \partial J(\beta_t(t_{k-1}), Mw) \quad \text{for all } w \in V.$$

We will apply Theorem 3 and thus verify the conditions of the theorem.

Due to the convexity of $\varphi$, $\mathcal{F}$ is a maximal monotone operator ([10, Theorem 3.69]).
To prove that $G$ is a pseudomonotone operator, note that its boundedness follows from

$$
\|G(w)\|_{V^*} \leq \frac{1}{\tau} \|\tau^* w\|_{V^*} + \|Aw\|_{V^*} + \|Bw\|_{V^*} + \|M^* \partial J(\beta_{t_{k-1}}, Mw)\|_{V^*}
\leq \frac{\|w\|^2}{\tau} \|w\| + a_d + b_d \|w\| + \tau \|B\| \|\mathcal{L}(V, V^*)\| w\| + \|M\| \|\mathcal{L}(V, X)\| c_j(1 + \|M\| \|\mathcal{L}(V, X)\| w\|).
$$

We notice that the hypotheses $H(B)$ and the continuity of the embedding operator $i$ imply that the operator $\frac{\tau^*}{\tau} + \tau B$ is bounded, continuous and monotone, hence it is also pseudomonotone, see [35, Theorem 3.69(ii)]. The growth condition on $\partial J$ (see $H(J)(ii)$ combined with $H(M)$ and Proposition 1) entail that $u \mapsto M^* \partial J(\beta_{t_{k-1}}, Mu)$ is pseudomonotone. Therefore, since $A$ is pseudomonotone (see $H(A)(i)$), we conclude that $G$ is a pseudomonotone operator, being a sum of pseudomonotone operators, see [35, Proposition 3.59(ii)].

Now, we show that the coercivity condition (2.1) is satisfied. Observe that

$$
\langle L^k_t, w - v_0 \rangle \leq \|L^k_t\|_{V^*} (\|w\| + \|v_0\|) \leq C_1 (\|w\| + 1) \tag{3.8}
$$

for all $w \in V$, where $C_1 = \|L^k_t\|_{V^*} \max\{1, \|v_0\|\}$. Let $w \in D(\partial \varphi)$, $\xi \in \mathcal{F}(w)$ and $\eta \in G(w)$. The assumptions on $\varphi$ guarantee that $\varphi$ is bounded below by an affine functional, see [1, Lemma 11.3.5]. Together with an application of the modified Cauchy–Schwarz inequality (2.2), we have the existence of constants $k_1, k_2 \geq 0$ such that

$$
\langle \xi, w - v_0 \rangle \geq \varphi(w) - \varphi(v_0) \geq -k_1 - k_2 \|w\| - \varphi(v_0) \geq -\varepsilon \|w\|^2 - \frac{k^2}{4\varepsilon} - k_1 - \varphi(v_0). \tag{3.9}
$$

For any $\zeta \in \partial J(\beta_{t_{k-1}}, M(w))$, condition $H(J)(iii)$ implies

$$
\langle \zeta, M(w - v_0) \rangle_{X^* \times X} = \langle \zeta - \zeta_0, Mw \rangle_{X^* \times X} - \langle \zeta - \zeta_0, Mv_0 \rangle_{X^* \times X} + \langle \zeta_0, M(w - v_0) \rangle_{X^* \times X}
\geq -m_f \|M\|^2 \mathcal{L}(V, X) \|w\|^2 - (\|\zeta\|_{X^*} + \|\zeta_0\|_{X^*}) \|M\| \mathcal{L}(V, X) \|v_0\|
+ \|\zeta_0\|_{X^*} \|M\| \mathcal{L}(V, X) (\|w\| + \|v_0\|)
$$

for all $\zeta_0 \in \partial J(M0_r)$, where by hypothesis $H(J)(ii)$, $\|\zeta\|_{X^*} \leq c_j(1 + \|M\| \mathcal{L}(V, X) \|w\|)$. We use these inequalities and apply the modified Cauchy–Schwarz inequality (2.2) to obtain

$$
\langle \zeta, M(w - v_0) \rangle_{X^* \times X} \geq -m_f \|M\|^2 \mathcal{L}(V, X) \|w\|^2 - \varepsilon \|w\|^2 - c_1(\varepsilon), \tag{3.10}
$$

where the constant $c_1(\varepsilon) > 0$ is independent of $w$. Similarly, it follows from hypotheses $H(A)(ii)$–(iii), $H(B)$ that for a constant $c_2(\varepsilon) > 0$,

$$
\langle Aw, w - v_0 \rangle + \tau \langle Bw, w - v_0 \rangle
\geq \langle Aw - A0_r, w \rangle + \langle A0_r, w \rangle - \langle Aw, v_0 \rangle + \tau \langle Bw, w \rangle - \tau \langle Bw, v_0 \rangle
\geq m_d \|w\|^2 - c_d \|w\|^2_H + \tau \|B\| \|\mathcal{L}(V, V^*)\| w\|^2 - \|A0_r\| \|V^*\| \|w\|^2 - (a_d + b_d \|w\|) \|v_0\| - \tau \|B\| \|w\| \|v_0\|
\geq (m_d + \tau \|B\| - \varepsilon) \|w\|^2 - c_d \|w\|^2_H - c_2(\varepsilon). \tag{3.11}
$$
So, taking into account (3.9)–(3.11), we have
\begin{align*}
\langle \xi + \eta, w - v_0 \rangle &= \frac{1}{\tau} \langle w, w - v_0 \rangle_H + \langle Aw, w - v_0 \rangle + \langle Bw, w - v_0 \rangle,
+ \langle \eta, w - v_0 \rangle + \langle \xi, M(w - v_0) \rangle_{X^* \times X} \\
&\geq \frac{1}{2\tau} \|w\|_H^2 - \frac{1}{2\tau} \|v_0\|_H^2 + (m_A + \tau Q_B - \varepsilon) \|w\|^2 - c_A \|w\|_H^2 - c_2(\varepsilon) \\
&\quad - \varepsilon \|w\|^2 - \frac{k_2^2}{4\varepsilon} - k_1 - \varphi(v_0) - m_J \|M\|_{L^2(V,X)} \|w\|^2 - \varepsilon \|w\|^2 - c_1(\varepsilon). \tag{3.12}
\end{align*}
Combining (3.8) and (3.12), after some elementary manipulations, we find that
\begin{align*}
\langle \xi + \eta - L^k_{\tau}, w - v_0 \rangle &\geq \left( \frac{1}{2\tau} - c_A \right) \|w\|_H^2 + (m_A - m_J \|M\|_{L^2(V,X)}^2 - 3\varepsilon) \|w\|^2 - C_1 \|w\| + c_3(\varepsilon) \tag{3.13}
\end{align*}
Taking \( \tau_0 = 1/(2c_A) \) and \( \varepsilon = (m_A - m_J \|M\|_{L^2(V,X)}^2)/6 \), we see easily from (3.13) that if \( \|w\| \) is sufficiently large, then the coercivity condition (2.1) is valid.

We now apply Theorem 3 to conclude the existence of an element \( v^k_\tau \in V \) solving the problem (3.7), which is a solution of the variational–hemivariational inequality (3.5).

The uniqueness of a solution of the inequality (3.5) is proved by a standard approach. Assume \( v^k_\tau \) and \( \tilde{v}^k_\tau \) are two solutions of the problem (3.5). Then for all \( v \in V \),
\begin{align*}
\left( \frac{v^k_\tau - v^{k-1}_\tau}{\tau}, v - v^k_\tau \right)_H &+ \langle Av^k_\tau + Bu^k_\tau, v - v^k_\tau \rangle + \langle \xi^k_\tau, M(v - v^k_\tau) \rangle_{X^* \times X} + \varphi(v) \\
&- \varphi(v^k_\tau) \geq (f^k_\tau, v - v^k_\tau), \\
\left( \frac{\tilde{v}^k_\tau - \tilde{v}^{k-1}_\tau}{\tau}, v - \tilde{v}^k_\tau \right)_H &+ \langle A\tilde{v}^k_\tau + B\tilde{v}^k_\tau, v - \tilde{v}^k_\tau \rangle + \langle \xi^k_\tau, M(v - \tilde{v}^k_\tau) \rangle_{X^* \times X} + \varphi(v) \\
&- \varphi(\tilde{v}^k_\tau) \geq (f^k_\tau, v - \tilde{v}^k_\tau),
\end{align*}
where \( \xi^k_\tau \in \partial J(\beta(t_{\tau-1}), M v^k_\tau) \) and \( \tilde{\xi}^k_\tau \in \partial J(\beta(t_{\tau-1}), M \tilde{v}^k_\tau) \). Taking \( v = \tilde{v}^k_\tau \) in the first inequality and \( v = v^k_\tau \) in the second one, we add the two resulting inequalities to get
\begin{align*}
\left( \frac{v^k_\tau - \tilde{v}^k_\tau}{\tau}, v^k_\tau - \tilde{v}^k_\tau \right)_H &+ \langle Av^k_\tau - A\tilde{v}^k_\tau, v^k_\tau - \tilde{v}^k_\tau \rangle + \langle Bu^k_\tau - B\tilde{v}^k_\tau, v^k_\tau - \tilde{v}^k_\tau \rangle \\
&+ \langle \xi^k_\tau - \tilde{\xi}^k_\tau, M(v^k_\tau - \tilde{v}^k_\tau) \rangle_{X^* \times X} \leq 0.
\end{align*}
Keeping in mind hypotheses \( H(A)(iii), H(B) \) and \( H(J)(iii) \), we have
\begin{align*}
\left( \frac{1}{\tau} - c_A \right) \|v^k_\tau - \tilde{v}^k_\tau\|_H^2 + (m_A - m_J \|M\|_{L^2(V,X)}^2) \|v^k_\tau - \tilde{v}^k_\tau\|^2 + \tau Q_B \|v^k_\tau - \tilde{v}^k_\tau\|^2 &\leq 0.
\end{align*}
Since \( \tau < \tau_0 = 1/2c_A \), the smallness condition \( m_A > m_J \|M\|_{L^2(V,X)} \) guarantees that \( v^k_\tau = \tilde{v}^k_\tau \). This completes the proof of uniqueness.

To finish the proof, it remains to show that there exists a unique solution to the following Cauchy problem
\begin{align*}
\beta^i_\tau(t) &= F(t, \hat{u}_\tau(t), \beta_\tau(t)) \quad \text{for a.e. } t \in [0, t_h], \\
\beta_\tau(0) &= \beta_0.
\end{align*}
Since \( u^i_t = u_0 + \tau \sum_{j=1}^{i} v^j_t \) for \( i = 1, 2, \ldots, k \), it is easy to obtain \( u_t^1, u_t^2, \ldots, u_t^k \). Therefore, the function \( \hat{u}_t(t) = \sum_{j=1}^{k} \chi_{(0,t_j]}(t) u_t^j \) with \( \hat{u}_t(0) = u_0 \) is well defined on \([0, t_k] \) and \( \hat{u}_t \in L^2(0, t_k; V) \).

Lemma 6 ensures that the above Cauchy problem has a unique solution \( \beta_t \in W^{1,2}(0, t_k; V) \).

Denote \( z^k_t = \frac{v^k_t - v^{k-1}_t}{\tau} \) for \( k = 1, 2, \ldots, N \) and \( z^0_t = z_0 \), where \( z_0 \) is given in hypothesis \( H(0)(i) \). The following lemma provides a priori bounds for the solution of Problem 9.

**Lemma 11** Assume \( H(A), H(B), H(J)(i)–(iii), H(M), H(F), H(\varphi), H(0) \) and \( H(f) \). Then, there exists \( \tau_0 > 0 \) and a constant \( C > 0 \) independent of \( \tau \) such that for all \( \tau \in (0, \tau_0) \):

\[
\max_{1 \leq k \leq N} \| u^k_t \| \leq C, \tag{3.14}
\]

\[
\max_{1 \leq k \leq N} \| v^k_t \| \leq C, \tag{3.15}
\]

\[
\max_{1 \leq k \leq N} \| z^k_t \|_H \leq C, \tag{3.16}
\]

\[
\max_{1 \leq k \leq N} \| \xi^k_t \|_{X^*} \leq C, \tag{3.17}
\]

\[
\sum_{k=1}^{N} \| v^k_t - v^{k-1}_t \|^2 \leq C, \tag{3.18}
\]

\[
\sum_{k=1}^{N} \| z^k_t - z^{k-1}_t \|^2 \leq C, \tag{3.19}
\]

\[
\tau \sum_{k=1}^{N} \| z^k_t \|^2 \leq C. \tag{3.20}
\]

**Proof** For \( k \geq 2 \), we let \( v = v^{k-1}_t \) in (3.5) for \( k \) and let \( v = v^k_t \) in (3.5) with \( k \) replaced by \( k - 1 \) to get

\[
\left( \frac{v^k_t - v^{k-1}_t}{\tau}, v^k_t - v^{k-1}_t \right)_H + \langle Av^k_t + B v^k_t, v^k_t - v^{k-1}_t \rangle + \langle \xi^k_t, M(v^k_t - v^{k-1}_t) \rangle_{X^* \times X}
\]

\[
+ \varphi(v^k_t) - \varphi(v^{k-1}_t) \geq \left( f^k_t, v^k_t - v^{k-1}_t \right),
\]

\[
\left( \frac{v^{k-1}_t - v^{k-2}_t}{\tau}, v^k_t - v^{k-1}_t \right)_H + \langle Av^{k-1}_t + B v^{k-1}_t, v^k_t - v^{k-1}_t \rangle + \varphi(v^{k-1}_t) - \varphi(v^k_t) \tag{3.16}
\]

\[
+ \langle \xi^{k-1}_t, M(v^k_t - v^{k-1}_t) \rangle_{X^* \times X} \geq \left( f^{k-1}_t, v^k_t - v^{k-1}_t \right),
\]

\[
\xi^k_t \in \partial J(\beta_t(t_{k-1}), M v^k_t) \text{ and } \xi^{k-1}_t \in \partial J(\beta_t(t_{k-2}), M v^{k-1}_t). \text{ Add the above two inequalities,}
\]

\[
\left( \frac{v^k_t - v^{k-1}_t - (v^{k-1}_t - v^{k-2}_t)}{\tau}, v^k_t - v^{k-1}_t \right)_H + \langle Av^k_t - Av^{k-1}_t, v^k_t - v^{k-1}_t \rangle
\]

\[
+ \langle B v^k_t - B v^{k-1}_t, v^k_t - v^{k-1}_t \rangle + \langle \xi^k_t - \xi^{k-1}_t, M(v^k_t - v^{k-1}_t) \rangle_{X^* \times X}
\]

\[
\leq \left( f^k_t - f^{k-1}_t, v^k_t - v^{k-1}_t \right).
\]

Making use of the symbol \( \varepsilon_t^k = \frac{v^k_t - v^{k-1}_t}{\tau} \) and noting that \( u^k_t - u^{k-1}_t = \tau v^k_t \), we rewrite the above inequality as
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\[
(z_k^r - z_{k-1}^r, z_k^r)_H + \frac{1}{\tau} \langle A v^k_r - A v^{k-1}_r, v_k^r - v_{k-1}^r \rangle + \langle B v_k^r, v_k^r - v_k^{k-1} \rangle
\]

\[
+ \frac{1}{\tau} \langle \xi^k_r - \xi^{k-1}_r, M(v_k^r - v_k^{k-1}) \rangle_{X^* \times X} \leq \frac{1}{\tau} \langle f_k^r - f_{k-1}^r, v_k^r - v_k^{k-1} \rangle.
\]

Exploiting the identities

\[
(z_k^r - z_{k-1}^r, z_k^r)_H = \frac{1}{2} \|z^r_k\|^2_H - \frac{1}{2} \|z^r_{k-1}\|^2_H + \frac{1}{2} \|z^r_k - z^r_{k-1}\|^2_H,
\]

\[
\langle B v_k^r, v_k^r - v_k^{k-1} \rangle = \frac{1}{2} \left( (B v_k^r, v_k^r) - (B v_{k-1}^r, v_{k-1}^r) + (B(v_k^r - v_{k-1}^r), v_k^r - v_k^{k-1}) \right),
\]

and assumptions \(H(A)(iii), H(B)\) and \(H(J)(iii)\), we deduce that

\[
\frac{1}{2} \langle z_k^r - z_{k-1}^r, z_k^r \rangle_H - \frac{1}{2} \langle z^r_{k-1}, z^r_{k-1} \rangle_H + \frac{1}{2} \langle z^r_k - z^r_{k-1}, z^r_k \rangle_H + \frac{m_A}{\tau} \|v_k^r - v_{k-1}^r\|^2 - \frac{c_A}{\tau} \|v_k^r - v_{k-1}^r\|^2_H
\]

\[
+ \frac{1}{2} \|v_k^r\|^2_B - \frac{1}{2} \|v_{k-1}^r\|^2_B + \frac{1}{2} \|v_k^r - v_{k-1}^r\|^2_B - \frac{m_J}{\tau} \|M(v_k^r - v_{k-1}^r)\|^2_H
\]

\[
- \frac{m_J}{\tau} \beta_r(t_{k-1}) - \beta_r(t_{k-2}) \|y\| \|M(v_k^r - v_{k-1}^r)\|_X \leq \frac{1}{\tau} \langle f_k^r - f_{k-1}^r, v_k^r - v_k^{k-1} \rangle,
\]

where \(\|v\|_B := \langle B v, v \rangle\) for \(v \in V\). Now by \(H(F)\),

\[
\|\beta_r(t_{k-1}) - \beta_r(t_{k-2})\| \leq \int_{t_{k-2}}^{t_{k-1}} \|F(s, u_{k-1}^r, \beta_r(s))\| ds \leq M_F \tau.
\]

Also,

\[
\frac{1}{\tau} \langle f_k^r - f_{k-1}^r, v_k^r - v_k^{k-1} \rangle \leq \varepsilon \|v_k^r\|^2 + \frac{C}{\tau} \|f_k^r - f_{k-1}^r\|^2_{V^*}.
\]

Hence, from (3.21), we have

\[
\frac{1}{2} \|z_k^r\|^2_H - \frac{1}{2} \|z_{k-1}^r\|^2_H + \frac{1}{2} \|z_k^r - z_{k-1}^r\|^2_H + \frac{1}{2} \|v_k^r\|^2_B - \frac{1}{2} \|v_{k-1}^r\|^2_B
\]

\[
+ \frac{1}{2} \|v_k^r - v_{k-1}^r\|^2_B + \varepsilon (m_A - m_J \|M\|_{L^2(V, X)}^2) \|z_k^r\|^2
\]

\[
\leq \frac{C}{\tau} \|f_k^r - f_{k-1}^r\|^2_{V^*} + c_A \tau \|z_k^r\|^2_H + \frac{m_J^2 \|M\|_{L^2(V, X)}^2 M_F^2 \tau}{4\varepsilon}.
\]

Adding this inequality from \(k = 1\) to \(k = n\), where \(1 \leq n \leq N\), and using the coercivity of operator \(B\), we deduce that

\[
\frac{1}{2} \|z_n^r\|^2_H - \frac{1}{2} \|z_0^r\|^2_H + \frac{1}{2} \sum_{k=1}^n \|z_k^r - z_{k-1}^r\|^2_H + \frac{Q_B}{2} \|v_n^r\|^2 - \frac{1}{2} \|v_0^r\|^2_B
\]

\[
+ \frac{Q_B}{2} \sum_{k=1}^n \|v_k^r - v_{k-1}^r\|^2 + \varepsilon (m_A - m_J \|M\|_{L^2(V, X)}^2) \sum_{k=1}^n \|z_k^r\|^2
\]

\[
\leq \frac{C}{\tau} \sum_{k=1}^n \|f_k^r - f_{k-1}^r\|^2_{V^*} + c_A \tau \sum_{k=1}^n \|z_k^r\|^2_H + C.
\]

(3.22)
Now
\[ f^k_\tau - f^{k-1}_\tau = \frac{1}{\tau} \int_{t_{k-1}}^{t_k} [f(s) - f(s - \tau)] \, ds = \frac{1}{\tau} \int_{t_{k-1}}^{t_k} f'(s_1) \, ds_1 \, ds, \]
\[ \|f^k_\tau - f^{k-1}_\tau\|_{V^*} \leq \int_{t_{k-1}}^{t_k} \|f'(s)\|_{V^*} \, ds, \]
and so
\[ \frac{C}{\tau} \sum_{k=1}^{n} \|f^k_\tau - f^{k-1}_\tau\|^2_{V^*} \leq C \|f\|^2_{H^1(0,T;V^*)}. \quad (3.23) \]

Thus, from (3.22) with \( \varepsilon = (m_J - m_J^\prime \|M\|^2_{L^2(V,X)})/4 \), we find that for some constant \( C > 0 \) depending on the data but independent of \( \tau \) such that
\[ \|z^\prime_\tau\|_H^2 + \sum_{k=1}^{n} \|z^k_\tau - z^{k-1}_\tau\|_H^2 + \|v^\prime_\tau\|^2 + \sum_{k=1}^{n} \|v^k_\tau - v^{k-1}_\tau\|^2 + \tau \sum_{k=1}^{n} \|z^k_\tau\|^2 \leq C + C \tau \sum_{k=1}^{n} \|z^k_\tau\|^2_H. \quad (3.24) \]

By a discrete version of the Gronwall’s inequality, see [22, Lemma 7.26], we deduce from (3.24) that if \( \tau \) is sufficiently small:
\[ \max_{1 \leq n \leq N} \|z^n_\tau\|_H^2 + \sum_{k=1}^{n} \|z^k_\tau - z^{k-1}_\tau\|_H^2 + \|v^n_\tau\|^2 + \sum_{k=1}^{n} \|v^k_\tau - v^{k-1}_\tau\|^2 + \tau \sum_{k=1}^{n} \|z^k_\tau\|^2 \leq C. \]

Therefore, (3.15), (3.16) and (3.18)–(3.20) are valid. The bound (3.14) can be obtained immediately from \( u^k_\tau = u_0 + \tau \sum_{i=1}^{k} v^i_\tau \) and (3.15). By hypotheses \( H(M), H(J)(ii) \) and (3.15), we have
\[ \|\xi^k_\tau\|_{\chi^*} \leq c_J(1 + \|Mv^k_\tau\|_{\chi}) \leq C, \]
that is, (3.17) holds. This completes the proof of the lemma. \( \square \)

For a fixed \( \tau > 0 \), we define piecewise affine functions \( u_\tau, v_\tau, z_\tau \) and piecewise constant interpolant functions \( \overline{u}_\tau, \overline{v}_\tau, \overline{z}_\tau, f_\tau, \xi_\tau \) by
\[
\begin{align*}
 u_\tau(t) &= u^k_\tau + \frac{t - t_k}{\tau} (u^k_\tau - u^{k-1}_\tau) \quad \text{for } t \in (t_{k-1}, t_k], \\
 v_\tau(t) &= v^k_\tau + \frac{t - t_k}{\tau} (v^k_\tau - v^{k-1}_\tau) \quad \text{for } t \in (t_{k-1}, t_k], \\
 z_\tau(t) &= z^k_\tau + \frac{t - t_k}{\tau} (z^k_\tau - z^{k-1}_\tau) \quad \text{for } t \in (t_{k-1}, t_k], \\
 \overline{u}_\tau(t) &= \begin{cases} 
 u^k_\tau, & t \in (t_{k-1}, t_k), \\
 u^0_\tau, & t = 0, 
\end{cases} \\
 \overline{v}_\tau(t) &= \begin{cases} 
 v^k_\tau, & t \in (t_{k-1}, t_k), \\
 v^0_\tau, & t = 0, 
\end{cases} \\
 \overline{z}_\tau(t) &= \begin{cases} 
 z^k_\tau, & t \in (t_{k-1}, t_k), \\
 z^0_\tau, & t = 0, 
\end{cases}
\end{align*}
\]
there exist which is bounded by (3.20). Thus, the bound (3.33) holds.

Under assumptions $H(A)$, $H(B)$, $H(J)(i)$–(iii), $H(M)$, $H(F)$, $H(\phi)$, $H(0)$ and $H(f)$, there exist $\tau_0 > 0$ and $C > 0$ independent of $\tau$, such that for all $\tau \in (0, \tau_0)$, we have

\[
\|\bar{u}_\tau\|_{L^\infty(0,T;V^*)} \leq C, \quad (3.25)
\]
\[
\|\bar{v}_\tau\|_{L^\infty(0,T;V^*)} \leq C, \quad (3.26)
\]
\[
\|\bar{z}_\tau\|_{L^\infty(0,T;H)} \leq C, \quad (3.27)
\]
\[
\|\xi_\tau\|_{X^*} \leq C, \quad (3.28)
\]
\[
\|u_\tau\|_{C(0,T;V)} \leq C, \quad (3.29)
\]
\[
\|v_\tau\|_{C(0,T;V^*)} \leq C, \quad (3.30)
\]
\[
\|z_\tau\|_{C(0,T;H)} \leq C, \quad (3.31)
\]
\[
\|\bar{u}_\tau\|_{M^{2,2}(0,T;V^*)} \leq C, \quad (3.32)
\]
\[
\|\bar{v}_\tau\|_{M^{2,2}(0,T;V^*)} \leq C. \quad (3.33)
\]

**Proof** The inequalities (3.14)–(3.17) imply (3.25)–(3.31). The bound (3.25) shows that $\{\bar{u}_\tau\}$ is bounded in $\mathcal{V}$. Without loss of generality, we may consider a division $0 = a_0 < a_1 < \cdots < a_n = T$ with $a_i \in ((m_i - 1)\tau, m_i\tau]$. Then, one has $\bar{u}_\tau(a_i) = u^{m_i}_\tau$ with $m_0 = 0$, $m_n = N$ and $m_{i+1} > m_i$ for $i = 1, 2, \ldots, N - 1$. Using the continuity of the embedding $V \subset V^*$, we deduce

\[
\|\bar{u}_\tau\|_{BV^{2}(0,T;V^*)} = \sum_{i=1}^{n} \|u^{m_i}_\tau - u^{m_{i-1}}_\tau\|_{V^*}^2 \leq \sum_{i=1}^{n} \left( (m_i - m_{i-1}) \sum_{k=m_{i-1}+1}^{m_i} \|u^{k}_\tau - u^{k-1}_\tau\|_{V^*}^2 \right)
\]
\[
\leq \left( \sum_{i=1}^{n} (m_i - m_{i-1}) \right) \left( \sum_{k=m_{i-1}+1}^{m_i} \|u^{k}_\tau - u^{k-1}_\tau\|_{V^*}^2 \right) = N \sum_{k=1}^{N} \|u^{k}_\tau - u^{k-1}_\tau\|_{V^*}^2
\]
\[
= T \tau \sum_{k=1}^{N} \left( \frac{u^{k}_\tau - u^{k-1}_\tau}{\tau} \right)^2 \leq T \tau \sum_{k=1}^{N} \|u^{k}_\tau\|_{V^*}^2 \leq CT \tau \sum_{k=1}^{N} \|u^{k}_\tau\|_{V^*}^2. \quad (3.34)
\]

Obviously, we have $\|\bar{u}_\tau\|_{BV^{2}(0,T;V^*)} \leq C$ due to (3.15). Therefore, (3.32) is valid.

Analogously, by (3.26), $\{\bar{v}_\tau\}$ is bounded in $\mathcal{V}$. Similar to the derivation of (3.34), we have

\[
\|\bar{v}_\tau\|_{BV^{2}(0,T;V^*)} \leq CT \tau \sum_{k=1}^{N} \|z^{k}_\tau\|_{V^*}^2,
\]
which is bounded by (3.20). Thus, the bound (3.33) holds.

We are now ready to show the existence of solution for Problem 4.
Theorem 13 Assume \( H(A), H(B), H(J), H(M), H(F), H(\varphi), H(f) \) and \( H(0) \). Consider a sequence \( \{ \tau \} \) converging to zero. Then, for a subsequence, still denoted by \( \{ \tau \} \), we have

\[
\begin{align*}
\bar{u}_\tau & \to u \text{ weakly in } \mathcal{V}, \\
u_\tau & \to u \text{ weakly in } \mathcal{V}, \\
v_\tau & \to u' \text{ weakly in } \mathcal{V}, \\
\xi_\tau & \to \xi \text{ weakly in } \mathcal{X}^*, \\
\tau \xi_\tau & \to \tau \xi \text{ weakly in } \mathcal{H}, \\
\beta_\tau & \to \beta \text{ in } W^{1,2}(0, T; Y), \\
\overline{v}_\tau & \to u' \text{ in } \mathcal{H},
\end{align*}
\]

for some \((u, \xi, \beta) \in \mathcal{V} \times \mathcal{X}^* \times W^{1,2}(0, T; Y)\) with \( u' \in \mathcal{W} \). Moreover, the limit \((u, \beta)\) is a solution to Problem 4, \( \xi \) being a corresponding element of the subdifferential.

Proof It follows from (3.25) and the reflexivity of \( \mathcal{V} \) that there exists a function \( u \in \mathcal{V} \) such that (3.35) holds. Note that

\[
\|u_\tau - \bar{u}_\tau\|^2_{\mathcal{V}} = \sum_{k=1}^{N} \int_{t_{k-1}}^{t_k} \frac{(t-t_k)^2}{\tau^2} \|u_k^\tau - u_{k-1}^\tau\|^2 \, dt = \frac{\tau^3}{3} \sum_{k=1}^{N} \|v_k^\tau\|^2.
\]

From the boundedness of \( \tau \sum_{k=1}^{N} \|v_k^\tau\|^2 \) (see (3.15)), it follows that \( u_\tau \to u \) weakly in \( \mathcal{V} \) as well, that is, (3.36) holds. By (3.26), there exists \( v \in \mathcal{V} \) such that \( v_\tau \to v \) weakly in \( \mathcal{V} \). Because of \( u_\tau = \bar{u}_\tau \), we readily get \( u = u' \), so the convergence result (3.37) is obtained. In addition,

\[
\|v_\tau - \overline{v}_\tau\|^2 = \sum_{k=1}^{N} \int_{t_{k-1}}^{t_k} \frac{(t-t_k)^2}{\tau^2} \|v_k^\tau - v_{k-1}^\tau\|^2 \, dt = \frac{\tau}{3} \sum_{k=1}^{N} \|v_k^\tau - v_{k-1}^\tau\|^2,
\]

which by the boundedness of \( \sum_{k=1}^{N} \|v_k^\tau - v_{k-1}^\tau\|^2 \) (see (3.18)) implies that \( v_\tau \to u' \) weakly in \( \mathcal{V} \), that is, (3.38) is valid.

The assumption \( H(M) \) together with (3.33) and (3.37) ensures that (3.39) is true. Moreover, the boundedness of \( \{\xi_\tau\} \) (see (3.28)) and the reflexivity of \( \mathcal{X}^* \) entail that there exists \( \xi \in \mathcal{X}^* \) such that (3.40) is satisfied. Similarly, since \( \{\tau \xi_\tau\} \) is bounded in \( \mathcal{H} \) (see (3.27)), there exists \( w \in \mathcal{H} \) such that \( \tau \xi_\tau \to w \) weakly in \( \mathcal{H} \). Hence, exploiting the continuity of the embedding \( \mathcal{V} \subset \mathcal{H} \) and the facts \( v_\tau \to u' \) weakly in \( \mathcal{V} \), and \( v'_\tau(t) = \tau \xi_\tau(t) \) for all \( t \in (0, T) \), and applying [48, Proposition 23.19], we conclude that \( w = v' = u'' \). Therefore, (3.41) is valid.

We turn to show (3.42) and (3.43). From \( H(F) \) and Lemma 6, we have

\[
\beta_\tau(t) = \beta_0 + \int_0^t F(s, M\overline{v}_\tau(s), \beta_\tau(s)) \, ds,
\]

for all \( t \in [0, T] \). Analogously, for another time step \( h = T/N_2 \) with \( N_2 \in \mathbb{N} \), we can write

\[
\beta_h(t) = \beta_0 + \int_0^t F(s, M\overline{v}_h(s), \beta_h(s)) \, ds,
\]
for all \( t \in [0, T] \). Subtracting the last two equations and bounding, we get
\[
\| \beta_t(t) - \beta_h(t) \|_{Y} \leq L_F \int_{0}^{t} \left\| F(t, M\overline{\pi}_t(s), \beta_t(s)) - F(t, M\overline{\pi}_h(s), \beta_h(s)) \right\|_{Y} ds
\]
\[
\leq L_F \int_{0}^{t} \| M(\overline{\pi}_t(s) - \overline{\pi}_h(s)) \|_{X} ds + L_F \int_{0}^{t} \| \beta_t(s) - \beta_h(s) \|_{Y} ds,
\]
for all \( t \in [0, T] \). Apply a Gronwall’s lemma, see [44, Lemma 2.31], and the Hölder’s inequality, to get
\[
\| \beta_t(t) - \beta_h(t) \|_{Y} \leq L_F (1 + TL_F e^{LT}) \int_{0}^{t} \| M(\overline{\pi}_t(s) - \overline{\pi}_h(s)) \|_{X} ds
\]
\[
\leq L_F (1 + TL_F e^{LT}) \int_{0}^{T} \| M(\overline{\pi}_t(s) - \overline{\pi}_h(s)) \|_{X} ds
\]
\[
\leq L_F (1 + TL_F e^{LT}) \sqrt{T} \| M(\overline{\pi}_t - \overline{\pi}_h) \|_{X}
\]
for all \( t \in [0, T] \). Further, directly from (3.2), we deduce
\[
\| \beta'_t - \beta'_h \|_{Y}^2 \leq C \| M(\overline{\pi}_t - \overline{\pi}_h) \|_{X}^2 + C \| \beta_t - \beta_h \|_{Y}^2.
\]
From the last two inequalities, we infer
\[
\| \beta_t - \beta_h \|_{W^{1,2}(0,T;Y)} \leq C \| M(\overline{\pi}_t - \overline{\pi}_h) \|_{X}.
\]
Hence, using the fact that \( M : M^{2,2}(0, T; V, V^*) \subset V \rightarrow X' \) is compact by \( H(M) \), and \( \{ \overline{\pi}_t \} \) is bounded in \( M^{2,2}(0, T; V, V^*) \) (see (3.32)) with \( \overline{\pi}_t \rightarrow u \) weakly in \( V \), we see that \( \{ \beta_t \} \) is a Cauchy sequence in \( W^{1,2}(0, T; Y) \). The completeness of \( W^{1,2}(0, T; Y) \) implies that there exists a function \( \beta \in W^{1,2}(0, T; Y) \) such that \( \beta_t \rightarrow \beta \) in \( W^{1,2}(0, T; Y) \). Thus, (3.42) holds. Moreover, (3.43) follows from (3.33), (3.37) and Proposition 2.

It remains to show that \( (u, \beta) \in V \times W^{1,2}(0, T; Y) \) is a solution to Problem 4. Since the operator \( M : M^{2,2}(0, T; V, V^*) \subset V \rightarrow X' \) is compact, \( f_t \rightarrow f \) in \( V^* \) as \( t \rightarrow 0 \), see [7, Lemma 3.3], we use convergences (3.37), (3.40), (3.41) and (3.43) to deduce that
\[
\begin{aligned}
\langle \xi_t, w - \overline{\pi}_t \rangle_{H} &\rightarrow \langle u', w - u' \rangle_{H}, \\
\langle \xi_t, M(w - \overline{\pi}_t), x^*_{\times X} \rangle &\rightarrow \langle \xi, M(w - u') \rangle_{X^\times X}, \\
\langle f_t, w - \overline{\pi}_t \rangle_{V^* \times V} &\rightarrow \langle f, w - u' \rangle_{V^* \times V},
\end{aligned}
\]
for all \( w \in V \). From (3.35), (3.37), the continuity of \( B \) and the fact \( \| u_t - \overline{\pi}_t \|_{Y} \rightarrow 0 \) as \( t \rightarrow 0 \),
\[
\langle B\overline{\pi}_t, w \rangle_{V^* \times V} \rightarrow \langle Bu, w \rangle_{V^* \times V} \quad \text{and} \quad \langle B(u_t - \overline{\pi}_t), \overline{\pi}_t \rangle_{V^* \times V} \rightarrow 0,
\]
where \( B : V \rightarrow V^* \) is the Nemytskii operator corresponding to \( B \) defined by \( B(u)(t) = Bu(t) \) for \( t \in [0, T] \) and \( u \in V \). The weak convergence \( u_t \rightarrow u \) and \( \overline{\pi}_t \rightarrow u' \) in \( V \) implies that \( u_t \rightarrow u \) weakly in \( W^{1,2}(0, T; V) \). The latter combined with the continuity of the embedding \( W^{1,2}(0, T; V) \subset C(0, T; V) \) and [34, Lemma 4(a)] entails \( u_t(t) \rightarrow u(t) \) weakly in \( V \) for all \( t \in [0, T] \). In particular, we have \( u_t(T) \rightarrow u(T) \) weakly in \( V \). Since the function \( V \ni u \mapsto (Bu, u) \in \mathbb{R} \) is weakly l.s.c. (being convex and continuous), one has
\[
\langle Bu(T), u(T) \rangle \leq \liminf_{t \rightarrow 0} \langle Bu_t(T), u_t(T) \rangle.
\]
Combining the above inequality with (3.45), we obtain

$$\limsup_{\tau \to 0} \langle B\nu_{\tau}, w - \overline{v}_{\tau} \rangle_{V^* \times V} = \limsup_{\tau \to 0} \left[ \langle B\nu_{\tau}, w \rangle_{V^* \times V} - \frac{1}{2} \left( \langle Bu_{\tau}(T), u_{\tau}(T) \rangle - \langle Bu(0), u(0) \rangle \right) + \langle B(u_{\tau} - \overline{u}_{\tau}), \overline{v}_{\tau} \rangle_{V^* \times V} \right] \leq \limsup_{\tau \to 0} \langle B\nu_{\tau}, w \rangle_{V^* \times V} + \limsup_{\tau \to 0} \langle B(u_{\tau} - \overline{u}_{\tau}), \overline{v}_{\tau} \rangle_{V^* \times V} - \frac{1}{2} \liminf_{\tau \to 0} \langle Bu_{\tau}(T), u_{\tau}(T) \rangle + \frac{1}{2} \langle Bu(0), u(0) \rangle \leq \langle Bu, w \rangle_{V^* \times V} - \frac{1}{2} \left( \langle Bu(T), u(T) \rangle - \langle Bu(0), u(0) \rangle \right) = \langle Bu, w \rangle_{V^* \times V} - \int_0^T \langle Bu(t), u'(t) \rangle \, dt = \langle Bu, w - u' \rangle_{V^* \times V}. \quad (3.46)$$

Next, we will show that the function $\Phi: V \to \mathbb{R} \cup \{+\infty\}$ defined by

$$\Phi(v) = \int_0^T \varphi(v(t)) \, dt \quad \text{for all } v \in V$$

is proper, convex and l.s.c. In fact, hypothesis $H(0)(i)$ implies $v_0 \in \text{dom}\Phi$, that is, $\Phi(v_0) < +\infty$. The convexity of $\Phi$ is a consequence of the convexity for $\varphi$. Let $\{w_n\} \subset V, w \in V$ and $w_n \to w$ in $V$. Again, we use the fact that $\varphi$ is bounded below by an affine functional: there exist $k_1, k_2 \geq 0$ such that

$$\varphi(v) \geq -k_1 \|v\| - k_2 \quad \text{for all } v \in V.$$

Hence, we have

$$\int_0^T \varphi(w_n(t)) \, dt \geq -k_1 \int_0^T \|w_n(t)\| \, dt - k_2 T \geq -k_2 T - k_1 \sqrt{T} \|w_n\| \geq C.$$

Applying the converse Lebesgue’s dominated convergence theorem ([35, Theorem 2.39]), by passing to a subsequence if necessary, we may suppose that $w_n(t) \to w(t)$ in $V$ for a.e. $t \in (0, T)$. Now, the lower semicontinuity of $\varphi$ and Fatou’s lemma, [35, Theorem 1.64], entail

$$\Phi(w) = \int_0^T \varphi(w(t)) \, dt \leq \int_0^T \liminf_{n \to \infty} \varphi(w_n(t)) \, dt \leq \liminf_{n \to \infty} \int_0^T \varphi(w_n(t)) \, dt = \liminf_{n \to \infty} \Phi(w_n).$$

Thus $\Phi$ is l.s.c. Because it is convex, it is also weakly sequentially lower semicontinuous on $V$. Hence, we have $\Phi(u') \leq \liminf_{\tau \to 0} \Phi(\overline{v}_{\tau})$.

Now, we show that for all $w \in V$

$$\limsup_{\tau \to 0} \langle A\overline{v}_{\tau}, w - \overline{v}_{\tau} \rangle_{V^* \times V} \leq \langle Au', w - u' \rangle_{V^* \times V} \quad (3.47)$$

or equivalently

$$\liminf_{\tau \to 0} \langle A\overline{v}_{\tau}, \overline{v}_{\tau} - w \rangle_{V^* \times V} \geq \langle Au', u' - w \rangle_{V^* \times V} \quad (3.48)$$
where the operator $A: \mathcal{V} \to \mathcal{V}^*$ stands for the Nemytskii operator corresponding to $A$ defined by

$$A(u)(t) = Au(t) \quad \text{for a.e. } t \in [0, T] \text{ and } u \in \mathcal{V}.$$ 

To prove inequality (3.48), first, we shall show that

$$\limsup_{\tau \to 0} \langle A\bar{v}_\tau, \bar{v}_\tau - u' \rangle_{\mathcal{V}^* \times \mathcal{V}} \leq 0. \quad (3.49)$$

We rewrite the inequality (3.5) as

$$(\mathcal{Z}_\tau(t), v - \bar{v}_\tau(t))_H + \langle A\bar{v}_\tau(t) + Bu(t), v - \bar{v}_\tau(t) \rangle + \langle \xi_\tau(t), M(v - \bar{v}_\tau(t)) \rangle_{X^* \times X}$$

$$+ \varphi(v) - \varphi(\bar{v}_\tau(t)) \geq \langle f(t), v - \bar{v}_\tau(t) \rangle,$$

for all $v \in \mathcal{V}$ and a.e. $t \in (0, T)$. Choosing $v = u'(t)$ in the above inequality and then integrating it on $(0, T)$, we obtain

$$\langle A\bar{v}_\tau, \bar{v}_\tau - u' \rangle_{\mathcal{V}^* \times \mathcal{V}} \leq (\mathcal{Z}_\tau, u' - \bar{v}_\tau)_H + \langle B\bar{u}_\tau, u' - \bar{v}_\tau \rangle_{\mathcal{V}^* \times \mathcal{V}} + \langle \xi_\tau, M(u' - \bar{v}_\tau) \rangle_{X^* \times X}$$

$$+ \Phi(u') - \Phi(\bar{v}_\tau) + \langle f_\tau, \bar{v}_\tau - u' \rangle_{\mathcal{V}^* \times \mathcal{V}}.$$

Then, we take into account (3.44)–(3.46) and pass to the upper limit, as $\tau \to 0$,

$$\limsup_{\tau \to 0} \langle A\bar{v}_\tau, \bar{v}_\tau - u' \rangle_{\mathcal{V}^* \times \mathcal{V}}$$

$$\leq \limsup_{\tau \to 0} (\mathcal{Z}_\tau, u' - \bar{v}_\tau)_H + \limsup_{\tau \to 0} \langle B\bar{u}_\tau, u' - \bar{v}_\tau \rangle_{\mathcal{V}^* \times \mathcal{V}} + \liminf_{\tau \to 0} \Phi(\bar{v}_\tau)$$

$$+ \limsup_{\tau \to 0} \langle \xi_\tau, M(u' - \bar{v}_\tau) \rangle_{X^* \times X} + \limsup_{\tau \to 0} \langle f_\tau, \bar{v}_\tau - u' \rangle_{\mathcal{V}^* \times \mathcal{V}} \leq 0,$$

which implies (3.49). Invoking [25, Lemma 1], $H(A), (3.37), (3.49)$ and (3.33), we obtain $A\bar{v}_\tau \rightharpoonup Au'$ weakly in $\mathcal{V}^*$ and (3.48) holds.

Next, combining (3.44), (3.46) and (3.47), for all $w \in \mathcal{V}$, we have

$$0 \leq \limsup_{\tau \to 0} \left( \langle \mathcal{Z}_\tau, w - \bar{v}_\tau \rangle_H + \langle A\bar{v}_\tau, w - \bar{v}_\tau \rangle_{\mathcal{V}^* \times \mathcal{V}} + \langle B\bar{u}_\tau, w - \bar{v}_\tau \rangle_{\mathcal{V}^* \times \mathcal{V}} + \langle \xi_\tau, M(w - \bar{v}_\tau) \rangle_{X^* \times X} + \Phi(w) - \Phi(\bar{v}_\tau) - \langle f_\tau, (w - \bar{v}_\tau) \rangle_{\mathcal{V}^* \times \mathcal{V}} \right)$$

$$\leq \langle u'', w - u' \rangle_H + \langle Au', w - u' \rangle_{\mathcal{V}^* \times \mathcal{V}} + \langle Bu, w - u' \rangle_{\mathcal{V}^* \times \mathcal{V}} + \langle \xi, M(w - u') \rangle_{X^* \times X} + \Phi(w) - \Phi(u') - \langle f, w - u' \rangle_{\mathcal{V}^* \times \mathcal{V}}.$$

Finally, we will demonstrate that $\xi(t) \in \partial J(\beta(t), Mu'(t))$ for a.e. $t \in (0, T)$. Since $M\bar{v}_\tau \to Mu'$ in $X$, from the converse Lebesgue’s dominated convergence theorem, [35, Theorem 1.64], by passing to a subsequence if necessary, we may assume that $M\bar{v}_\tau(t) \to Mu'(t)$ in $X$ for a.e. $t \in (0, T)$. Since $\beta_\tau \to \beta$ in $W^{1,2}(0, T; Y)$, $\beta(t) \to \beta(t)$ in $Y$ for all $t \in [0, T]$. Now $\xi(t) \in \partial J(\beta(t), M\bar{v}_\tau(t))$ for a.e. $t \in (0, T), \xi_t \to \xi$ weakly in $X^*$, and $\partial J$ is upper semicontinuous by Lemma 5. We can apply [2, Theorem 1, p. 60] to get

$$\xi(t) \in \partial J(\beta(t), Mu'(t)) \text{ for a.e. } t \in (0, T).$$

Applying Proposition 8, we conclude that $(u, \beta) \in \mathcal{V} \times \mathcal{Y}$ is a solution to Problem 4. \qed
We complete this section with results on uniqueness and regularity of the solution to Problem 4.

**Theorem 14** Assume $H(A), H(B), H(M), H(J), H(\varphi), H(F), H(f)$ and $H(0)$. Then, Problem 4 has a unique solution.

**Proof** Assume that $(u_1, \beta_1), (u_2, \beta_2) \in V \times W^{1,2}(0, T; Y)$ are two solutions to Problem 4. We have

\[
\begin{align*}
\langle u'_1(t), v - u'_1(t) \rangle + \langle Au'_1(t) + Bu_1(t), v - u'_1(t) \rangle + \varphi(v) - \varphi(u'_1(t)) \\
+ \langle \xi_1(t), M(v - u'_1(t)) \rangle_{X^* \times X} \geq \langle f(t), v - u'_1(t) \rangle \quad \text{for all } v \in V, \text{ a.e. } t \in (0, T), \\
\xi_1(t) \in \partial J(\beta_1(t), \mu u'_1(t)) \quad \text{for a.e. } t \in (0, T), \\
\beta'_1(t) = F(t, \mu u_1(t), \beta_1(t)) \quad \text{for a.e. } t \in (0, T), \\
u_1(0) = u_0, \quad u'_1(0) = v_0, \quad \beta_1(0) = \beta_0
\end{align*}
\]  

(3.50)

and

\[
\begin{align*}
\langle u'_2(t), v - u'_2(t) \rangle + \langle Au'_2(t) + Bu_2(t), v - u'_2(t) \rangle + \varphi(v) - \varphi(u'_2(t)) \\
+ \langle \xi_2(t), M(v - u'_2(t)) \rangle_{X^* \times X} \geq \langle f(t), v - u'_2(t) \rangle \quad \text{for all } v \in V, \text{ a.e. } t \in (0, T), \\
\xi_2(t) \in \partial J(\beta_2(t), \mu u'_2(t)) \quad \text{for a.e. } t \in (0, T), \\
\beta'_2(t) = F(t, \mu u_2(t), \beta_2(t)) \quad \text{for a.e. } t \in (0, T), \\
u_2(0) = u_0, \quad u'_2(0) = v_0, \quad \beta_2(0) = \beta_0.
\end{align*}
\]  

(3.51)

Taking $v = u'_2(t)$ in (3.50) and $v = u'_1(t)$ in (3.51), we add the resulting inequalities to get

\[
\begin{align*}
\langle u'_1(t) - u'_2(t), u'_1(t) - u'_2(t) \rangle + \langle Au'_1(t) - Au'_2(t), u'_1(t) - u'_2(t) \rangle \\
+ \langle Bu_1(t) - Bu_2(t), u'_1(t) - u'_2(t) \rangle + \langle \xi_1(t) - \xi_2(t), M(u'_1(t) - u'_2(t)) \rangle_{X^* \times X} \leq 0.
\end{align*}
\]

Next, we integrate the above inequality on $(0, t)$, for any $t \in (0, T)$, and obtain

\[
\begin{align*}
\frac{1}{2} \|u'_1(t) - u'_2(t)\|^2_H + m_A \int_0^t \|u'_1(s) - u'_2(s)\|^2 \, ds - c_A \int_0^t \|u'_1(s) - u'_2(s)\|^2 \, ds \\
+ \frac{Q_B}{2} \|u_1(t) - u_2(t)\|^2 - m_J \|M\|^2_{L^2(V, X)} \int_0^t \|u'_1(s) - u'_2(s)\|^2 \, ds \\
- m_J \int_0^t \|M(u'_1(s) - u'_2(s))\|_X \|\beta_1(s) - \beta_2(s)\|_Y \, ds \leq 0.
\end{align*}
\]  

(3.52)

From the Cauchy’s inequality and inequality (3.3), we have

\[
\begin{align*}
m_J \int_0^t \|M(u'_1(s) - u'_2(s))\|_X \|\beta_1(s) - \beta_2(s)\|_Y \, ds \\
\leq m_J c_F \int_0^t \int_0^s \|u'_1(s) - u'_2(s)\| \|u_1(\xi) - u_2(\xi)\| \, d\xi \, ds
\end{align*}
\]
In this section, we illustrate the applicability of theoretical results from Section 3 in the study of a new dynamic frictional contact model for a viscoelastic material with adhesion effects. The contact boundary conditions in this model are described by a generalised normal damped response condition with a unilateral constraint together with a multivalued friction law.

Finally, we apply the Gronwall’s lemma, see [44, Lemma 2.31], to derive $u_1 = u_2$. Moreover, Lemma 6 guarantees that $\beta_1 = \beta_2$, which completes the proof of the theorem.

**Theorem 15** Assume $H(A)$, $H(B)$, $H(J)$, $H(M)$, $H(F)$, $H(\varphi)$, $H(f)$ and $H(0)$. If $u$ is a solution to Problem 4, then $u$: $[0, T] \rightarrow V$ is Hölder continuous with exponent $\frac{1}{2}$.

**Proof** By Theorem 13, it is known that $u, u' \in \mathcal{V}$. Applying the Hölder’s inequality, we have

$$
\|u(t_1) - u(t_2)\| \leq \int_{t_1}^{t_2} \|u'(s)\| \, ds \leq |t_1 - t_2|^\frac{1}{2} \left( \int_0^T \|u'(t)\|^2 \, dt \right)^{\frac{1}{2}},
$$

for all $t_1, t_2 \in [0, T]$, which implies the desired regularity. 

**4 A dynamic viscoelastic frictional contact problem**

In this section, we illustrate the applicability of theoretical results from Section 3 in the study of a new dynamic frictional contact model for a viscoelastic material with adhesion effects. The contact boundary conditions in this model are described by a generalised normal damped response condition with a unilateral constraint together with a multivalued friction law.

The physical setting of the dynamic contact process is described as follows. Assume that the viscoelastic body occupies a bounded and open domain $\Omega$ in $\mathbb{R}^d$ ($d = 2, 3$) with a Lipschitz continuous boundary $\Gamma := \partial \Omega$. The boundary $\partial \Omega$ is given by $\Gamma = \Gamma_D \cup \Gamma_N \cup \Gamma_C$ such that $\Gamma_D$, $\Gamma_N$ and $\Gamma_C$ are pairwise disjoint and measurable with $\text{meas}(\Gamma_D) > 0$. We are interested in the evolution of the body in a finite time interval $(0, T)$.

We adopt the following standard notation. The unit outward normal vector on boundary and the position vector in the body are denoted by $\mathbf{v} = (v_i)$ and $\mathbf{x} \in \overline{\Omega} = \Omega \cup \partial \Omega$, respectively. The indices $i, j, k, l$ run from 1 to $d$, and unless stated otherwise, the summation convention over repeated indices is used. For simplicity, we often will not indicate explicitly the dependence of the variables on $\mathbf{x}$. Let $(\mathbb{S}^d, \| \cdot \|_{\mathbb{S}^d})$ be the space of second-order symmetric tensors on $\mathbb{R}^d$. Throughout this section, the inner products and norms in $\mathbb{R}^d$ and $\mathbb{S}^d$ are denoted by $\mathbf{u} \cdot \mathbf{v} = u_i v_i$. 

...
The well-known Kelvin–Voigt viscoelastic constitutive law in which are defined by
\[ \sigma := (\sigma_{ij}), \quad \tau := (\tau_{ij}) \in S^d, \]
respectively. In addition, we use the notation \( u = (u_i), \quad \sigma = (\sigma_{ij}), \) and
\[ \varepsilon(u) = (\varepsilon_{ij}(u)), \quad \varepsilon_{ij}(u) = \frac{1}{2}(u_{ij} + u_{ji}), \quad i, j = 1, \ldots, d, \]
to denote the displacement vector, the stress tensor and the linearised strain tensor, respectively. For a vector \( w \) defined on the boundary, its normal and tangential components are \( w_n = w \cdot n \) and \( w_t = w - w_n n \). For the stress tensor \( \sigma \), its normal and tangential components on the boundary are defined by \( \sigma_n = (\sigma_{ij}) \cdot n \) and \( \sigma_t = \sigma_{ij} - \sigma_n n \), respectively. Let \( Q = \Omega \times (0, T), \quad \Sigma_D = \Gamma_D \times (0, T), \quad \Sigma_N = \Gamma_N \times (0, T) \) and \( \Sigma_C = \Gamma_C \times (0, T) \).

We are now in a position to present the classical formulation of the contact problem.

**Problem 16** Find a displacement field \( u : Q \to \mathbb{R}^d \), a stress field \( \sigma : Q \to S^d \) and a bonding field \( \beta : \Gamma_C \times (0, T) \to [0, 1] \) such that
\[
\begin{aligned}
\sigma(t) &= C(\varepsilon(u'(t))) + E(\varepsilon(u(t))) & \text{in } Q, \\
\varepsilon''(t) - \text{Div} \sigma(t) &= f_0(t) & \text{in } Q, \\
u(t) &= 0_{\mathbb{R}^d} & \text{on } \Sigma_D, \\
\sigma(t) \nu &= f_N(t) & \text{on } \Sigma_C, \\
\begin{cases}
\dot{u}_n'(t) \leq g, \quad \sigma_n(t) + \xi(t) \leq 0 \\
(\dot{u}_n'(t) - g)(\sigma_n(t) + \xi(t)) = 0 \\
\dot{\xi}(t) \in \partial j_n(\beta(t), \dot{u}_n'(t))
\end{cases} & \text{on } \Sigma_C, \\
-\sigma_t(t) \in \partial j_s(\beta(t), \dot{u}_s'(t)) & \text{on } \Sigma_C, \\
\beta'(t) &= F(t, u(t), \beta(t)) & \text{on } \Sigma_C, \\
\beta(0) &= \beta_0 & \text{on } \Gamma_C, \\
u(0) &= u_0, \quad u'(0) = v_0 & \text{in } \Omega.
\end{aligned}
\]

Let us briefly comment on the equations and conditions in Problem 16. The equation \((4.1)\) is the well-known Kelvin–Voigt viscoelastic constitutive law in which \( C \) and \( E \) stand for a non-linear viscosity operator and a linear elasticity operator, respectively. The equation of motion \((4.2)\) reflects the fact that the contact process is dynamic. Here, ‘Div’ is the divergence operator given by
\[ \text{Div} \sigma = (\sigma_{ij,j}) = \left( \frac{\partial \sigma_{ij}}{\partial x_j} \right), \]
and \( f_0 \) is the density of applied volume forces (e.g., gravity). The boundary conditions \((4.3)\) and \((4.4)\) mean that the body is clamped on \( \Gamma_D \), and it is subjected to the density \( f_N \) of surface tractions on \( \Gamma_N \). The initial displacement and velocity are given in \((4.9)\). The surface variable \( \beta \) is usually called the bonding field or the adhesion field, see [14–16, 21], which is a scale (dimensionless) function describing the pointwise fractional density of active bonds on the contact surface. In the model, we assume that the bonding field \( \beta \) is governed by a non-linear evolution equation \((4.7)\) on the surface of contact boundary \( \Gamma_C \), and the function \( F \) depends
explicitly on the displacement field. The initial bonding field is assumed in (4.8). Moreover, we
can distinguish three cases:

(i) $\beta = 1$, when the adhesion is complete and all the bonds are active;
(ii) $\beta = 0$, if all bonds are inactive and there is no adhesion effect;
(iii) $0 < \beta < 1$, when the adhesion is partial and a fracture $\beta$ of the bonds is active.

The contact condition (4.5) represents a multivalued normal damped response condition with
unilateral constraint, which has been recently studied in [18]. It is worth mentioning that this
boundary condition can be rewritten to the following equivalent form:

$$
-\sigma_v(t) \in \partial j_v(\beta(t), u_v(t)) + \partial I_{(-\infty, g]}(u_v(t)) \quad \text{on } \Sigma_C,
$$

where $I_{(-\infty, g]} : \mathbb{R} \to [0, +\infty]$ is the indicator function of the interval $(-\infty, g] \subset \mathbb{R},$

$$
I_{(-\infty, g]}(r) = \begin{cases}
0, & r \in (-\infty, g], \\
+\infty, & \text{otherwise},
\end{cases}
$$

and $g > 0$ is a positive constant. Note that (4.10) involves both the Clarke’s generalised gradi-
ten and convex subdifferential, so this multivalued relation represents a more general boundary
condition than the ones which are often found in contact models.

**Example 17** Let $q : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ be a continuous function and $j : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ be defined by

$$
j(s, r) = \int_0^r q(s, t) \, dt \quad \text{for } s, r \in \mathbb{R}.
$$

It is clear that $j$ is a Lipschitz continuous function and $\partial j(s, r) = q(s, r)$ for all $s, r \in \mathbb{R}.$ Moreover,
if the potential $j_v = j$, then (4.5) reduces to (44)

$$
u_v(t) \leq g, \quad \sigma_v(t) + q(\beta(t), u_v(t)) \leq 0, \quad (u_v(t) - g) \left( \sigma_v(t) + q(\beta(t), u_v(t)) \right) = 0 \quad \text{on } \Sigma_C.
$$

(4.11)

In particular, when $q$ is independent of the bonding field $\beta$, that is, $q(s, r) = q(r)$ for all $s, r \in \mathbb{R},$
then (4.11) becomes (113)

$$
u_v(t) \leq g, \quad \sigma_v(t) + q(u_v(t)) \leq 0, \quad (u_v(t) - g) \left( \sigma_v(t) + q(u_v(t)) \right) = 0 \quad \text{on } \Sigma_C.
$$

(4.12)

Furthermore, with $q \equiv 0$ and $g \equiv 0$, the boundary condition (4.12) is reduced to the classical
Signorini-type contact condition in velocity of the form, see [12, 22, 43, 45, 47]

$$
u_v(t) \leq 0, \quad \sigma_v(t) \leq 0, \quad \sigma_v(t) u_v(t) = 0 \quad \text{on } \Sigma_C.
$$

(4.13)

The general friction condition with adhesion (4.6) is described by the generalised gradient of
a locally Lipschitz potential $j,$ which is non-convex in general.

To derive a weak formulation of Problem 16, we introduce function spaces

$$
V = \{ v \in H^1(\Omega; \mathbb{R}^d) \mid v = 0 \text{ on } \Gamma_D \} \quad \text{and} \quad \mathcal{H} = L^2(\Omega; \mathbb{S}^d).
$$

(4.14)

Since $\text{meas}(\Gamma_D) > 0,$ $V$ is a Hilbert space endowed with the inner product

$$
(u, v)_V = \langle \varepsilon(u), \varepsilon(v) \rangle_{\mathcal{H}}, \quad u, v \in V,
$$
and the associated norm $\| \cdot \|_\mathcal{H}$. The trace of an element $v \in H^1(\Omega; \mathbb{R}^d)$ will be denoted by the same symbol. The trace theorem states
\[
\|v\|_{L^2(\Gamma_C; \mathbb{R}^d)} \leq \|\gamma\| \|v\|_V \quad \text{for all } v \in V,
\]
where $\gamma$ is the trace operator from $V$ to $L^2(\Gamma_C; \mathbb{R}^d)$. The unilateral constraint condition (4.5) requires the use of the following set of admissible velocities
\[
K = \{ v \in V \mid v_\nu \leq g \text{ on } \Gamma_C \}. \quad (4.15)
\]

We now make assumptions on the problem data.
\[
\begin{cases}
C : \Omega \times \mathbb{S}^d \to \mathbb{S}^d \text{ is such that} \\
\quad (a) \ x \mapsto C(x, \varepsilon) \text{ is measurable on } \Omega \text{ for all } \varepsilon \in \mathbb{S}^d. \\
\quad (b) \ \varepsilon \mapsto C(x, \varepsilon) \text{ is continuous on } \mathbb{S}^d \text{ for a.e. } x \in \Omega. \\
\quad (c) \text{ there exist a constant } c_C > 0 \text{ and a function } b_C \in L^2(\Omega) \text{ such that} \\
\quad \|C(x, \varepsilon)\|_{S^d} \leq b_C(x) + c_C \|\varepsilon\|_{S^d} \text{ for all } \varepsilon \in \mathbb{S}^d, \text{ a.e. } x \in \Omega. \quad (4.16) \\
\quad (d) \text{ there exists a constant } m_C > 0 \text{ such that} \\
\quad \langle C(x, \varepsilon_1) - C(x, \varepsilon_2) \rangle : (\varepsilon_1 - \varepsilon_2) \geq m_C \|\varepsilon_1 - \varepsilon_2\|_{S^d}^2 \\
\quad \forall \varepsilon_1, \varepsilon_2 \in \mathbb{S}^d \text{ and a.e. } x \in \Omega. \\
\quad (e) \ C(x, 0_{S^d}) = 0_{S^d} \text{ for a.e. } x \in \Omega.
\end{cases}
\]

\[
\begin{cases}
E : \Omega \times \mathbb{S}^d \to \mathbb{S}^d \text{ is such that} \\
\quad (a) \ E(x, \varepsilon) = a(x)\varepsilon \text{ (the Hooke law) for all } \varepsilon \in \mathbb{S}^d, \text{ a.e. } x \in \Omega. \\
\quad (b) \ a(x) = (a_{ijkl}(x)) \text{ with } a_{ijkl} = a_{jikl} \in L^\infty(\Omega). \quad (4.17) \\
\quad (c) \text{ there exists } m_E > 0 \text{ such that } a_{ijkl}(x)\varepsilon_{ij}\varepsilon_{kl} \geq m_E\|\varepsilon\|_{S^d}^2 \\
\quad \forall \varepsilon = (\varepsilon_{ij}) \in \mathbb{S}^d, \text{ a.e. } x \in \Omega.
\end{cases}
\]

The normal and tangential potentials enjoy the following hypotheses.
\[
\begin{cases}
j_\nu : \Gamma_C \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \text{ is such that} \\
\quad (a) \ x \mapsto j_\nu(x, r, s) \text{ is measurable on } \Gamma_C \text{ for all } r, s \in \mathbb{R} \text{ with } j_\nu(\cdot, 0, 0) \in L^1(\Gamma_C). \\
\quad (b) \ s \mapsto j_\nu(x, r, s) \text{ is locally Lipschitz on } \mathbb{R}, \text{ for all } r \in \mathbb{R}, \text{ a.e. } x \in \Gamma_C. \\
\quad (c) \text{ there exists a constant } c_{j_\nu} > 0 \text{ such that } \|\partial j_\nu(x, r, s)\| \leq c_{j_\nu}(1 + |s|) \\
\quad \forall r, s \in \mathbb{R} \text{ and a.e. } x \in \Gamma_C. \\
\quad (d) \text{ either } j_\nu(x, r, \cdot) \text{ or } -j_\nu(x, r, \cdot) \text{ is regular for a.e. } x \in \Gamma_C, \text{ all } r \in \mathbb{R}. \quad (4.18) \\
\quad (e) \mathbb{R}^2 \ni (r, s) \mapsto j_\nu(0)(x, r, s, z) \in \mathbb{R} \text{ is u.s.c. for all } z \in \mathbb{R}, \text{ a.e. } x \in \Gamma_C. \\
\quad (f) \text{ there exists a constant } m_{j_\nu} \geq 0 \text{ such that} \\
\quad (s_1^1 - s_2^1)(1 - 2s_1^2 - 2s_2^2) \geq -m_{j_\nu}(1 + |r_1 - r_2|)|s_1^1 - s_2^1| \\
\quad \forall s_1^1 \in \partial j_\nu(x, r_1, s_1), s_2^2 \in \partial j_\nu(x, r_2, s_2), \text{ for a.e. } x \in \Gamma_C \\
\quad \text{and all } r_1, r_2, s_1, s_2 \in \mathbb{R}.
\end{cases}
\]
Theorem 2.25], to obtain

\[
\text{The initial displacement, velocity and bonding field are assumed to satisfy the conditions.}
\]

To derive the weak formulation of the dynamic contact problem, we assume that \( (u, \sigma) \) are smooth functions on \( Q \) such that \( (4.1)-(4.9) \) hold. Let \( v \in V \) be arbitrary and \( H := L^2(\Omega; \mathbb{R}^d) \).

We multiply the equation of motion \( (4.2) \) by \( v - u'(t) \) and employ the Green formula, see [35, Theorem 2.25], to obtain

\[
\langle u''(t), v - u'(t) \rangle + \langle \sigma(t), e(v) - e(u'(t)) \rangle_H = \langle f_0(t), v - u'(t) \rangle_H + \int_{\partial \Omega} \sigma(t) v \cdot (v - u'(t)) d\Gamma
\]
for a.e. \( t \in (0, T) \). Define \( f \in H^1(0, T; V^*) \) (see hypothesis (4.21)) by

\[
\langle f(t), v \rangle = \langle f_0(t), v \rangle_H + \langle f_N(t), v \rangle_{L^2(\Gamma_N; \mathbb{R}^d)} \quad \text{for all } v \in V, \text{ a.e. } t \in (0, T).
\]

Then, apply boundary conditions (4.3)–(4.4) to get

\[
\langle u''(t), v - u'(t) \rangle + \langle \sigma(t), \varepsilon(v) - \varepsilon(u'(t)) \rangle_{\mathcal{H}} = \langle f(t), v - u'(t) \rangle + \int_{\Gamma_C} \sigma(t) \nu \cdot (v - u'(t)) \, d\Gamma
\]

for a.e. \( t \in (0, T) \). Since

\[
\int_{\Gamma_C} \sigma(t) \nu \cdot v \, d\Gamma = \int_{\Gamma_C} (\sigma_\nu(t) v_\nu + \sigma_\tau(t) v_\tau) \, d\Gamma,
\]

and from boundary conditions (4.5)–(4.6),

\[
\begin{cases}
  -\sigma_\nu(t) (v_\nu - \nu_\nu'(t)) \leq f_\nu^0(x, \beta(t), u_\nu'(t); v_\nu - \nu_\nu'(t)) \\
  -\sigma_\tau(t) (v_\tau - \nu_\tau'(t)) \leq f_\tau^0(x, \beta(t), u_\tau'(t); v_\tau - \nu_\tau'(t))
\end{cases}
\]
on \( \Sigma_C \), we deduce from (4.23) that

\[
\langle u''(t), v - u'(t) \rangle + \langle \sigma(t), \varepsilon(v) - \varepsilon(u'(t)) \rangle_{\mathcal{H}} + \int_{\Gamma_C} f_\nu^0(x, \beta(t), u_\nu'(t); v_\nu - \nu_\nu'(t)) \, d\Gamma \\
+ \int_{\Gamma_C} f_\tau^0(x, \beta(t), u_\tau'(t); v_\tau - \nu_\tau'(t)) \, d\Gamma \geq \langle f(t), v - u'(t) \rangle
\]

for all \( v \in K \) and a.e. \( t \in (0, T) \). So the weak formulation of Problem 16 is the following.

**Problem 18** Find a displacement field \( u : (0, T) \rightarrow V \), and a bonding field \( \beta : (0, T) \rightarrow L^2(\Gamma_C) \) such that \( u \in V \), \( u' \in \mathcal{W} \), \( \beta \in W^{1,2}(0, T; L^2(\Gamma_C)) \), \( 0 \leq \beta(t) \leq 1 \) for all \( t \in [0, T] \), a.e. on \( \Gamma_C \), and

\[
\begin{align*}
\langle u''(t), v - u'(t) \rangle &+ \langle \mathcal{C}(\varepsilon(u'(t)) + \mathcal{E}(\varepsilon(u(t))), \varepsilon(v) - \varepsilon(u'(t)) \rangle_{\mathcal{H}} \\
&+ \int_{\Gamma_C} f_\nu^0(x, \beta(t), u_\nu'(t); v_\nu - \nu_\nu'(t)) \, d\Gamma + \int_{\Gamma_C} f_\tau^0(x, \beta(t), u_\tau'(t); v_\tau - \nu_\tau'(t)) \, d\Gamma \\
&\geq \langle f(t), v - u'(t) \rangle \quad \text{for all } v \in K \text{ and a.e. } t \in (0, T), \\
\beta'(t) &= F(t, u(t), \beta(t)) \quad \text{on } \Sigma_C, \\
\beta(0) &= \beta_0 \quad \text{on } \Gamma_C, \\
u(0) &= u_0, \quad u'(0) = v_0 \quad \text{in } \Omega.
\end{align*}
\]

Let \( X = L^2(\Gamma_C; \mathbb{R}^d) \) and \( Y = L^2(\Gamma_C) \). We will apply Theorems 13 and 14 to study Problem 18. For this purpose, we introduce operators \( A : V \rightarrow V^* \) and \( B : V \rightarrow V^* \) defined by

\[
\langle A(u), v \rangle = \langle \mathcal{C}(\varepsilon(u)), \varepsilon(v) \rangle_{\mathcal{H}},
\]

\[
\langle B(u), v \rangle = \langle \mathcal{E}(\varepsilon(u)), \varepsilon(v) \rangle_{\mathcal{H}},
\]

for all \( u, v \in V \), respectively. Also, we define \( M : V \rightarrow X \) and \( J : Y \times X \rightarrow \mathbb{R} \) by

\[
M = \gamma : V \rightarrow X \text{ the trace operator},
\]

\[
J(\beta, u) = \int_{\Gamma_C} (j_\nu(x, \beta, u_\nu) + j_\tau(x, \beta, u_\tau)) \, d\Gamma \quad \text{for } \beta \in Y, u \in X.
\]
Theorem 19 Assume (4.16)–(4.22). In addition, assume the compatibility condition
\[ (A(v_0) + Bu_0 + \gamma^* \partial J(\beta_0, \gamma v_0) - f(0)) \cap H \neq \emptyset, \]  
(4.30)

and \( m_C > \|\gamma\|^2 (m_{j_r} + m_{j_i}) \). Then, Problem 18 has a unique solution \((u, \beta)\) such that
\[ u \in W^{1,2}(0, T; V), u \in L^2(0, T; V^*), \beta \in C(0, T; L^2(\Gamma_C)), 0 \leq \beta(t) \leq 1 \text{ for all } t \in [0, T]. \]

Proof Let \( i \) be the embedding from \( V \) to \( H \) which is compact. Define \( \varphi : V \to \{0, +\infty\} \) by
\[ \varphi(v) = I_K(v) = \begin{cases} 0, & \text{if } v \in K, \\ +\infty, & \text{otherwise}, \end{cases} \]  
(4.31)

where \( K \) is given by (4.15). Since \( K \) is a non-empty, closed and convex subset of \( V \), the indicator function \( \varphi = I_K \) satisfies \( H(\varphi) \), see [24, p. 12]. Hypotheses (4.18)(d) and (4.19)(d) imply, see [35, Lemma 3.39(3) and Corollary 4.15(vi)]
\[ J^0(\beta, u) = \int_{\Gamma_C} \left( J^0_u(x, \beta, u) + J^0_T(x, \beta, u) \right) \, d\Gamma, \]  
(4.32)

for all \( \beta \in Y \) and \( u \in X \). Combining (4.26)–(4.29) with (4.31) and (4.32), we can reformulate (4.25) as
\[ \begin{cases} \langle u''(t), v - u'(t) \rangle + \langle A(u'(t)) + B(u(t)), v - u'(t) \rangle + \varphi(v) - \varphi(u'(t)) \\ + J^0(\beta(t), M u'(t); M(v - u'(t))) \geq \langle f(t), v - u'(t) \rangle \end{cases} \quad \text{for all } v \in V, \text{ a.e. } t \in (0, T), \]  
(4.33)

\[ \begin{align*}
\beta'(t) &= \mathcal{F}(t, u(t), \beta(t)) \quad \text{on } \Sigma_C, \\
\beta(0) &= \beta_0 \quad \text{on } \Gamma_C, \\
u(0) &= u_0, \quad u'(0) = v_0 \quad \text{in } \Omega,
\end{align*} \]

where \( \mathcal{F} : (0, T) \times X \times Y \to Y \) is the Nemyskii operator of \( F \) defined by
\[ \mathcal{F}(t, \beta, u)(x) = F(x, t, \beta(x), u(x)) \quad \text{for a.e. } x \in \Gamma_C. \]  
(4.34)

Furthermore, (4.33) is equivalent to, see [35, Proposition 3.23]
\[ \begin{cases} \langle u''(t), v - u'(t) \rangle + \langle A(u'(t)) + B(u(t)), v - u'(t) \rangle + \varphi(v) - \varphi(u'(t)) \\ + \langle \xi(t), M(v - u'(t)) \rangle_{X^* \times X} \geq \langle f(t), v - u'(t) \rangle \end{cases} \quad \text{for all } v \in V, \text{ a.e. } t \in (0, T), \]  
(4.35)

\[ \xi(t) \in \partial J(\beta(t), M u'(t)) \quad \text{for a.e. } t \in (0, T), \]
\[ \beta'(t) = \mathcal{F}(t, u(t), \beta(t)) \quad \text{on } \Sigma_C, \]
\[ \beta(0) = \beta_0 \quad \text{on } \Gamma_C, \]
\[ u(0) = u_0, \quad u'(0) = v_0 \quad \text{in } \Omega. \]

We now verify the conditions stated in Theorem 13. The condition (4.16)(d) guarantees that \( A \) is strongly monotone with constants \( m_A = m_C \) and \( c_A = 0 \). Hypotheses (4.16)(b) and (c) imply
Thus, by \([35, \text{Lemma } 3.39(3) \text{ and Corollary } 4.15(vi)]\), we have

\[
J_M(f) = \text{properties } H \text{ satisfy (4.20), that the function } \mathcal{F} \text{ defined in (3.44) satisfies } H(F) \text{. Finally, from hypothesis (4.20)(c), an analogous proof as in } [33, \text{Lemma } 5] \text{, we deduce that } \beta(t) \in [0, 1] \text{ for all } t \in [0, T], \text{ a.e. on } \Gamma_C.
\]

The conclusion of Theorem 19 now follows from an application of Theorems 13 and 14.

Finally, we make a comment on the validity of the compatibility condition (4.30). Assume the initial displacement and initial velocity are \(u_0 = 0_{\mathbb{R}^d}, v_0 = 0_{\mathbb{R}^d} \) and \( f_N(0) = 0_{L^2(\Omega; \mathbb{R}^d)} \). Then hypotheses (4.16)(c) and (4.17) imply \( A v_0 = B u_0 = 0_{\mathbb{R}^d} \). Since \( 0_{\mathbb{R}^d} \in J_0 \gamma_0 = (\gamma \gamma_0 = 0_{\mathbb{R}^d}) \), the compatibility condition (4.30) is valid in this case.
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